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Tameness in geometry
and arithmetic:
beyond o-minimality
Gal Binyamini and Dmitry Novikov

Abstract

The theory of o-minimal structures provides a powerful framework for the study of geo-
metrically tame structures. In the past couple of decades a deep link connecting o-minima-
lity to algebraic and arithmetic geometry has been developing. It has been clear, however,
that the axioms of o-minimality do not fully capture some algebro-arithmetic aspects of
tameness that one may expect in structures arising from geometry. We propose a notion
of sharply o-minimal structures refining the standard axioms of o-minimality, and outline
through conjectures and various partial results the potential development of this theory in
parallel to the standard one.
We illustrate some applications of this emerging theory in two main directions. First, we
show how it can be used to deduce Galois orbit lower bounds—notably including in non-
abelian contexts where the standard transcendence methods do not apply. Second, we show
how it can be used to derive effectivity and (polynomial-time) computability results for
various problems of unlikely intersection around the Manin–Mumford, André–Oort, and
Zilber–Pink conjectures.
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1. Tame geometry and arithmetic

1.1. O-minimal structures
The theory of o-minimal structures was introduced by van den Dries as an attempt

to provide a framework of tame topology in the spirit of Grothendieck’s “Esquisse d’un
Programme” [42]. We refer the reader to this book for a general introduction to the subject
and its history. For us, an o-minimal structure will always be an expansion of the ordered real
field Ralg WD ¹R; C; �; <º. Briefly, such an expansion is o-minimal if all definable subsets of
R consist of finite unions of points and intervals.

Despite their apparent simplicity, it turns out that the axioms of o-minimality pro-
vide a broad framework of tame topology. In particular, one has good notions of dimension,
smooth stratification, triangulation, and cell-decomposition for every definable set in an
o-minimal structure. On the other hand, several natural and important structures turn out
to be o-minimal. A few examples of particular importance for us in the present paper are
Ralg; Ran; Ran;exp, and RPfaff. We will say a bit more on these in later sections.

1.2. Pila–Wilkie counting theorem
In [37], Pila and Wilkie discovered a “counting theorem” that would later find deep

applications in arithmetic geometry. The theorem concerns the asymptotic density of rational
(or algebraic) points in a definable set—as a function of height. We introduce this first, to
motivate a broader discussion of the connection between tame geometry and arithmetic.

For x 2 Q, we denote by H.x/ the standard height of x. For a vector x 2 Qn, we
denote by H.x/ the maximum among the heights of the coordinates of x. For a set A � Rn,
we denote the set of Q-points of A by A.Q/ D A \ Qn and denote

A.Q; H/ WD
®
x 2 A.Q/ W H.x/ 6 H

¯
: (1.1)

For a set A � Rn, we define the algebraic part Aalg of A to be the union of all connected
semialgebraic subsets of A of positive dimension. We define the transcendental part Atrans

of A to be A n Aalg.

Theorem 1 (Pila andWilkie [37]). Let A � Rm be a set definable in an o-minimal structure.
Then for every � > 0 there exists a constant C.A; �/ such that for every H > 1,

#Atrans.Q; H/ D C.A; �/H �: (1.2)

1.3. Transcendence methods, auxiliary polynomials
The use of transcendental (as opposed to algebraic) methods in the study of arith-

metic questions has a long history. A common theme in these methods, running through the
work of Schneider, Lang, Baker, Masser, and Wüstholz to name a few, is the use of auxiliary
polynomials. We refer to [28] for a broad treatment of this subject.

The usefulness of polynomials in this context stems from their dual algebraic/ana-
lytic role. Suppose one is interested in the set A.Q; H/ for some analytic set A. On the one
hand, if a polynomial P , say, with integer coefficients, is evaluated at x 2 A.Q; H/ then
P.x/ is again rational, and one can estimate its height in terms of H and the height of P . On
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the other hand, polynomials are extremely well-behaved analytic functions, and a variety of
analytic methods may be used to prove upper bounds on the restriction of P to an analytic
set A assuming it is appropriately constructed (say to vanish to high order at some points
of A). One concludes from such an argument that P must vanish at every point in A.Q; H/,
for otherwise the height bound would contradict the upper bound.

The proof of the Pila–Wilkie counting theorem follows this classical line. However,
it is fairly unique in the realm of transcendence methods in that the degrees of the auxil-
iary polynomials P are independent of the height, depending in fact only on ". It is this
unusual feature that makes it possible to prove the Pila–Wilkie theorem in the vast general-
ity of o-minimal structures: polynomials of a given degree form a definable family, and the
general machinery of o-minimality gives various finiteness statements uniformly for all such
polynomials.

1.4. Beyond Pila–Wilkie theorem: the Wilkie conjecture
By contrast with the Pila–Wilkie theorem, most transcendence methods require

the degrees of the auxiliary polynomials to depend on the height H of the points being
considered—sometimes logarithmically and in some cases, such as the Schneider–Lang
theorem, even linearly. A famous conjecture that seems to fall within this category is due
to Wilkie.

Conjecture 2 (Wilkie [37]). LetA � Rm be a set definable inRexp. Then there exist constants
C.A/; �.A/ such that for all H > 3,

#Atrans.Q; H/ D C.A/.logH/�.A/: (1.3)

The conclusion of theWilkie conjecture is known to fail for general o-minimal struc-
tures, for instance, in Ran [40]. To achieve such asymptotics, it seems one would have to use
auxiliary polynomials of degrees d D .logH/q , and o-minimality places no restrictions on
the geometric complexity as a function of d .

In formulating his conjecture, Wilkie was probably influenced by Khovanskii’s
theory of fewnomials [25]. The latter implies fairly sharp bounds for the number of con-
nected components of sets defined using algebraic and exponential functions (and more
generally Pfaffian functions) as a function of the degrees of the equations involved. Below
we attempt to axiomatize what it would mean for an arbitrary o-minimal structure to satisfy
such sharp complexity bounds.

2. Sharply o-minimal structures

In this section we introduce sharply o-minimal structures, which aremeant to endow
a standard o-minimal structure with an appropriate notions comparable to dimension and
degree in the algebraic case, and provide suitable control over these parameters under the
basic logical operations. We first introduce the notion of a format-degree filtration (abbrevi-
ated FD-filtration) on a structure � . This is a collection � D ¹�F ;DºF ;D2N such that each
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�F ;D is a collection of definable sets (possibly of different ambient dimensions), with

�F ;D � �F C1;D \ �F ;DC1 8F ; D 2 N (2.1)

and
S

F ;D � is the collection of all definable sets in � . We call the sets in �F ;D sets of
format F and degree D. However, note that the format and degree of a set are not uniquely
defined since � is a filtration rather than a partition.

We now come to the notion of a sharply o-minimal structure.

Definition 3 (Sharply o-minimal structure). A sharply o-minimal structure is a pair
† WD .� ; �/ consisting of an o-minimal expansion of the real field � and an FD-filtration
�; and for each F 2 N, a polynomial PF .�/ such that the following holds:

If A 2 �F ;D then

(1) if A � R, it has at most PF .D/ connected components,

(2) if A � R` then F > `,

(3) Ac ; �`�1.A/; A � R, and R � A lie in �F C1;D .

Similarly if A1; : : : ; Ak � R` with Aj 2 �Fj ;Dj
then

.4/
[

i

Ai 2 �F ;D; .5/
\

i

Ai 2 �F C1;D;

where F WD maxj Fj and D D
P

j Dj . Finally,

(6) if P 2 RŒx1; : : : ; x`� then ¹P D 0º 2 �`;degP .

Given a collection ¹A˛º of sets generating a structure � , and associated formats and
degrees F˛; D˛ one can consider the minimal FD-filtration � satisfying the axioms (2)–(6)
above. We call this the FD-filtration generated by ¹.A˛; F˛; D˛/º. This will be sharply o-
minimal if and only if axiom (1) is satisfied.

Definition 4 (Reduction of FD-filtrations). Let �;�0 be two FD-filtrations on a structure � .
We say that � is reducible to �0 and write � 6 �0 if there exist functions a W N ! N and
b W N ! NŒD� such that

�F ;D � �0
a.F /;Œb.F /�.D/ 8F ; D 2 N: (2.2)

We say that �; �0 are equivalent if � 6 �0 6 �.

We will usually try to prove that certain measures of complexity of definable sets
depend polynomially on the degree, thinking of the format as constant. If one can prove such
a statement for �0-degrees, and � 6 �0, then the same statement holds for �-degrees and
in this sense � is reducible to �0.

Remark 5 (Effectivity). One can require further that a sharply o-minimal structure is effec-
tive, in the sense that the polynomial PF .D/ in Definition 3 is given by some explicit
primitive recursive function of F . Similarly, one may require a reduction � 6 �0 to be
effective. Unless otherwise stated, all constructions in this paper are effective in this sense.
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2.1. Examples and nonexamples
2.1.1. The semialgebraic structure
Consider the structureRalg with the FD-filtration� generated by all algebraic hyper-

surfaces ¹P D 0º with the format given by the ambient dimension and the degree given by
degP . Then .Ralg; �/ is a sharply o-minimal structure. This is not an immediate statement:
it follows from the results on effective cell decomposition, or elimination of quantifiers, in
semialgebraic geometry [3].

Perhaps a more natural notion of format and degree in the semialgebraic category is
as follows. Define �0

F ;D
to be the subsets of R` with ` 6 F , that can be written as a union

of basic sets
¹P1 D � � � D Pk D 0; Q1 > 0; : : : ; Ql > 0º (2.3)

with the sum of the degrees of the Pi and Qj , over all basic sets, bounded by D. This is
not sharply o-minimal according to our definition because it does not satisfy axiom (3), for
instance. However, it is equivalent to � defined above.

2.1.2. The analytic structure Ran

Not surprisingly, Ran is not sharply o-minimal with respect to any FD-filtration.
Assume the contrary. Let !1 D 1 and !nC1 D 2!n , and let � D ¹y D f .z/º � C2 denote
the graph of the holomorphic function f .z/ D

P1

j D1 z!j restricted to the disc of radius 1=2

(which is definable in Ran). Then by axioms (1), (5) and (6), the number of points in

� \

´
y D " C

nX
j D1

z!j

µ
(2.4)

should be polynomial in !n, with the exact polynomial depending on the format and degree
of � . But it is, in fact, !nC1 D 2!n for 0 < " � 1, and we have a contradiction for n � 1.

2.1.3. Pfaffian structures
Let B � R` be a domain, which for simplicity we take to be a product of (possibly

infinite) intervals. A tuple f1; : : : ; fm W B ! R of analytic functions is called a Pfaffian chain
if they satisfy a triangular system of algebraic differential equations of the form

@fi

@xj

D P.x1; : : : ; x`; f1; : : : ; fi /; 8i; j: (2.5)

They are called restricted if B is bounded and f1; : : : ; fm extend as real analytic functions
to NB . A Pfaffian function is a polynomialQ.x1; : : : ; x`; f1; : : : ; fm/. We denote the structure
generated by the Pfaffian functions by RPfaff, and its restricted analog by RrPfaff.

Khovanskii [25] proved upper bounds for the number of connected components of
systems of Pfaffian equations. This was later extended by Gabrielov and Vorobjov to sets
defined using inequalities and quantifiers [21]. However, their results fall short of establishing
the sharp o-minimality of RrPfaff. The problem is that for Gabrielov–Vorobjov’s notion of
format and degree, if A 2 �F ;D then they are only able to show that Ac 2 �PF .D/;PF .D/
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rather than Ac 2 �F C1;PF .D/ as required by our axioms. This is a fundamental difficulty,
as it is essential in our setup that the format never becomes dependent on the degree.

In [13] the first author andVorobjov introduce amodified notion of format and degree
and prove the following.

Theorem 6. There is an FD-filtration � on RrPfaff that makes it into a sharply o-minimal
structure. Moreover, Gabrielov–Vorobjov’s standard filtration is reducible to �.

We conjecture that this theorem extends to the structure RPfaff, and this is the sub-
ject of work in progress by the first author and Vorobjov utilizing some additional ideas of
Gabrielov [19].

2.2. Cell decomposition in sharply o-minimal structures
We recall the notion of a cell in an o-minimal structure. A cellC � R is either a point

or an open interval (possibly infinite). A cell C � R`C1 is either the graph of a definable
continuous function f W C 0 ! R where C 0 � R` is a cell, or the area strictly between two
graphs of such definable continuous functions f; g W C 0 ! R satisfying f < g identically
on C 0. One can also take f D �1 and g D 1 in this definition.

We say that a cellC � R` is compatiblewithX � R` if it is either strictly contained,
or strictly disjoint from X . The following cell decomposition theorem can be viewed as the
raison d’être of the axioms of o-minimality.

Theorem 7 (Cell decomposition). Let X1; : : : ; Xk � R` be definable sets. Then there
is a decomposition of R` into pairwise disjoint cells that are pairwise compatible with
X1; : : : ; Xk .

Given the importance of cell decomposition in the theory of o-minimality, it is nat-
ural to pose the following question.

Question 8. If � is sharply o-minimal and X1; : : : ; Xk have format F and degree D, can
one find a cell-decomposition where each cell has format const.F /, and the number of cells
and their degrees are bounded by poly�;F .k; D/?

We suspect the answer to this question may be negative. Since cell decomposition
is perhaps the most crucial construction in o-minimality, this is a fundamental problem. The
following result rectifies the situation.

Theorem 9. Let .� ; �/ be sharply o-minimal. Then there exists another FD-filtration �0

with .� ; �0/ sharply o-minimal such that � 6 �0, and in �0 the following holds.
Let X1; : : : ; Xk 2 �0

F ;D
, all subsets of R`. Then there exists a cell decomposition

of R` compatible with each Xj such that each cell has format const.F /, the number of cells
is polyF .k; D/, and the degree of each cell is polyF .D/.

In the structure RrPfaff, Theorem 9 is one of the main results of [13]. The general
case is obtained by generalizing the proof to the general sharply o-minimal case, and is part
of the PhD thesis of Binyamin Zack-Kutuzov.
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2.3. Yomdin–Gromov algebraic lemma in sharply o-minimal structures
Let I WD .0; 1/. For f W I n ! Rm a C r -smooth map, we denote

kf kr WD sup
x2I n

max
j˛j6r

f .˛/.x/
: (2.6)

The Yomdin–Gromov algebraic lemma is a result about C r -smooth parametrizations of
bounded norm for definable subsets of I n. A sharply o-minimal version of this lemma is
as follows.

Lemma 10. Let .� ;�/ be sharply o-minimal. Then there is a polynomialPF ;r .�/ depending
on the pair .F ; r/, such that for everyA 2 �F ;D the following holds. There exist a collection
of maps ¹f˛ W I n˛ ! Aº of size at most PF ;r .D/ such that

S
˛ f˛.I n˛ / D A; and kf˛kr 6 1

and n˛ 6 dimA for every ˛.

In the algebraic case, this result is due to Gromov [23], based on a similar but slightly
more technically involved statement by Yomdin [44]. In the general o-minimal case, but with-
out complexity bounds, the result is due to Pila andWilkie [37]. In the restricted Pfaffian case,
this result is due to the first author with Jones, Schmidt, and Thomas [6] using Theorem 9 in
the RrPfaff case. The general case follows in the same way.

The following conjecture seems plausible, though we presently do not have an
approach to proving it in this generality.

Conjecture 11. In Lemma 10, one can replace PF ;r .D/ by a PF .D; r/, i.e., by a polyno-
mial in both D and r , depending only on F .

In the structure Ralg this was conjectured by Yomdin (unpublished) and by Burguet
[14], in relation to a conjecture of Yomdin [45, Conjecture 6.1] concerning the rate of decay
of the tail entropy for real-analytic mappings. The conjecture was proved in [9] by complex-
analytic methods. We will say more about the possible generalization of these methods to
more general sharply o-minimal structures in Section 3.

2.4. Pila–Wilkie theorem in sharply o-minimal structures
We now state a form of the Pila–Wilkie counting theorem, Theorem 1, with explicit

control over the asymptotic constant.

Theorem 12. Let .� ; �/ be sharply o-minimal. Then for every � > 0 and F there is a
polynomial PF ;�.�/ depending on .� ; �/, such that for every A 2 �F ;D and H > 2,

#Atrans.Q; H/ D PF ;�.D/ � H �: (2.7)

This result is based on Lemma 10, in the same way as the classical Pila–Wilkie
theorem is based on the o-minimal reparametrization lemma. This reduction is carried out
in [6] using Theorem 9 in the RrPfaff case. The general case follows in the same way.
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2.5. Polylog counting in sharply o-minimal structures
We state a conjectural sharpening of the Pila–Wilkie theorem, in linewith theWilkie

conjecture, in the context of sharply o-minimal structures. For A � R`, let

A.g; h/ WD
®
x 2 A \ NQ`

W
�
Q.x/ W Q

�
6 g; h.x/ 6 h

¯
; (2.8)

where h.�/ denotes the logarithmic Weil height.

Conjecture 13. Let .� ; �/ be sharply o-minimal. Then there is a polynomial PF .�; �; �/

depending only on .� ; �/ and F , such that for every A 2 �F ;D and g; h > 2,

#Atrans.g; h/ 6 PF .D; g; h/: (2.9)

The conjecture sharpens Pila–Wilkie in two ways. First, we replace the subpolyno-
mial term H " by a polynomial in h � logH . Second, we count algebraic points of arbitrary
degree, and stipulate polynomial growth with respect to the degree as well.

Conjecture 13 is currently known only for the structure of restricted elementary
functionsRRE WD .R;C; �;<;exp jŒ0;1�; sin jŒ0;��/where it is due to [8] (with a minor technical
improvement in [5]).

Combining the various known techniques in the literature, it is not hard to see that
Conjecture 11 implies Conjecture 13 in a general sharply o-minimal structure. In Section 5
we will see that Conjecture 13 has numerous applications in arithmetic geometry, going
beyond the standard applications of the Pila–Wilkie theorem. We also discuss some partial
results in the direction of Conjecture 13 in Section 4.4.

3. Complex analytic theory

In this section we consider holomorphic analogs of the standard cell decomposition
of o-minimality. We fix a sharply o-minimal structure .� ; �/ throughout. We also assume
that � admits cell-decomposition in the sense of Theorem 9, as we may always reduce to this
case.

3.1. Complex cells
We start be defining the notion of a complex cell. This is a complex analog of the

cells used in o-minimal geometry.

3.1.1. Basic fibers and their extensions
For r 2 C (resp. r1; r2 2 C) with jr j > 0 (resp. jr2j > jr1j > 0), we denote

D.r/ WD
®
jzj < jr j

¯
; Dı.r/ WD

®
0 < jzj < jr j

¯
; D1.r/ D

®
jr j < jzj < 1

¯
;

A.r1; r2/ WD
®
jr1j < jzj < jr2j

¯
; � WD ¹0º:

(3.1)
For any 0 < ı < 1, we define the ı-extensions by

Dı.r/ WD D.ı�1r/; Dı
ı.r/ WD Dı.ı�1r/; Dı

1.r/ WD D1.ır/;

Aı.r1; r2/ WD A.ır1; ı�1r2/; �
ı

WD �:
(3.2)
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For any 0 < � < 1, we define the ¹�º-extension F ¹�º of F to be F ı where ı

satisfies the equations

� D
2�ı

1 � ı2
for F of type D,

� D
�2

2j log ıj
for F of type Dı; D1; A:

(3.3)

The motivation for this notation comes from the following fact, describing the
hyperbolic-metric properties of a domain F within its ¹�º-extension.

Fact 14. LetF be a domain of typeA;D;Dı;D1 and let S be a component of the boundary
of F in F ¹�º. Then the length of S in F ¹�º is at most �.

3.1.2. The definition of a complex cell
Let X; Y be sets and F W X ! 2Y be a map taking points of X to subsets of Y.

Then we denote
X ˇ F WD

®
.x; y/ W x 2 X; y 2 F .x/

¯
: (3.4)

If r W X ! C n ¹0º then for the purpose of this notation we understand D.r/ as the map
assigning to each x 2 X the disc D.r.x//, and similarly for Dı; D1; A.

We now introduce the notion of a complex cell of length ` 2 Z>0. If U � Cn is a
definable domain, we denote by Od .U / the space of definable holomorphic functions on U .
As a shorthand we denote z1::` D .z1; : : : ; z`/.

Definition 15 (Complex cells). A complex cell C of length zero is the point C0. A com-
plex cell of length ` C 1 has the form C1::` ˇ F where the base C1::` is a cell of length `,
and the fiber F is one of �; D.r/; Dı.r/; D1.r/; A.r1; r2/ where r 2 Od .C1::`/ satisfies
jr.z1::`/j > 0 for z1::` 2 C1::`; and r1; r2 2 Od .C1::`/ satisfy 0 < jr1.z1::`/j < jr2.z1::`/j for
z1::` 2 C1::`.

Next, we define the notion of a ı-extension (resp. ¹�º-extension).

Definition 16. The cell of length zero is defined to be its own ı-extension. A cell C of
length ` C 1 admits a ı-extension Cı WD Cı

1::`
ˇ F ı if C1::` admits a ı-extension, and if the

function r (resp. r1; r2) involved in F admits holomorphic continuation to Cı
1::`

and satisfies
jr.z1::`/j > 0 (resp. 0 < jr1.z1::`/j < jr2.z1::`/j) in this larger domain. The ¹�º-extensionC ¹�º

is defined in an analogous manner.

As a shorthand, when say that Cı is a complex cell (resp. C ¹�º) we mean that C is
a complex cell admitting a ı (resp ¹�º) extension.

3.1.3. The real setting
We introduce the notion of a real complex cell C , which we refer to simply as real

cells (but note that these are subsets of C`). We also define the notion of real part of a real
cell C (which lies in R`), and of a real holomorphic function on a real cell. Below we let
RC denote the set of positive real numbers.
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Definition 17 (Real complex cells). The cell of length zero is real and equals its real part.
A cell C WD C1::` ˇ F is real if C1::` is real and the radii involved in F can be chosen to
be real holomorphic functions on C1::`; The real part RC (resp. positive real part RCC )
of C is defined to be RC1::` ˇ RF (resp. RCC1::` ˇ RCF ) where RF WD F \ R (resp.
RCF WD F \ RC) except the case F D �, where we set R� D RC� D �; A holomorphic
function on C is said to be real if it is real on RC .

3.2. Cellular parametrization
We now state a result that can be viewed as a complex analog of the cell decompo-

sition theorem. We start by introducing the notion of prepared maps.

Definition 18 (Prepared maps). LetC ; OC be two cells of length `. We say that a holomorphic
map f W C ! OC is prepared if it takes the formwj D zqj

j C �j .z1::j �1/where �j 2 Od .C1::j /

for j D 1; : : : ; `.

Since our cells are always centered at the origin, it is the images of cellular maps
that should be viewed as analogous to the cells of o-minimality. The additional exponent qj

in Definition 18 is needed to handle ramification issues that are not visible in the real context.

Definition 19. For a complex cell C and F 2 Od .C/ we say that F is compatible with C if
F vanishes either identically or nowhere on C . For a cellular map f W OC ! C , we say that
f is compatible with F if f �F is compatible with OC .

We will be interested in covering (real) cells by prepared images of (real) cells.

Definition 20. Let C ¹�º be a cell and ¹fj W C
¹�º

j ! C ¹�ºº be a finite collection of cellular
maps. We say that this collection is a cellular cover of C if C �

S
j .fj .Cj //. Similarly, we

say it is a real cellular cover if RCC �
S

j .fj .RCCj //.

Finally, we can state our main conjecture on complex cellular parametrizations.

Conjecture 21 (Cellular Parametrization Theorem, CPT). Let �; � 2 .0; 1/. Let C ¹�º

be a (real) cell and F1; : : : ; FM 2 Od .C ¹�º/ (real) holomorphic functions, with C ¹�º

and each Fj having format F and degree D. Then there exists a (real) cellular cover
¹fj W C

¹�º

j ! C ¹�ºº such that each fj is prepared and compatible with eachFk . The number
of cells is polyF .D; M; �; 1=�/, and each of them has format const.F / and degree
polyF .D/.

The main result of [9] is that Conjecture 21 holds in the structure Ralg (we assume
there for technical convenience that the functions are bounded rather than just definable, but
this does not seem to be a serious obstacle). We remark that there are significant difficulties
with extending this proof to the general sharply o-minimal case.

3.3. Analytically generated structures
We say that a sharply o-minimal structure .� ; �/ is analytically generated if there

is a collection of complex cells ¹C˛º admitting a 1=2-extension, and associated formats and
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degrees .F˛; D˛/ such that � is generated by ¹C˛º and � is generated by ¹.C˛; F˛; D˛/º.
We fix such a structure � below. Assuming the CPT, one can prove the following analog of
Theorem 9 giving a cell decomposition by real parts of complex analytic cells.

Theorem 22. Let .� ; �/ be sharply o-minimal and assume that it satisfies the CPT. Then
there exists another FD-filtration �0 with .� ; �0/ sharply o-minimal such that � 6 �0, and
in �0 the following holds.

Let X1; : : : ; Xk 2 �0
F ;D

, all subsets of R`. Then there exists a real cellular cover
¹fj W C

¹�º

j ! C`º such that each fj is prepared, and each fj .RCC
¹�º

j / is compatible with
each Xi . The number of cells is polyF .D; k; 1=�/, and each of them has format const.F /

and degree polyF .D/.

In particular, the cells fj .RCCj / � R` form a cell-decomposition ofR` compatible
with X1; : : : ; Xk . In addition, each cell admits “analytic continuation” to a complex cell Cj

with a ¹�º-extension.
In [9] it is shown that from a parametrization of the type provided by Theorem 22 one

can produceC r -smooth parametrizations, with the number of maps depending polynomially
on bothD and r . In particular, the conclusion of Theorem 22 implies Conjectures 11 and 13.
It therefore seems that proving the CPT in a general analytically-generated sharply o-minimal
structure provides a plausible approach to these two conjectures.

We remark that a different complex analytic approach, based on the notion ofWeier-
strass polydiscs, was employed in [8] to prove theWilkie conjecture in the structureRRE. This
may also give an approach to proving Conjecture 13 in general, but it does not seem to be
applicable to Conjecture 11.

3.4. Complex cells, hyperbolic geometry, and preparation theorems
The main motivation for introduction the notion of ¹�º-extensions of complex cells

is that one can use the hyperbolic geometry of C inside C ¹�º to control the geometry of
holomorphic functions defined on complex cells. This is used extensively in the proof of the
algebraic CPT in [9], but also gives statements of independent interest. We illustrate two of
the main statements.

For any hyperbolic Riemann surface X , we denote by dist.�; �I X/ the hyperbolic
distance on X . We use the same notation when X D C and X D R to denote the usual
Euclidean distance, and when X D CP 1 to denote the Fubini–Study metric normalized to
have diameter 1. For x 2 X and r > 0, we denote by B.x; r I X/ the open r-ball centered at
x in X . For A � X , we denote by B.A; r I X/ the union of r-balls centered at all points of A.

Lemma 23 (Fundamental lemma for C n ¹0; 1º). Let C ¹�º be a complex cell and let
f W C ¹�º ! C n ¹0; 1º be holomorphic. Then one of the following holds:

f .C/ � B
�
¹0; 1; 1º; e��`.1=�/

I CP 1
�

or diam
�
f .C/I C n ¹0; 1º

�
D O`.�/: (3.5)

The fundamental lemma for C n ¹0; 1º implies the Great Picard Theorem: indeed,
taking C to be a small punctured disc Dı around the origin, it implies that any function
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f W Dı ! C n ¹0; 1º has an image of small diameter in CP 1, hence is bounded away from
some w 2 CP 1, and it follows elementarily that f is meromorphic at the origin.

If f W C ¹�º ! C n ¹0º is a bounded holomorphic map then we may decompose it
as f D z˛.f / � U.z/, where U W C ¹�º ! C n ¹0º is a holomorphic map and the branches of
logU W C ¹�º ! C are univalued. The following lemma shows that U enjoys strong bound-
edness properties when restricted to C .

Lemma 24 (Monomialization lemma). Let 0 < � < 1 and let f W C ¹�º ! C n ¹0º be
a holomorphic map. If C ¹�º; f 2 �F ;D then there exists a polynomial PF .�/ such that
j˛.f /j 6 PF .D/ and

diam
�
logU.C/I C

�
< PF .D/ � �; diam

�
Im logU.C/I R

�
< PF .D/: (3.6)

The monomialization lemma is proved in this form for the structure Ralg in [9], but
the proof extends to the general sharply o-minimal case. It is also shown in [9] that the mono-
mialization lemma in combination with the CPT gives an effective version of the subanalytic
preparation theorem of Parusinski [33] and Lion–Rolin [26], which is a key technical tool in
the theory of the structure Ran.

3.5. Unrestricted exponentials
One of themilestones in the development of o-minimality isWilkie’s theorem on the

model-completeness of Rexp [43], which, together with Khovanskii’s theory of fewnomials,
established the o-minimality of Rexp. Wilkie’s methods were later used by van den Dries and
Miller to establish the o-minimality ofRan;exp. This latter structure plays a key role inmany of
the applications of o-minimality to arithmetic geometry, since it contains the uniformizing
maps of (mixed) Shimura varieties restricted to an appropriate fundamental domain. We
conjecture a sharply o-minimal version of the theorems of Wilkie and van den Dries, Miller
as follows.

Conjecture 25. Let .� ; �/ be an analytically generated sharply o-minimal structure. Let
�exp denote the structure generated by � and the unrestricted exponential, and let �exp be
the FD-filtration of �exp generated by � and by the graph of the unrestricted exponential
(say with format and degree 1). Then .Sexp; �exp/ is sharply o-minimal.

It is perhaps plausible to make the same conjecture even without the assumption
of analytic generation. However, the analytic case appears to be sufficient for all (currently
known) applications, and the availability of the tools discussed in this section make the con-
jecture seem somewhat more amenable in this case. In particular, Lion–Rolin [26] have a
geometric approach to the o-minimality of Ran;exp using the subanalytic preparation theorem
as a basic tool. The CPT provides a sharp version of the subanalytic preparation theorem,
thus suggesting a possible path to the proof of Conjecture 25.

1451 Tameness in geometry and arithmetic: beyond o-minimality



4. Sharply o-minimal structures arising from geometry

The fundamental motivation for introducing the notion of sharply o-minimal struc-
tures is the expectation that structures arising naturally from geometry should indeed be tame
in this stronger sense.We start by motivating the discussion with the example of Abel–Jacobi
maps, and then state some general conjectures.

4.1. Abel–Jacobi maps
Recall that for C a compact Riemann surface of genus g and !1; : : : ; !g a basis of

holomorphic one-forms on C , there is an associated lattice of periods ƒ � Cg , a principally
polarized abelian variety Jac.C / ' Cg=ƒ and, for any choice of base point p0 2 C , an
Abel–Jacobi map

uC W C ! Jac.C /; uC .p/ D

Z p

p0

.!1; : : : ; !g/ mod ƒ: (4.1)

To discuss definability properties of uC , we choose a semi-algebraic (or even semi-linear)
fundamental domain � � Cg for the ƒ-action and consider uC as a map uC W C ! �.

Proposition 26. There is an analytically generated sharply o-minimal structure where every
uC is definable.

Indeed, after coveringC by finitely many charts �j W D ! C , where �j are algebraic
maps extending to some neighborhood of ND, it is enough to show that the structure generated
by these ��

j uC is sharply o-minimal. Moreover, it is enough to show instead that the lifts

QuC;j W D ! Cg ; QuC;j .z/ D

Z z

0

��.!1; : : : ; !g/ (4.2)

are definable. Indeed, QuC;j . ND/ being compact meets finitely many translates of �, and the
further projection Cg ! � restricted to some ball containing QuC;j .D/ is thus definable
in any sharply o-minimal structures (even in Ralg). The sharp o-minimality of the structure
generated by all these QuC;j follows from Theorem 6, since these functions, as indefinite
integrals of algebraic one-forms, are restricted-Pfaffian (see, e.g., [27] for the elliptic case).

The construction above, however, is not uniform over C of a given genus. More
precisely, while we do have Quj;C 2 �F ;D for some uniform F ; D, the number of algebraic
charts �j W D ! C may tend to infinity as C approaches the boundary of the moduli space
Mg of compact genus g curves. However, we do have the following.

Proposition 27. There is a sharply o-minimal structure where every uC 2 �F ;D for some
uniform F D F .g/ and D D D.g/.

To prove this, we replace the covering �j W D ! C by a covering �j W C
1=2
j ! C ,

where each Cj is a one-dimensional complex cell and �j .Cj / covers C . By the removable
singularity theorem, we may assume each Cj is either a disc or an annulus. Moreover, #¹�j º

and their degrees are polyF .g/ by the algebraic CPT. Here we use the fact that a genus
g curve can always be realized as an algebraic curve of degree d D poly.g/. The same
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construction as above now shows that each QuC;j W C ! Cg , if univalued, is restricted Pfaffian
of format F D F .g/ and degree D D polyg.D/. In general, we have

QuC;j .z/ D u0
C;j .z/ C .aC;j;1; : : : ; aC;j;g/ log z (4.3)

where u0
C;j is univalued and aC;j;k is the residue of ��

j !k around the annulus. Since log z,
understood for instance as having a branch cut in the negative real line, is restricted Pfaffian
with uniform format and degree over every annulus, this proves the general case.

Finally, one should check that the projection Cg ! �, restricted to Q�j .Cj / is defin-
able (say in Ralg) with format and degree depending only on g. Equivalently, one should
check that Q�j .Cj / meets finitely many translates of �, with the number of translates depend-
ing only on g (if Q�j .Cj / is multivalued then one should take one of its branches). This indeed
holds, provided that the fundamental domains� are chosen appropriately. It can be deduced,
albeit ineffectively, from the definability of theta functions (in both � and z) on an appropri-
ate fundamental domain [34]. In the case g D 1, an explicit upper bound for these constants
is given in [24].

The appearance of logarithmic factors in (4.3) is the reason that the structure we
obtain is not analytically generated. However, the construction does prove the following.

Proposition 28. There is an analytically generated sharply o-minimal structure .� ; �/

where every uC 2 .�exp/F ;D for some uniform F D F .g/ and D D D.g/.

According to Conjecture 25 the structure �exp is indeed sharply o-minimal as well,
but this remains open.

4.2. Uniformizing maps of abelian varieties
One can essentially repeat the construction above replacing Jac.C / by an arbi-

trary (say principally polarized) abelian variety A of genus g. We similarly have a map
u W A ! � where � � Cg is a semilinear fundamental domain for the period lattice of A,
corresponding to some fixed basis of the holomorphic ones-forms !1; : : : ; !g on A. Propo-
sitions 26, 27, and 28 extend to this more general context with essentially the same proof.

4.3. Noetherian functions
We have seen in Sections 4.1 and 4.2 that Abel–Jacobi maps and uniformizing maps

of abelian varieties live in a sharply o-minimal structure (in fact, uniformly over all curves
or abelian varieties of a given genus). This eventually boils down to the fact that the relevant
maps are definable in RrPfaff. However, we do not believe that all functions arising from
geometry are definable in this structure. For instance, we conjecture that the graph of the
modular invariant j.�/ restricted to any nonempty domain is not definable in RrPfaff. We do
not know how to prove this fact, but Freitag [17] has recently at least shown that j.�/ it not
itself Pfaffian, on any nonempty domain, as a consequence of the strong minimality of the
differential equation satisfied by j.�/ [18].

One natural extension of the notion of Pfaffian functions are the Noetherian func-
tions. Let B � R` be a product of finite intervals. A tuple f1; : : : ; fm W NB ! R of analytic
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functions is called a restricted Noetherian chain if they satisfy a system of algebraic differ-
ential equations of the form

@fi

@xj

D P.x1; : : : ; x`; f1; : : : ; fm/; 8i; j: (4.4)

We denote the structure generated by the restricted Noetherian functions by RrNoether. Since
all restricted Noetherian functions are restricted analytic, RrNoether is o-minimal.

Conjecture 29. The structure RrNoether is sharply o-minimal with respect to some FD-
filtration.

Gabrielov and Khovanskii have considered some local analogs of the theory of
fewnomials for nondegenerate systems of Noetherian equations in [20], and made some (still
local) conjectures about the general case. These conjectures are proved in [7] under a tech-
nical condition. However, these results are all local, bounding the number of zeros in some
sufficiently small ball.

Despite the general Conjecture 29 being open, an effective Pila–Wilkie counting
theorem was obtained in [4] for semi-Noetherian sets.

Theorem 30. LetA be defined by finitely many restricted Noetherian equalities and inequal-
ities. Then for every " > 0, we have

#Atrans.g; H/ 6 Cg;AH " (4.5)

where Cg;A can be computed explicitly from the data defining A.

Of course, provided Conjecture 29 an effective Pila–Wilkie theorem with better
bounds (for instance, polynomial in the degree of A) would follow from Theorem 12. More
generally, as a consequence of Conjecture 13 we would expect sharper polylogarithmic
bounds as well. Some results in this direction are discussed in the following section.

4.4. Bezout-type theorems and point counting with foliations
One can think of the graphs of Noetherian functions equivalently as leafs of alge-

braic foliations. Partial results in the direction of Conjecture 29 have been obtained in [5] in
this language. To state the result we consider an ambient quasi-projective variety M and a
nonsingular m-dimensional foliation F of M, both defined over NQ. For p 2 M denote by
Lp the germ of the leaf passing through p. For a pure-dimensional variety V � M, denote

†V WD
®
p 2 M W dim.V \ Lp/ > m � codimM V

¯
: (4.6)

If V is defined over NQ, we denote by ıV the sum of the degree degV , the log-height h.V /,
and the degree of the field of definition ofV overQ. Here the log-height is taken, for instance,
to be the log-height of the point representing V in an appropriate Chow variety. In terms of
this data we have the following Bezout-type theorem.

Theorem 31 ([5, Theorem 1]). Let V � M be defined over a number field and suppose
codimM V D m. Let K be a compact subset of a leaf of F . Then

#.K \ V / 6 polyK

�
ıV ; log dist�1.K; †V /

�
: (4.7)
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In fact, the bound in Theorem 31 can be made more explicit giving the precise
dependence on F and on K, and this is important in some applications, but we omit the
details for brevity. The same bound without the dependence on h.V / and log dist�1.K; †V /

would be a consequence of Conjecture 29, and establishing such a bound is probably the
main step toward proving the conjecture.

As a consequence of Theorem 31 one can deduce some polylogarithmic point-
counting results in the spirit of Conjecture 13. We state the simplest result of this type for
illustration below.

Theorem 32 ([5, Corollary 6]). Suppose Lp contains no germs of algebraic curves, for any
p 2 M. Let K be a compact subset of a leaf of F . Then

#K.g; h/ D polyK.g; h/: (4.8)

Once again, the dependence on K can be made explicit in terms of the foliation F

and this plays a role in some applications. In practice, Theorem 32 and its more refined forms
can be used to deduce the conclusion of Conjecture 13 in most arithmetic applications, since
the sets appearing in such applications are always defined in terms of leafs of some highly
symmetric foliations.

4.5. Q-functions
Many important functions arising from geometry, such as period integrals, are

Noetherian. Indeed, such functions arise as horizontal sections of the Gauss–Manin con-
nection and can thus be viewed as solutions of a linear systems of differential equations.
However, the structure RrNoether only contains the restrictions of such maps to compact
domains. If we consider general Noetherian functions on noncompact domains, the result
would not even be o-minimal (as illustrated by the sine and cosine functions, for instance).
If one is to obtain an o-minimal structure, one must restrict singularities at the boundary.

One candidate class is provided by the notion of Q-functions considered in [10,11].
LetP � Cn be a polydisc,† � Cn a union of coordinate hyperplanes, andr the connection
on P � C` given by

rv D dv � A � v (4.9)

where A is a matrix of one-forms holomorphic in NP n †. Suppose that the entries of A

are algebraic and defined over NQ, that r has regular singularities along †, and that the
monodromy of r is quasiunipotent. Finally, let P ı be a simply-connected domain obtained
by removing fromP n † a branch cut ¹Argxi D ˛i º for each of the components ¹xi D 0º of†

and for some choice of ˛i 2 R mod 2� . Every solution of rv D 0 extends as a holomorphic
vector-valued function in P ı. We call each component of such a function a Q-function.
Denote by RQF the structure generated by all such Q-functions. This structure contains, as
sections of the Gauss–Manin connection, all period integrals of algebraic families.

By the classical theory of regular–singular linear equations, every Q-function is
definable in Ran;exp, and RQF is thus o-minimal.
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Conjecture 33. The structure RQF is sharply o-minimal with respect to some FD-filtration.

Some initial motivation for Conjecture 33 is provided by the results of [10], which
give effective bounds for the number of zeros of Q-functions restricted to any algebraic curve
inP . However, treating systems of equations in several variables, and obtaining sharp bounds
with respect to degrees, is still widely open.

5. Applications in arithmetic geometry

In this section we describe some applications of sharply o-minimal structures in
arithmetic geometry. For some of these, Theorem 12 suffices, while for others Conjecture 13
is necessary—in some suitable sharply o-minimal structure, such as the one conjectured to
exist in Conjecture 33. However, in all cases discussed below one can actually carry out the
strategy using known results, mostly Theorem 32 and its generalizations, in place of these
general conjectures (though various technical difficulties must be resolved in each case). We
thus hope to convince the reader that the strategy laid out below is feasible, on the one hand,
and fits coherently into the general framework of sharply o-minimal structures, on the other.

5.1. Geometry governs arithmetic
Geometry governs arithmetic describes a general phenomenon in the interaction

between geometry (for instance, algebraic geometry) and arithmetic: namely, that arithmetic
problems often admit finitely many solutions unless there is an underlying geometric reason
to expect infinitely many. Perhaps the most famous example is given byMordell’s conjecture,
now Falting’s theorem [16]: an algebraic curveC � P 2 contains finitely many rational points,
unless it is rational or elliptic. The two exceptions in Falting’s theorem may be viewed as
geometric obstructions to the finitude of rational solutions: the rational parametrization in the
former, and the group law in the latter, are geometric mechanisms that can produce infinitely
many rational points on the curve.

The Pila–Wilkie theorem itself may be viewed as an instance where geometry
(namely the existence of an algebraic part) controls arithmetic (namely the occurrence of
many rational points, as a function of height). A general strategy by Pila and Zannier [38]

reduces many unlikely intersection questions to the Pila–Wilkie theorem. This has been used
to prove the finiteness of solutions, under natural geometric hypotheses, to a large number
of Diophantine problems. For instance, the finiteness of torsion points on a subvariety of an
abelian variety (Manin–Mumford) [38]; the finiteness of maximal special points on subvari-
ety of a Shimura variety (André–Oort) [35,41]; the finiteness of “torsion values” for sections
of families of abelian surfaces (relative Manin–Mumford) [30]; the finiteness of the set of
t 2 C for which a Pell equation P 2 � DQ2 D 1 with given D 2 QalgŒX; t � is solvable in
P; Q 2 CŒX� [2,31,32]; the finiteness of the set of values t 2 C where an algebraic one-form
ft D f .t; x/dx is integrable in elementary terms [32]; and various other examples.
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5.2. The Pila–Zannier strategy
Belowwe briefly explain the Pila–Zannier strategy in theManin–Mumford case. Let

A be an abelian variety and V � A an algebraic subvariety containing no cosets of abelian
subvarieties, both defined over a number field K.

Let � W Œ0; 1�2g ! A be the universal covering map of A written in period coor-
dinates, so that rational points with common denominator N in Œ0; 1�2g correspond to N -
torsion points in A. One checks that under our assumptions, X WD ��1.V / has no algebraic
part (this can be done with the help of the Pila–Wilkie theorem as well, following a strategy
of Pila in [35]). The Pila–Wilkie theorem then implies that the number of torsion points in
V is at most C.X; "/N " where C.X; "/ is the Pila–Wilkie constant.

On the other hand, there is c > 0 such that if p 2 A is an N -torsion point then
ŒQ.p/ W Q� �A N c by a result of David [15]. Here the implied constant depends effectively
on A. This is an example of a Galois lower bound, which in the Pila–Zannier strategy plays
the yin to Pila–Wilkie’s yang.

Choose " D c=2 and suppose that V contains anN -torsion point p. Then it contains
a fraction of ŒK W Q��1 of its Galois conjugates, and we obtain a contradiction as soon as
N �A;V C.X; "=2/2=c . We thus proved a bound for the order of any torsion point in V , and
in particular the finiteness of the set of torsion points.

5.3. Point counting and Galois lower bounds
Traditionally in the Pila–Zannier strategy, the Pila–Wilkie theorem is used to obtain

an upper bound on the number of special points, while the competing Galois lower bounds
are obtained using other methods—usually involving a combination of height estimates and
transcendence methods, such as the results of David [15] or Masser–Wüstholz [29].

In [39] Schmidt suggested an alternative approach to proving Galois lower bounds,
replacing the more traditional transcendence methods by polylogarithmic counting results
as in Conjecture 13. We illustrate again in the Manin–Mumford setting. Let A be an abelian
variety over a number field K and let p 2 A be a torsion point. Consider now X given
by the graph of the map � defined in the previous section, which is easily seen to contain
no algebraic part. The points p; 2p; : : : ; Np correspond to N points x1; : : : ; xn on this
graph. Recall that the height of a torsion point in A is OA.1/ (since the Neron–Tate height
is zero), and the height of the corresponding point in Œ0; 1�2g is at most N . It follows that
h.xj / �A logN . On the other hand, the field of definition of each xj is, by the product law
of A, contained in K.p/. We thus have

N 6 #X
��

K.p/ W Q
�
; logN

�
D polyA

��
K.p/ W Q

�
; logN

�
(5.1)

by Conjecture 13, and this readily implies ŒQ.p/ W Q� �A N c for some c > 0, giving a new
proof of the Galois lower bound for torsion points—and with it a “purely point-counting”
proof of Manin–Mumford. This has been carried out in [5] using Theorem 32.

The main novelty of this strategy is that it applies in contexts where we have polylog
counting result, and where the more traditional transcendence techniques are not available.
In [12] this idea was applied in the context of a general Shimura variety S . It is shown that if
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the special points p 2 S satisfy a discriminant-negligible height bound

h.p/ �S;" disc.p/"; 8" > 0 (5.2)

where disc.p/ is an appropriately defined discriminant, then they also satisfy a Galois bound
ŒQ.p/ W Q� �S disc.p/c for some c > 0. Further, it was already known by the work of many
authors based on the strategy of Pila [35] that this implies the André–Oort conjecture for S .

In the case of the Siegel modular variety S D Ag , the height bound (5.2) was
proved by Tsimerman [41] as a simple consequence of the recently proven averaged Colmez
formula [1,46]. Tsimerman deduces the corresponding Galois bound from this usingMasser–
Wüstholz’ isogeny estimates [29]. However, these estimates are proved using transcendence
methods applied to abelian functions, and have no known counterpart applicable when the
Shimura variety S does not parameterize abelian varieties (i.e., is not of abelian type). The
result of [12] removes this obstruction.

A few months after [12] appeared on the arXiv, Pila–Shankar–Tsimerman have
posted a paper [36] (with an appendix by Esnault, Groechenig) establishing the conjec-
ture (5.2) for arbitrary Shimura varieties (by a highly sophisticated reduction to the Ag case
where averaged Colmez applies). In combination with [12] this establishes the André–Oort
conjecture for general Shimura varieties (as well as for mixed Shimura varieties by the work
of Gao [22]). It is interesting to note that the proof of André–Oort now involves three distinct
applications of point-pointing: for functional transcendence, for Galois lower bounds, and
for the Pila–Zannier strategy.

5.4. Effectivity and polynomial time computability
In each of the problems listed at the end of Section 5.1, it is natural to ask, when the

data defining the problem is given over NQ, whether one can effectively determine the finite
set of solutions; and whether one can compute the set in polynomial time (say, in the degrees
and the log-heights of the algebraic data involved, for a fixed dimension). In most cases
mentioned above, the use of the Pila–Wilkie theorem is the only source of ineffectivity in
the proofs. In fact, for all examples above excluding the André–Oort conjecture, definability
of the relevant transcendental sets in an (effective) sharply o-minimal structure is expected to
imply the (effective) polynomial time computability of these finite sets. This has been carried
out using Theorem 12 for Manin–Mumford [6] and using Theorem 32 for a case of relative
Manin–Mumford [5], giving effective polynomial time decidability of these problems. We
see no obstacles in similarly applying [5] to the other problems listed above, though this is
yet to be verified in each specific case.

In the André–Oort conjecture Siegel’s class number bound introduces another
source of ineffectivity in the finiteness result. Nevertheless, in [5] Theorem 32 is used to
prove the polynomial time decidability of André–Oort for subvarieties of Cn (i.e., by a
polynomial-time algorithm involving a universal, undetermined Siegel constant). This is
expected to extend to arbitrary Shimura varieties.
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1. Introduction

Ramsey theory is a beautiful subject which interrelates with a multitude of mathe-
matical fields. In particular, since its inception, developments in Ramsey theory have often
been motivated by problems in logic; in turn, Ramsey theory has instigated some seminal
developments in logic. The intent of this article is to provide the general mathematician
with an introduction to the intriguing subject of Ramsey theory on homogeneous structures
while being detailed enough to describe the state-of-the-art and the main ideas at play. We
present historical highlights and discuss why solutions to problems on homogeneous struc-
tures require more than just straightforward applications of finite structural Ramsey theory.
In the following sections, we map out collections of recent results and methods which were
developed to overcome obstacles associated with forbidden substructures. These new meth-
ods involve applications from logic (especially forcing but also ideas from model theory),
topological Ramsey spaces, and category theory.

The subject of Ramsey theory on infinite structures begins with this lovely theorem.

Theorem 1.1 (Ramsey, [58]). Given positive integers k and r and a coloring of the k-element
subsets of the natural numbers N into r colors, there is an infinite set of natural numbers
N � N such that all k-element subsets of N have the same color.

There are two natural interpretations of Ramsey’s theorem in terms of infinite struc-
tures. First, letting < denote the standard linear order on N, Ramsey’s theorem shows that
given any finite coloring of all linearly ordered substructures of .N; </ of size k, there is
an isomorphic substructure .N; </ of .N; </ such that all linearly ordered substructures
of .N; </ of size k have the same color. Second, one may think of the k-element subsets
of N as k-hyperedges. Then Ramsey’s theorem yields that, given any finite coloring of the
k-hyperedges of the complete k-regular hypergraph on infinitely many vertices, there is an
isomorphic subgraph in which all k-hyperedges have the same color.

Given this, one might naturally wonder about other structures.

Question 1.2. Which infinite structures carry an analogue of Ramsey’s theorem?

The rational numbers .Q; </ as a dense linearly ordered structure (without end-
points) was the earliest test case. It is a fun exercise to show that given any coloring of the
rational numbers into finitely many colors, there is one color-class which contains a dense
linear order, that is, an isomorphic subcopy of the rationals in one color. Thus, the rationals
satisfy a structural pigeonhole principle known as indivisibility.

The direct analogy with Ramsey’s theorem ends, however, when we consider pairs
of rationals. It follows from the work of Sierpiński in [65] that there is a coloring of the
pairs of rationals into two colors so that both colors persist in every isomorphic subcopy of
the rationals. Sierpiński’s coloring provides a clear understanding of one of the fundamen-
tal issues arising in partition theory of infinite structures not occurring in finite structural
Ramsey theory. Let ¹qi W i 2 Nº be a listing of the rational numbers, without repetition, and
for i < j define c.¹qi ; qj º/ D blue if qi < qj , and c.¹qi ; qj º/ D red if qj < qi . Then in
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each subset Q � Q forming a dense linear order, both color classes persist; that is, there are
pairs of rationals in Q colored red and also pairs of rationals in Q colored blue. Since it is
impossible to find an isomorphic subcopy of the rationals in which all pairsets have the same
color, a direct analogue of Ramsey’s theorem does not hold for the rationals.

The failure of the straightforward analogue of Ramsey’s theorem is not the end,
but rather just the beginning of the story. Galvin (unpublished) showed a few decades later
that there is a bound on the number of unavoidable colors: Given any coloring of the pairs
of rationals into finitely many colors, there is a subcopy of the rationals in which all pairs
belong to the union of two color classes. Now one sees that Question 1.2 ought to be refined.

Question 1.3. For which infinite structures S is there a Ramsey-analogue in the following
sense: Let A be a finite substructure of S. Is there a positive integer T such that for any
coloring of the copies of A into finitely many colors, there is a subcopy S0 of S in which
there are no more than T many colors for the copies of A?

The least such integer T , when it exists, is denoted T .A/ and called the big Ramsey
degree of A in S, a term coined in Kechris–Pestov–Todorcevic (2005). The “big” refers to
the fact that we require an isomorphic subcopy of an infinite structure in which the number
of colors is as small as possible (in contrast to the concept of small Ramsey degree in finite
structural Ramsey theory).

Notice how Sierpiński played the enumeration ¹qi W i 2 Nº of the rationals against
the dense linear order to construct a coloring of pairsets of rationals into two colors, each of
which persists in every subcopy of the rationals. This simple, but deep idea sheds light on
a fundamental difference between finite and infinite structural Ramsey theory. The interplay
between the enumeration and the relations on an infinite structure has bearing on the number
of colors that must persist in any subcopy of that structure. We will see examples of this at
work throughout this article and explain the general principles which have been found for
certain classes of structures with relations of arity at most two, even as the subject aims
towards a future overarching theory of big Ramsey degrees.

2. The questions

Given a finite relational language L D ¹Ri W i < kº with each relation symbol Ri

of some finite arity, say, ni , an L-structure is a tuple A D hA; RA
0 ; : : : ; RA

k�1
i, where A ¤ ;

is the universe of A and for each i < k, RA
i � Ani . For L-structures A and B, an embed-

ding from A into B is an injection e W A ! B such that for all i < k, RA
i .a1; : : : ; ani

/ $

RB
i .e.a1/; : : : ; e.ani

//. The e-image ofA is a copy ofA in B. If e is the identity map, thenA
is a substructure of B. An isomorphism is an embedding which is onto its image. We write
A � B exactly when there is an embedding of A into B, and A Š B exactly when A and B
are isomorphic.

A class K of finite structures for a relational language L is called a Fraïssé class
if it is hereditary, satisfies the joint embedding and amalgamation properties, contains (up
to isomorphism) only countably many structures, and contains structures of arbitrarily large
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finite cardinality. Class K is hereditary if whenever B 2 K and A � B, then also A 2 K;
K satisfies the joint embedding property if for any A;B 2 K , there is a C 2 K such that
A � C and B � C; K satisfies the amalgamation property if for any embeddings f W A ! B
and g W A ! C, with A;B;C 2 K , there is a D 2 K and there are embeddings r W B ! D
and s W C ! D such that r ı f D s ı g. A Fraïssé class K satisfies the strong amalgamation
property (SAP) if given A; B; C 2 K and embeddings e W A ! B and f W A ! C, there
is some D 2 K and embeddings e0 W B ! D and f 0 W C ! D such that e0 ı e D f 0 ı f ,
and e0ŒB� \ f 0ŒC � D e0 ı eŒA� D f 0 ı f ŒA�. We say that K satisfies the free amalgamation
property (FAP) if it satisfies the SAP and, moreover, D can be chosen so that D has no
additional relations other than those inherited from B and C.

LetA;B;C be L-structures such thatA � B � C. We use
�B
A
�
to denote the set of all

copies ofA in B. The Erdős–Rado arrow notationC ! .B/A
k
means that for each coloring of�C

A
�
into k colors, there is a B0 2

�C
B
�
such that

�B0

A
�
ismonochromatic, meaning every member

of
�B0

A
�
has the same color.

Definition 2.1. A Fraïssé class K has the Ramsey property if for any two structures A � B
in K and any k � 2, there is a C 2 K with B � C such that C ! .B/A

k
.

Many Fraïssé classes, such as the class of finite graphs, do not have the Ramsey
property. However, by allowing a finite expansion of the language, often by just a linear order,
the Ramsey property becomes more feasible. Letting < be a binary relation symbol not in
the language L of K , an L [ ¹<º-structure is in K< if and only if its universe is linearly
ordered by < and its L-reduct is a member of K . A highlight is the work of Nešetřil and
Rödl in [51] and [52], proving that for any Fraïssé class K with FAP, its ordered version K<

has the Ramsey property. The recent paper [40] by Hubička and Nešetřil presents the state-
of-the-art in finite structural Ramsey theory. Examples of Fraïssé classes with the Ramsey
property include the class of finite linear orders, and the classes of finite ordered versions
of graphs, digraphs, tournaments, triangle-free graphs, posets, metric spaces, hypergraphs,
hypergraphs omitting some irreducible substructures, and many more.

A structure K is called universal for a class of structures K if each member of
K embeds into K. A structure K is homogeneous if each isomorphism between finite sub-
structures of K extends to an automorphism of K. Unless otherwise specified, we will write
homogeneous to mean countably infinite homogeneous, such structures being the focus of
this paper. The age of an infinite structure K, denoted Age.K/, is the collection of all finite
structures which embed intoK. A fundamental theorem of Fraïssé from [31] shows that each
Fraïssé class gives rise to a homogeneous structure via a construction called the Fraïssé limit.
Conversely, given any countable homogeneous structure K, Age.K/ is a Fraïssé class and,
moreover, the Fraïssé limit of Age.K/ is isomorphic to K. The Kechris–Pestov–Todorcevic
correspondence between the Ramsey property of a Fraïssé class and extreme amenability of
the automorphism group of its Fraïssé limit in [41] propelled a burst of discoveries of more
Fraïssé classes with the Ramsey property.

First we state an esoteric but driving question in the area.

1465 Ramsey theory of homogeneous structures: current trends and open problems



Question 2.2. What is a big Ramsey degree?

What is the essential nature of a big Ramsey degree? Why is it that given a Fraïssé
class K satisfying the Ramsey property, its Fraïssé limit usually fails to carry the full ana-
logue of Ramsey’s Theorem 1.1 (i.e., all big Ramsey degrees being one)? A theorem of
Hjorth in [37] showed that for any homogeneous structure K with jAut.K/j > 1, there is a
structure in Age.K/with big Ramsey degree at least two.While much remains open, we now
have an answer to Question 2.2 for FAP and some SAP homogeneous structures with finitely
many relations of arity at most two, and these results will be discussed in the following
sections.

We say that S has finite big Ramsey degrees if T .A/ exists for each finite substructure
A of S. We say that exact big Ramsey degrees are known if there is either a computation of
the degrees or a characterization from which they can be computed. Indivisibility holds if
T .A/ D 1 for each one-element substructure A of S. The following questions progress in
order of strength: A positive answer to (3) implies a positive answer to (2), which in turn
implies a positive answer to (1).

Question 2.3. Given a homogeneous structure K,

(1) Does K have finite big Ramsey degrees? That is, can one find upper bounds
ensuring that big Ramsey degrees exist?

(2) If K has finite big Ramsey degrees, is there a characterization of the exact big
Ramsey degrees via canonical partitions? If yes, calculate or find an algorithm
to calculate them.

(3) Does K carry a big Ramsey structure?

Part (2) of this question involves finding canonical partitions.

Definition 2.4 (Canonical Partition, [44]). Given a Fraïssé class K with Fraïssé limitK, and
givenA 2 K , a partition ¹Pi W i < nº of

�K
A
�
is canonical if the following hold: For each finite

coloring of
�K
A
�
, there is a subcopyK0 ofK such that for each i < n, all members of Pi \

�K0

A
�

have the same color; and persistence: For every subcopy K0 of K and each i < n, Pi \
�K0

A
�

is nonempty.

Canonical partitions recover an exact analogue of Ramsey’s theorem for each piece
of the partition. In practice such partitions are characterized by adding extra structure to K,
including the enumeration of the universe of K and a tree-like structure capturing the rela-
tions of K against the enumeration.

Part (3) of Question 2.3 has to do with a connection between big Ramsey degrees
and topological dynamics, in the spirit of the Kechris–Pestov–Todorcevic correspondence,
proved by Zucker in [70]. A big Ramsey structure is essentially a finite expansionK� ofK so
that each finite substructure of K� has big Ramsey degree one, and, moreover, the unavoid-
able colorings cohere in that for A; B 2 Age.K/ with A embedding into B, the canonical
partition for copies of B when restricted to copies of A recovers the canonical partition for
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copies of A. Big Ramsey structures imply canonical partitions. The reverse is not known
in general, but certain types of canonical partitions are known to imply big Ramsey struc-
tures (Theorem 6.10 in [8]), and it seems reasonable to the author to expect that (1)–(3) are
equivalent.

Canonical partitions and big Ramsey structures are really getting at the question
of whether we can find an optimal finite expansion K� of a given homogeneous structure
K so that K� carries an exact analogue of Ramsey’s theorem. In this sense, big Ramsey
degrees are not quite so mysterious, but are rather saying that an exact analogue of Ramsey’s
theorem holds for an appropriately expanded structure. The question then becomes: What is
the appropriate expansion?

3. Case study: the rationals

The big Ramsey degrees for the rationals were determined by 1979. Laver in 1969
(unpublished, see [10]) utilized a Ramsey theorem for trees due toMilliken [50] (Theorem 3.2)
to find upper bounds. Devlin completed the picture in his PhD thesis [10], calculating the
big Ramsey degrees of the rationals. These surprisingly turn out to be related to the odd
coefficients in the Taylor series of the tangent function: The big Ramsey degree for n-element
subsets of the rationals is T .n/ D .2n � 1/Šc2n�1, where ck is the kth coefficient in the Taylor
series for the tangent function, tan.x/ D

P1

kD0 ckxk . As Todorcevic states, the big Ramsey
degrees for the rationals “characterize the Ramsey theoretic properties of the countable dense
linear ordering .Q; </ in a very precise sense. The numbers T .n/ are some sort of Ramsey
degrees that measure the complexity of an arbitrary finite coloring of the n-element subsets
of Q modulo, of course, restricting to the n-element subsets of X for some appropriately
chosen dense linear subordering X of Q.” (page 143, [66], notation modified)

We present Devlin’s characterization of the big Ramsey degrees of the rationals and
the four main steps in his proof. (A detailed proof appears in Section 6.3 of [66].) Then we
will present a method from [8] using coding trees of 1-types which bypasses nonessential
constructs, providing what we see as a satisfactory answer to Question 2.2 for the rationals.

We use some standard mathematical logic notation, providing definitions as needed
for the general mathematician. The set of all natural numbers ¹0; 1; 2; : : : º is denoted by
!. Each natural number k 2 ! is equated with the set ¹0; : : : ; k � 1º and its natural linear
ordering. For us k 2 ! and k < ! are synonymous. For k 2 !, k<! denotes the tree of
all finite sequences with entries in ¹0; : : : ; k � 1º, and !<! denotes the tree of all finite
sequences of natural numbers. Finite sequences with any sort of entries are thought of as
functions with domain some natural number. Thus, for a finite sequence t the length of t ,
denoted jt j, is the domain of the function t , and for i 2 dom.t/, t .i/ denotes the i th entry
of the sequence t . For ` 2 !, we write t � ` to denote the initial segment of t of length ` if
` � jt j, and t otherwise. For two finite sequences s and t , we write s v t when s is an initial
segment of t , and we write s @ t when s is a proper initial segment of t , meaning that s v t

and s ¤ t . We write s ^ t to denote the meet of s and t , that is, the longest sequence which
is an initial segment of both s and t . Given a subset S of a tree of finite sequences, the meet
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closure of S , denoted cl.S/, is the set of all nodes in S along with the set of all meets s ^ t ,
for s; t 2 S .

A Ramsey theorem for trees, due to Milliken, played a central role in Devlin’s work
and has informed subsequent approaches to finding upper bounds for big Ramsey degrees.
In this area, a subset T � !<! is called a tree if there is a subset LT � ! such that T D

¹t � ` W t 2 T; ` 2 LT º. Thus, a tree is closed under initial segments of lengths inLT , but not
necessarily closed under all initial segments in !<! . The height of a node t in T , denoted
htT .t/, is the order-type of the set ¹s 2 T W s @ tº, linearly ordered by @. We write T .n/ to
denote ¹t 2 T W htT .t/ D nº. For t 2 T , let SuccT .t/ D ¹s � .jt j C 1/ W s 2 T and t @ sº,
noting that SuccT .t/ � T only if jt j C 1 2 LT .

A subtree S � T is a strong subtree of T ifLS � LT and each node s in S branches
as widely as T will allow, meaning that for s 2 S , for each t 2 SuccT .s/ there is an extension
s0 2 S such that t v s0. For the next theorem, define

Q
i<d Ti .n/ to be the set of sequences

.t0; : : : ; td�1/ where ti 2 Ti .n/, the product of the nth levels of the trees Ti . Then letO
i<d

Ti WD

[
n<!

Y
i<d

Ti .n/: (3.1)

The following is the strong tree version of the Halpern–Läuchli theorem.

Theorem 3.1 (Halpern–Läuchli, [34]). Let d be a positive integer, Ti � !<! (i < d ) be
finitely branching trees with no terminal nodes, and r � 2. Given a coloring c W

N
i<d Ti ! r ,

there is an increasing sequence hmn W n < !i and strong subtrees Si � Ti such that for all
i < d and n < !, Si .n/ � Ti .mn/, and c is constant on

N
i<d Si .

The Halpern–Läuchli theorem has a particularly strong connection with logic. It
was isolated by Halpern and Lévy as a key juncture in their work to prove that the Boolean
Prime Ideal Theorem is strictly weaker than the Axiom of Choice over the Zermelo–Fraenkel
Axioms of set theory. Once proved by Halpern and Läuchli, Halpern and Lévy completed
their proof in [35].

Harrington (unpublished) devised an innovative proof of the Halpern–Läuchli theo-
rem which used Cohen forcing. The forcing helps find good nodes in the trees Ti from which
to start building the subtrees Si . From then on, the forcing is used ! many times, each time
running an unbounded search for finite sets Si .n/ which satisfy that level of the Halpern–
Läuchli theorem. Being finite, each Si .n/ is in the ground model. The proof entails neither
passing to a generic extension nor any use of Shoenfield’s Absoluteness Theorem.

A k-strong subtree is a strong subtree with k many levels. The following theorem
is proved inductively using Theorem 3.1.

Theorem 3.2 (Milliken, [50]). Let T � !<! be a finitely branching tree with no terminal
nodes, k � 1, and r � 2. Given a coloring of all k-strong subtrees of T into r colors, there
is an infinite strong subtree S � T such that all k-strong subtrees of S have the same color.

For more on the Halpern–Läuchli and Milliken theorems, see [21, 46, 66]. Now we
look at Devlin’s proof of the exact big Ramsey degrees of the rationals, as it has bearing on
many current approaches to big Ramsey degrees.
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The rationals can be represented by the tree 2<! of binary sequences with the lexi-
cographic order G defined as follows: Given s; t 2 2<! with s ¤ t , and letting u denote s ^ t ,
define s G t to hold if and only if (juj < jsj and s.juj/ D 0) or .juj < jt j and t .juj/ D 1).
Then .2<! ; G/ is a dense linear order. The following is Definition 6.11 in [66], using the
terminology of [62]. For jsj < jt j, the number t .jsj/ is called the passing number of t at s.

Definition 3.3. For A; B � !<! , we say that A and B are similar if there is a bijection
f W cl.A/ ! cl.B/ such that for all s; t 2 cl.A/,

(a) (preserves end-extension) s v t , f .s/ v f .t/,

(b) (preserves relative lengths) jsj < jt j , jf .s/j < jf .t/j,

(c) s 2 A , f .s/ 2 B ,

(d) (preserves passing numbers) t .jsj/ D f .t/.jf .s/j/ whenever jsj < jt j.

Similarity is an equivalence relation; a similarity equivalence class is called a sim-
ilarity type. We now outline the four main steps to Devlin’s characterization of big Ramsey
degrees in the rationals. Fix n � 1.

I. (Envelopes) Given a subset A � 2<! of size n, let k be the number of levels in
cl.A/. An envelope of A is a k-strong subtree E.A/ of 2<! such that A � E.A/. Given any
k-strong subtree S of 2<! , there is exactly one subset B � S which is similar to A. This
makes it possible to transfer a coloring of the similarity copies of A in 2<! to the k-strong
subtrees of 2<! in a well-defined manner.

II. (Finite Big Ramsey Degrees) Apply Milliken’s theorem to obtain an infinite
strong subtree T � 2<! such that every similarity copy of A in T has the same color. As
there are only finitely many similarity types of sets of size n, finitely many applications
of Milliken’s theorem results in an infinite strong subtree S � 2<! such that the color-
ing is monochromatic on each similarity type of size n. This achieves finite big Ramsey
degrees.

III. (Diagonal Antichain for Better Upper Bounds) To obtain the exact big Ramsey
degrees, Devlin constructed a particular antichain of nodes D � 2<! such that .D; G/ is a
dense linear order and no two nodes in themeet closure ofD have the same length, a property
called diagonal. He also required .�/: All passing numbers at the level of a terminal node
or a meet node in cl.D/ are 0, except of course the rightmost extension of the meet node.
Diagonal antichains turn out to be essential to characterizing big Ramsey degrees, whereas
the additional requirement (�) is now seen to be nonessential when viewed through the lens
of coding trees of 1-types.

IV. (Exact Big Ramsey Degrees) To characterize the big Ramsey degrees, Devlin
proved that the similarity type of each subset of D of size n persists in every subset D0 � D

such that .D0; G/ is a dense linear order. The similarity types of antichains in D thus form
a canonical partition for linear orders of size n. By calculating the number of different
similarity types of subsets of D of size n, Devlin found the big Ramsey degrees for the
rationals.
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Figure 1

Coding tree S.Q/ of 1-types for .Q; </ and the linear order represented by its coding nodes.

Now we present the characterization of the big Ramsey degrees for the rationals
using coding trees of 1-types. Coding trees on 2<! were first developed in [13] to solve
the problem of whether or not the triangle-free homogeneous graph has finite big Ramsey
degrees. The presentation given here is from [8], where the notion of coding trees was honed
using model-theoretic ideas. We hope that presenting this view here will set the stage for a
concrete understanding of big Ramsey degree characterizations discussed in Section 5.

Fix an enumeration ¹q0; q1; : : : º of Q. For n < !, we let Q � n denote the substruc-
ture .¹qi W i 2 nº;</ of .Q;</, which we refer to as an initial substructure. One can think of
Q � n as a finite approximation in a construction of the rationals. The definition of a coding
tree of 1-types in [8] uses complete realizable quantifier-free 1-types over initial substruc-
tures. Here, we shall retain the terminology of [8] but (with apologies to model-theorists)
will use sets of literals instead, since this will convey the important aspects of the construc-
tions while being more accessible to a general readership. For now, we call a set of formulas
s � ¹.qi < x/ W i 2 nº [ ¹.x < qi / W i 2 nº a 1-type over Q � n if (a) for each i < n exactly
one of the formulas .qi < x/ or .x < qi / is in s, and (b) there is some (and hence infinitely
many) j � n such that qj satisfies s, meaning that replacing the variable x by the rational
number qj in each formula in s results in a true statement. In other words, s is a 1-type if s

prescribes a legitimate way to extend Q � n to a linear order of size n C 1.

Definition 3.4 (Coding Tree of 1-Types for Q, [8]). For a fixed enumeration ¹q0; q1; : : : º of
the rationals, the coding tree of 1-types S.Q/ is the set of all 1-types over initial substructures
along with a function c W ! ! S.Q/ such that c.n/ is the 1-type of qn over Q � n. The tree-
ordering is simply inclusion.
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Given s 2 S.Q/ let jsj D j C 1 where j is maximal such that one of .x < qj / or
.qj < x/ is in s. For each i < jsj, we let s.i/ denote the formula from among .x < qi / or
.qi < x/ which is in s. The coding nodes c.n/, in practice usually denoted by cn, are special
distinguished nodes representing the rational numbers; cn represents the rational qn, because
cn is the 1-type with parameters from among ¹qi W i 2 nº that qn satisfies. Notice that this
tree S.Q/ has at most one splitting node per level. The effect is that any antichain of coding
nodes in S.Q/ will automatically be diagonal. (See Figure 1, reproduced from [8].)

Fix an ordering <lex on the literals: For i < j , define .x < qi / <lex .qi < x/ <lex

.x < qj /. Extend <lex to S.Q/ by declaring for s; t 2 S.Q/, s <lex t if and only if s and t

are incomparable and for i D js ^ t j, s.i/ <lex t .i/.

Definition 3.5. For A; B sets of coding nodes in S.Q/, we say that A and B are similar if
there is a bijection f W cl.A/ ! cl.B/ such that for all s; t 2 cl.A/, f satisfies (a)–(c) of
Definition 3.3 and (d0) s <lex t ” f .s/ <lex f .t/,

When B is similar to A, we call B a similarity copy of A. Condition (d) in Defini-
tion 3.3 implies that the lexicographic order on 2<! is preserved, and, moreover, that passing
numbers at meet nodes and at terminal nodes are preserved. In (d0) we only need to preserve
lexicographic order.

Extending Harrington’s method, forcing is utilized to obtain a pigeonhole principle
for coding trees of 1-types in the vein of the Halpern–Läuchli Theorem 3.1, but for colorings
of finite sets of coding nodes, rather than antichains. Via an inductive argument using this
pigeonhole principle, we obtain the following Ramsey theorem on coding trees.

Theorem 3.6 ([8]). Let S.Q/ be a coding tree of 1-types for the rationals. Given a finite set
A of coding nodes in S.Q/ and a finite coloring of all similarity copies of A in S.Q/, there
is a coding subtree S of S.Q/ similar to S.Q/ such that all similarity copies of A in S have
the same color.

Fix n � 1. By applying Theorem 3.6 once for each similarity type of coding nodes
of size n, we prove finite big Ramsey degrees, accomplishing step II while bypassing step I in
Devlin’s proof. Upon taking any antichain D of coding nodes in S.Q/ representing a dense
linear order, we obtain better upper bounds which are then proved to be exact, accomplishing
steps III and IV.

Big Ramsey degrees of the rationals. In [8], we show that given n � 1, the big Ramsey
degree T .n/ for linear orders of size n in the rationals is the number of similarity types of
antichains of coding nodes in S.Q/.

What then is the big Ramsey degree T .n/ in the rationals? It is the number of differ-
ent ways to order the indexes of an increasing sequence of rationals ¹qi0 < qi1 < � � � < qin�1º

with incomparable 1-types along with the number of ways to order the first differences of
their 1-types over initial substructures of Q. The first difference between the 1-types of the
rationals qi and qj occurs at the least k such that qi < qk and qk < qj , or vice versa.
This means that qi and qj are in the same interval of Q � k but in different intervals of
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Q � .k C 1/. Concretely, T .n/ is the number of<-isomorphism classes of .2n � 1/-tuples of
integers .i0; : : : ; in�1; k0; : : : ; kn�2/ with the following properties: ¹qi0 < qi1 < � � � < qin�1º

is a set of rationals in increasing order, and for each j < n � 1, qij < qkj
< qij C1

where
kj < min.ij ; ij C1/ and is the least integer satisfying this relation.

4. Historical highlights, recent results, and methods

We now highlight some historical achievements, and present recent results and
the main ideas of their methods. For an overview of results up to the year 2000, see the
appendix by Sauer in Fraïssé’s book [32]; for an overview up to the year 2013, see Nguyen
Van Thé’s habilitation thesis [54]. Those interested in open problems intended for under-
graduate research may enjoy [18].

The Rado graph is the second example of a homogeneous structure with nontrivial
big Ramsey degrees which has been fully understood in terms of its partition theory. The
Rado graph R is up to isomorphism the homogeneous graph on countably many vertices
which is universal for all countable graphs. It was known to Erdős and other Hungarian
mathematicians in the 1960s, though possibly earlier, that the Rado graph is indivisible. In
their 1975 paper [30], Erdős, Hajnal, and Pósa constructed a coloring of the edges in R into
two colors such that both colors persist in each subcopy of R. Pouzet and Sauer later showed
in [57] that the big Ramsey degree for edge colorings in the Rado graph is exactly two. The
complete characterization of the big Ramsey degrees of the Rado graph was achieved in a
pair of papers by Sauer [62] and by Laflamme, Sauer, and Vuksanovic [44], both appearing
in 2006, and the degrees were calculated by Larson in [45]. The two papers [62] and [44]

in fact characterized exact big Ramsey degrees for all unrestricted homogeneous structures
with finitely many binary relations, including the homogeneous digraph, homogeneous tour-
nament, and random graph with finitely many edges of different colors. Milliken’s theorem
was used to prove existence of upper bounds, alluding to a deep connection between big
Ramsey degrees and Ramsey theorems for trees. These results are discussed in Section 5.1.

In [43], for each n � 2, Laflamme, Nguyen Van Thé, and Sauer calculated the big
Ramsey degrees of Qn, the rationals with an equivalence relation with n many equivalence
classes each of which is dense inQ. This hinged on proving a “colored version” ofMilliken’s
theorem, where the levels of the trees are colored, to achieve upper bounds. Applying their
result for Q2, they calculated the big Ramsey degrees of the dense local order, denoted S.2/.
In his PhD thesis [38], Howe proved finite big Ramsey degrees for the generic bipartite graph
and the Fraïssé limit of the class of finite linear orders with a convex equivalence relation.

A robust and streamlined approach applicable to a large class of homogeneous struc-
tures, and recovering the previously mentioned examples (except for S.2/), was developed
by Coulson, Patel, and the author in [8], building on ideas in [13] and [12]. In [8], it was shown
that homogeneous structures with relations of arity at most two satisfying a strengthening
of SAP, called SDAPC, have big Ramsey structures which are characterized in a simple
manner, and therefore their big Ramsey degrees are easy to compute. The proof proceeds
via a Ramsey theorem for colorings of finite antichains of coding nodes on diagonal coding
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trees of 1-types. This approach bypasses any need for envelopes, the theorem producing of
its own accord exact upper bounds. Moreover, the Halpern–Läuchli-style theorem, which is
proved via forcing arguments to achieve a ZFC result and used as the pigeonhole principle in
the Ramsey theorem, immediately yields indivisibility for all homogeneous structures satis-
fying SDAPC, with relations of any arity. These results and their methods are discussed in
Section 5.1.

The k-clique-free homogeneous graphs, denoted Gk , k � 3, were constructed by
Henson in his 1971 paper [36], where he proved these graphs to be weakly indivisible. In
their 1986 paper [42], Komjáth and Rödl proved that G3 is indivisible, answering a question
of Hajnal. A few years later, El-Zahar and Sauer gave a systematic approach in [24], proving
that for each k � 3, the k-clique-free homogeneous graph Gk is indivisible. In 1998, Sauer
proved in [60] that the big Ramsey degree for edges in G3 is two. Further progress on big
Ramsey degrees of G3, however, needed a new approach. This was achieved by the author
in [13], where the method of coding trees was first developed. In [12], the author extended
this work, proving that Gk has finite big Ramsey degrees, for each k � 3. In [13] and [12],
the author proved a Ramsey theorem for colorings of finite antichains of coding nodes in
diagonal coding trees. These diagonal coding trees were designed to achieve very good upper
bounds and directly recover the indivisibility results in [42] and [24], discovering much of
the essential structure involved in characterizing their exact big Ramsey degrees. (Milliken-
style theorems on nondiagonal coding trees which fully branch at each level do not directly
prove indivisibility results, and produce looser upper bounds.) In particular, after a minor
modification, the trees in [13] produced exact big Ramsey degrees for G3, as shown in [14].
Around the same time, exact big Ramsey degrees for G3 were independently proved by
Balko, Chodounský, Hubička, Konečný, Vena, and Zucker, instigating the collaboration of
this group with the author.

Given a finite relational language L, an L-structure A is called irreducible if each
pair of its vertices are in some relation ofA. Given a set F of finite irreducible L-structures,
Forb.F / denotes the class of all finite L-structures into which no member of F embeds.
Fraïssé classes of the form Forb.F / are exactly those with free amalgamation. Zucker in
[71] proved that for any Fraïssé class of the form Forb.F /, where F is a finite set of irre-
ducible substructures and all relations have arity at most two, its Fraïssé limit has finite
big Ramsey degrees. His proof used coding trees which branch at each level and a forcing
argument to obtain a Halpern–Läuchli-style theorem which formed the pigeonhole prin-
ciple for a Milliken-esque theorem for these coding trees. An important advance in this
paper is Zucker’s abstract, top-down approach, providing simplified and relatively short
proof of finite big Ramsey degrees for this large class of homogeneous structures. On the
other hand, his Milliken-style theorem does not directly recover indivisibility (more work is
needed afterwards to show this), and the upper bounds in [71] did not recover those in [13]

or [12] for the homogeneous k-clique-free graphs. However, by further work done in [6], by
Balko, Chodounský, Hubička, Konečný, Vena, Zucker, and the author, indivisibility results
are proved and exact big Ramsey degrees are characterized. Thus, the picture for FAP classes
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with finitely many relations of arity at most two is now clear. These results will be discussed
in Section 5.2.

Next, we look at homogeneous structures with relations of arity at most two which
do not satisfy SDAPC and whose ages have strong (but not free) amalgamation. Nguyen
Van Thé made a significant contribution in his 2008 paper [53], in which he proved that
the ultrametric Urysohn space QS has finite big Ramsey degrees if and only if S is a finite
distance set. In the case that S is finite, he calculated the big Ramsey degrees. Moreover, he
showed that for an infinite countable distance set S , QS is indivisible if and only if S with
the reverse order as a subset of the reals is well ordered. His proof used infinitely wide trees
of finite height and his pigeonhole principle was actually Ramsey’s theorem. All countable
Urysohn metric spaces with finite distance set were proved to be indivisible by Sauer in [63],
completing the work that was initiated in [55] in relation to the celebrated distortion problem
from Banach space theory and its solution by Odell and Schlumprecht in [56].

Mašulović instigated the use of category theory to prove transport principles show-
ing that finite big Ramsey degrees can be inferred from one category to another. After proving
a general transport principle in [47], he applied it to prove finite big Ramsey degrees for many
universal structures and also for homogenous metric spaces with finite distance sets with a
certain property which he calls compact with one nontrivial block. Mašulović proved in [48]

that in categories satisfying certain mild conditions, small Ramsey degrees are minima of big
Ramsey degrees. In the paper [49] with Šobot (not using category theory), finite big Ramsey
degrees for finite chains in countable ordinals were shown to exist if and only if the ordinal
is smaller than !! . Dasilva Barbosa in [9] proved that categorical precompact expansions
grant upper bounds for big and small Ramsey degrees. As an application, he calculated the
big Ramsey degrees of the circular directed graphs S.n/ for all n � 2, extending the work in
[43] for S.2/.

Hubička recently developed a new method to handle forbidden substructures utiliz-
ing topological Ramsey spaces of parameter words due to Carlson and Simpson [7]. In [39],
he applied his method to prove that the homogeneous partial order and Urysohn S -metric
spaces (where S is a set of nonnegative reals with 0 2 S satisfying the 4-values condition)
have finite big Ramsey degrees. He also showed that this method is quite broad and can be
applied to yield a short proof of finite big Ramsey degrees in G3. Beginning with the upper
bounds in [39], the exact big Ramsey degrees of the generic partial order have been charac-
terized in [5] by Balko, Chodounský, Hubička, Konečný, Vena, Zucker, and the author. Also
utilizing techniques from [39], Balko, Chodounský, Hubička, Konečný, Nešetřil, and Vena in
[2] have found a condition which guarantees finite big Ramsey degrees for binary relational
homogeneous structures with strong amalgamation. Examples of structures satisfying this
condition include the S -Urysohn space for finite distance sets S , ƒ-ultrametric spaces for a
finite distributive lattice, and metric spaces associated to metrically homogeneous graphs of
a finite diameter from Cherlin’s list with no Henson constraints.

For homogeneous structures with free amalgamation, a recent breakthrough of
Sauer proving indivisibility in [64] culminates a long line of work in [25–28, 61]. Comple-
mentary work appeared in [8], where it was proved that for finitely many relations of any
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arity, SDAPC implies indivisibility. On the other hand, big Ramsey degrees of structures
with relations of arity greater than two has only recently seen progress, beginning with
[3] and [4], where Balko, Chodounský, Hubička, Konečný, and Vena found upper bounds
for the big Ramsey degrees of the generic 3-hypergraph. Work in this area is ongoing and
promising.

5. Exact big Ramsey degrees

This section presents characterizations of exact big Ramsey degrees known at the
time of writing. These hold for homogeneous structures with finitely many relations of arity
at most two. Two general classes have been completely understood: Structures satisfying a
certain strengthening of strong amalgamation called SDAPC (Section 5.1) and structures
whose ages have free amalgamation (Section 5.2). Lying outside of these two classes, the
generic partial order has been completely understood in terms of exact big Ramsey degrees
and will be briefly discussed at the end of Section 5.2. These characterizations all involve the
notion of a diagonal antichain, in various trees or spaces of parameter words, representing a
copy of an enumerated homogeneous structure. Here, we present these notions in terms of
structures, as they are independent of the representation.

Let K be an enumerated homogeneous structure with universe ¹vn W n < !º. Let
A � K be a finite substructure of K, and suppose that the universe of A is ¹vi W i 2 I º for
some finite set I � !. We say that A is an antichain if for each pair i < j in I there is a
k.i; j / < i such that the set ¹k.i; j / W i; j 2 I and i < j º is disjoint from I , and

K � .¹v` W ` < k.i; j /º [ ¹vi º/ Š K � .¹v` W ` < k.i; j /º [ ¹vj º/; (5.1)

K � .¹v` W ` � k.i; j /º [ ¹vi º/ 6Š K � .¹v` W ` � k.i; j /º [ ¹vj º/: (5.2)

An antichain A is called diagonal if ¹k.i; j / W i < j � mº has cardinality m. We call k.i; j /

the meet level of the pair vi ; vj .
The notion of diagonal antichain is central to all characterizations of big Ramsey

degrees obtained so far. It seems likely that antichains will be essential to all characteriza-
tions of big Ramsey degrees. However, preliminary work shows that some homogeneous
binary relational structures, such as two or more independent linear orders, will have char-
acterizations in their trees of 1-types involving antichains which are not diagonal, but could
still be characterized via products of finitely many diagonal antichains.

The indexing of the relation symbols ¹R` W ` < Lº in the language L ofK induces a
lexicographic ordering on trees representing relational structures. Here, we present this idea
directly on the structures. For m ¤ n, we declare vm <lex vn if and only if ¹vm; vnº is an
antichain and, letting k be the meet level of the pair vm; vn, and letting ` denote the least
index in L such that vm and vn disagree on their R`-relationship with vk , either R`.vk ; vn/

holds while R`.vk ; vm/ does not, or else R`.vn; vk/ holds while R`.vm; vk/ does not.
Two diagonal antichains A and B in an enumerated homogeneous structure K are

similar if they have the same number of vertices, and the increasing bijection from the uni-
verseA D ¹vmi

W i � pº ofA to the universeB D ¹vni
W i � pº ofB induces an isomorphism
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from A to B which preserves <lex and induces a map on the meet levels which, for each
i < j � p, sends k.mi ; mj / to k.ni ; nj /. This implies that the map sending the coding node
cmi

to cni
(i � p) in the coding tree of 1-types S.K/ (see Definition 3.4) induces a map on

the meet-closures of ¹cmi
W i � pº and ¹cni

W i � pº satisfying Definition 3.5.
Similarity is an equivalence relation, and an equivalence class is called a similarity

type. We say that K has simply characterized big Ramsey degrees if for A 2 Age.K/, the
big Ramsey degree of A is exactly the number of similarity types of diagonal antichains
representingA. In the next subsection, wewill seemany homogeneous structures with simply
characterized big Ramsey degrees.

5.1. Exact big Ramsey degrees with a simple characterization
The decades-long investigation of the big Ramsey degrees of the Rado graph cul-

minated in the two papers [62] and [44]. These two papers moreover characterized the big
Ramsey degrees for all unrestricted binary relational homogeneous structures. Unrestricted
binary relational structures are determined by a finite languageL D ¹R0; : : : ;Rl�1º of binary
relation symbols and a nonempty constraint set C of L-structures with universe ¹0; 1º with
the following property: IfA andB are two isomorphicL-structures with universe ¹0;1º, then
either both are in C or neither is in C . We let HC denote the homogeneous structure such
that each of its substructures with universe of size two is isomorphic to one of the structures
in C . Examples of unrestricted binary relational homogeneous structures include the Rado
graph, the generic directed graph, the generic tournament, and random graphs with more
than one edge relation.

Given a universal constraint setC , letting k D jC j, Sauer showed in [62] how to form
a structure, call it UC , with nodes in the tree k<! as vertices, such thatHC embeds into UC .
Fix a bijection � W C ! k. Given two nodes s; t 2 k<! with jsj < jt j, declare that t .jsj/ D j

if and only if the induced substructure ofUC on universe ¹s; tº is isomorphic to the structure
�.j / in C , where the isomorphism sends s to 0 and t to 1. For two nodes s; t 2 k<! of the
same length, declare that for s lexicographically less than t , the induced substructure of UC

on universe ¹s; tº is isomorphic to the structure �.0/ in C , where the isomorphism sends s

to 0 and t to 1. As a special case, a universal graph is constructed as follows: Let each node
in 2<! be a vertex. Define an edge relation E between vertices by declaring that, for s ¤ t in
2<! , s E t if and only if jsj ¤ jt j and (jsj < jt j H) t .jsj/ D 1). Then .2<! ; E/ is universal
for all countable graphs. In particular, the Rado graph embeds into the graph .2<! ; E/, and
vice versa.

In trees of the form k<! , the notion of similarity is exactly that of Definition 3.3, and
steps I–IV discussed in Section 3 outline the proof of exact big Ramsey degrees contained
in the pair of papers [62] and [44]. Milliken’s theorem was used to prove existence of upper
bounds via strong tree envelopes. For step III, Sauer constructed in [62] a diagonal antichain
D � k<! such that the substructure of UC restricted to universe D is isomorphic to HC ,
achieving upper bounds shown to be exact in [44], finishing step IV. The big Ramsey degree
of a finite substructure A of HC is exactly the number of distinct similarity types of subsets
of D whose induced substructure in UC is isomorphic to A.
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The work in [62] and [44] greatly influenced the author’s development of coding
trees and their Ramsey theorems in [13] and [12] (discussed in Section 5.2). Those papers
along with a suggestion of Sauer to the author during the Banff 2018 Workshop on Unifying
Themes in Ramsey Theory, to try moving the forcing arguments in those papers from coding
trees to structures, informed the approach taken in the paper [8], which is now discussed.

LetK be an enumerated Fraïssé structure with vertices ¹vn W n < !º. For n < !, we
letKn denoteK � ¹vi W i < nº, the induced substructure ofK on its first n vertices, and call
Kn an initial substructure ofK. We write 1-type to mean complete realizable quantifier-free
1-type over Kn for some n.

Definition 5.1 (Coding Tree of 1-Types, [8]). The coding tree of 1-types S.K/ for an enu-
merated Fraïssé structureK is the set of all 1-types over initial substructures ofK along with
a function c W ! ! S.K/ such that c.n/ is the 1-type of vn over Kn. The tree-ordering is
simply inclusion.

A substructure A of K with universe A D ¹vn0 ; : : : ; vnmº is represented by the set
of coding nodes ¹c.n0/; : : : ; c.nm/º as follows: For each i � m, since c.ni / is the quantifier-
free 1-type of vni

over Kni
, substituting vni

for the variable x into each formula in c.ni /

which has only parameters from ¹vnj
W j < iº uniquely determines the relations in A on the

vertices ¹vnj
W j � iº. In [8], we formulated the following strengthening of SAP in order to

extract a general property ensuring that big Ramsey degrees have simple characterizations.

Definition 5.2 (SDAP). A Fraïssé class K has the Substructure Disjoint Amalgamation
Property (SDAP) if K has strong amalgamation, and the following holds: Given A;C 2 K ,
suppose thatA is a substructure ofC, whereC extendsA by two vertices, say v and w. Then
there exist A0;C0 2 K , where A is a substructure of A0 and C0 is a disjoint amalgamation of
A0 and C over A, such that letting v0; w0 denote the two vertices in C 0 n A0 and assuming (1)
and (2), the conclusion holds:

(1) Suppose B 2 K is any structure containing A0 as a substructure, and let � and
� be 1-types over B satisfying � � A0 D tp.v0=A0/ and � � A0 D tp.w0=A0/,

(2) Suppose D 2 K extends B by one vertex, say v00, such that tp.v00=B/ D � .

Then there is an E 2 K extending D by one vertex, say, w00, such that tp.w00=B/ D � and
E � .A [ ¹v00; w00º/ Š C.

This amalgamation property can, of course, be presented in terms of embeddings,
but the form here is indicative of how it is utilized. A free amalgamation version called SFAP
is obtained from SDAP by restricting to FAP classes and requiringA0 D A andC0 D C. Both
of these amalgamation properties are preserved under free superposition. A diagonal subtree
of S.K/ is a subtree such that at any level, at most one node branches, the branching degree
is two, and branching and coding nodes never occur on the same level. Diagonal coding
trees are subtrees of S.K/ which are diagonal and represent a subcopy of K. The property
SDAPC holds for a homogeneous structure K if (a) its age satisfies SDAP, (b) there is a
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diagonal coding subtree of S.K/, and (c) a technicality called the Extension Property which
in most cases is trivially satisfied. Classes of the form Forb.F / where F is a finite set of
3-irreducible structures, meaning each triple of vertices is in some relation, satisfy SFAP;
their ordered versions satisfy SDAPC.

A version of the Halpern–Läuchli theorem for diagonal coding trees was proved in
[8] using the method of forcing to obtain a ZFC result, with the following theorem as an
immediate consequence.

Theorem 5.3 ([8]). LetK be a homogeneous structure satisfying SDAPC, with finitely many
relations of any arity. Then K is indivisible.

For relations of arity at most two, an induction proof then yields a Ramsey theo-
rem for finite colorings of finite antichains of coding nodes in diagonal coding trees. This
accomplishes steps I–III simultaneously and directly, without any need for envelopes, pro-
viding upper bounds which are then proved to be exact, finishing step IV.

Theorem 5.4 ([8]). LetK be a homogeneous structure satisfying SADPC, with finitely many
relations of arity at most two. Then K admits a big Ramsey structure and, moreover, has
simply characterized big Ramsey degrees.

Theorem 5.4 provides new classes of examples of big Ramsey structures while
recovering results in [10,38,43,44] and special cases of the results in [71]. Theorem 5.3 provides
new classes of examples of indivisible Fraïssé structures, in particular for ordered structures
such as the ordered Rado graph, while recovering results in [24, 27,42] and certain cases of
Sauer’s results in [64] for FAP classes, while providing new SAP examples with indivisibility.

5.2. Big Ramsey degrees for free amalgamation classes
An obstacle to progress in partition theory of homogeneous structures had been

the fact that Milliken’s theorem is not able to handle forbidden substructures, for instance,
triangle-free graphs. Most results up to 2010 had either utilized Milliken’s theorem or a
variation (as in [43,62]) or else used difficult direct methods (as in [60]) which did not lend
naturally to generalizations. The idea of coding trees came to the author during the her stay
at the Isaac Newton Institute in 2015 for the programme, Mathematical, Foundational and
Computational Aspects of the Higher Infinite, culminating in the work [13]. The ideas behind
coding trees included the following: Knowing that at the end of the process one will want a
diagonal antichain representing a copy of G3, starting with a tree where vertices in G3 are
represented by special nodes on different levels should not hurt the results. Further, by using
special nodes to code the vertices of G3 into the trees, one might have a chance to prove
Milliken-style theorems on a collection of trees, each of which codes a subcopy of G3.

The author had made a previous attempt at this problem starting early in 2012. Upon
stating her interest this problem, Todorcevic (2012, at the Fields Institute Thematic Program
on Forcing and Its Applications) and Sauer (2013, at the Erdős Centenary Meeting) each
told the author that a new kind of Milliken theorem would need to be developed in order to
handle triangle-free graphs, which intrigued her even more. Though unknown to her at the
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time, a key piece to this puzzle would be Harrington’s forcing proof of the Halpern–Läuchli
theorem, which Laver was kind enough to outline to her in 2011. (At that time, the author was
unaware of the proof in [67].) While at the INI in 2015, Bartošová reminded the author of her
interest in big Ramsey degrees of G3. Having had time by then to fill out and digest Laver’s
outline, it occurred to the author to try approaching the problem first with the strongest tool
available, namely forcing.

Forcing is a set-theoretic method which is normally used to extend a given universe
satisfying a given set of axioms (often ZFC) to a larger universe in which the same set of
axioms hold while some other statement or property is different than in the original universe.
The beautiful thing about Harrington’s proof is that, while it does involve the method of
forcing, the forcing is only used as a search engine for an object which already exists in the
universe in which one lives. In the context of the Fraïssé limit K of a class Forb.F /, where
F is a finite set of finite irreducible structures, by carefully designing forcings on coding
trees with partial orders ensuring that new levels obtained by the search engine are capable
of extending a given fixed finite coding tree to a subcoding tree representing a copy ofK, one
is able to prove Halpern–Läuchli-style theorems for coding trees. These form the pigeonhole
principles of various Milliken-style theorems for coding trees.

As the results and main ideas of the methods in [12,13,71] have been discussed in the
previous section, we now present the characterization of big Ramsey degrees in [6].

Theorem 5.5 ([6]). LetK be a homogeneous structure with finitely many relations of arity at
most two such that Age.K/ D Forb.F / for some finite set F of finite irreducible structures.
Then K admits a big Ramsey structure.

Given a Fraïssé class K D Forb.F / with relations of arity at most two, where F

is a finite set of finite irreducible structures, let K denote an enumerated Fraïssé limit of K .
Coding trees for K appearing in various papers are all essentially coding trees of 1-types.
The proof of Theorem 5.5 uses the upper bounds of Zucker in [71] as the starting point. It then
proceeds by constructing a diagonal antichain of coding nodes which represent the structure
K, with additional requirements if there are any forbidden irreducible substructures of size
three or more. While the exact characterization in its full generality is not short to state, the
simpler version for the structures Gk include the following: All coding nodes cn 2 A code
an edge with vm for some m < n and have the following property: If B is any finite graph
which has the same relations over Gk � jcnj as cn does, then B has no edges. Furthermore,
changes in the sets of structures which are allowed to extend a given truncation of A (as a
level set in the coding tree) happen as gradually as possible. From the characterization in [6],
one can make an algorithm to compute the big Ramsey degrees.

As a concrete example, we present the exact characterization for triangle-free
graphs. In Figure 2, on the left is the beginning of G3 with some fixed enumeration of
the vertices as ¹vn W n < !º. The nth coding node in the tree S D S.G3/ � 2<! represents
the nth vertex vn inG3, where passing number 0 represents a nonedge and passing number 1

represents an edge. Equivalently, S is the coding tree of 1-types for G3, as the left branch at
the level of cn represents the literal .x 6Evn/ and the right branch represents .xEvn/.
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Figure 2

Coding tree S.G3/ and the triangle-free graph represented by its coding nodes.

Given an antichain A � K, we say that A is a diagonal substructure if, letting I be
the set of indices of vertices in A, the following hold: (a) For each i 2 I , vi has an edge with
vm for some m < i ; let mi denote the least such m. (b) If i < j are in I with vi 6Evj and
mj < i , then there is some n 2 i such that vi Evn and vj Evn, and the least such n, denoted
n.i; j / is not in I . (c) For each i; j; k; ` 2 I (not necessarily distinct) with i < j , k < `,
.i; j / ¤ .k; `/, nj < i , and n` < k, we have n.i; j / ¤ n.k; `/. Given a finite triangle-free
graphA, the big Ramsey degree T .A/ inG3 is the number of different diagonal substructures
representing a copy of A.

We conclude this section by mentioning the exact big Ramsey degrees in the generic
partial order in [5]. This result begins with the upper bounds proved by Hubička in [39] and
then proceeds by taking a diagonal antichain D representing the generic partial order with
additional structure of interesting levels built into D. A level ` of D is interesting if there
are exactly two nodes, say s; t , in that level so that .�/ for exactly one relation � 2 ¹<; >; ?º,
given any s0; t 0 2 D extending s; t , respectively, s0� t 0, while there is no such relation for the
pair s � .` � 1/, t � .` � 1/. Since an interesting level for a pair of nodes s; t predetermines the
relations between any pair s0; t 0 extending s; t , respectively, passing numbers are unnecessary
to the characterization. The big Ramsey degree of a given finite partial order P is then the
number of different diagonal antichains A � D representing P along with the order in which
the interesting levels are interspersed between the splitting levels and the nodes in A.

6. Open problems and related directions

Section 2 laid out the guiding questions for big Ramsey degrees. Here we discuss
some of the major open problems in big Ramsey degrees and ongoing research in cognate
areas.
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Problem 6.1. For which SAP Fraïssé classes does the Fraïssé limit have finite big Ramsey
degrees?

Subquestions are the following: Given an SAP Fraïssé class with finitely many rela-
tions and a finite set of forbidden substructures, does its Fraïssé limit have finite big Ramsey
degrees? Results in [40] give evidence for a positive answer to this question. For such classes
with relations of arity at most two, do big Ramsey degrees always exist? We would like a
general condition on SAP classes characterizing those with finite big Ramsey degrees. We
point out that Problem 6.1 in its full generality is still open for small Ramsey degrees

Problem 6.2. For results whose proofs use the method of forcing, find new proofs which
are purely combinatorial.

This has been done for the triangle-free graph by Hubička in [39], but new methods
will be needed for k-clique-free homogeneous graphs for k � 4 and other such FAP classes.

The next problem has to do with topological dynamics of automorphism groups of
homogeneous structures. The work of Zucker in [70] has established a connection but not a
complete correspondence yet.

Problem 6.3. Does every homogeneous structure with finite big Ramsey degrees also
carry a big Ramsey structure? Is there an exact correspondence, in the vein of the KPT-
correspondence, between big Ramsey structures and topological dynamics?

The hope in Problem 6.3 is to obtain as complete a dynamical understanding of big
Ramsey degrees as we have for small Ramsey degrees, where a result of [69] shows that given
a Fraïssé class K with Fraïssé limit K, then K has finite small Ramsey degrees if and only
if the universal minimal flow of Aut.K/ is metrizable.

Finally, we mention several areas of ongoing study related to the main focus of this
paper. Computability-theoretic and reverse mathematical aspects have been investigated by
Anglès d’Auriac, Cholak, Dzhafarov, Monin, and Patey. In their treatise [1], they show that
the Halpern–Läuchli theorem is computably true and find reverse-mathematical strengths
for various instances of the product Milliken theorem and the big Ramsey structures of the
rationals and the Rado graph. As these structures both have simply characterized big Ramsey
degrees, it will be interesting to see if different reverse mathematical strengths emerge for
structures such as the triangle-free homogeneous graph or the generic partial order.

Extending Harrington’s forcing proof to the uncountable realm, Shelah in [59]

showed that it is consistent, assuming certain large cardinals, that the Halpern–Läuchli
theorem holds for trees 2<� , where � is a measurable cardinal. Džamonja, Larson, and
Mitchell applied a slight modification of his theorem to characterize the big Ramsey degrees
for the �-rationals and the �-Rado graph in [22] and [23]. Their characterizations have as
their basis the characterizations of Devlin and Laflamme–Sauer–Vuksanovic for the ratio-
nals and Rado graph, respectively, but also involve well-orderings of each level of the tree
2<� , necessitated by � being uncountable. The field of big Ramsey degrees for uncountable
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homogeneous structures is still quite open, but the fleshing out of the Ramsey theorems on
trees of uncountable height has seen some recent work in [19,20,68].

The next problem comes from a general question in [41].

Problem 6.4. Develop infinite-dimensional Ramsey theory on spaces of copies of a homo-
geneous structure.

For a set N � !, let ŒN �! denote the set of all infinite subsets of N , and note
that Œ!�! represents the Baire space. The infinite-dimensional Ramsey theorem of Galvin
and Prikry [33] says that given any Borel subset X of the Baire space, there is an infinite
set N such that ŒN �! is either contained in X or is disjoint from X. Ellentuck’s theorem
in [29] found optimality in terms of sets with the property of Baire with respect to a finer
topology. The question in [41] asks for extensions of these theorems to subspaces of Œ!�! ,
where each infinite set represents a copy of some fixed homogeneous structure. A Galvin–
Prikry-style theorem for spaces of copies of the Rado graph has been proved by the author
in [17]. By a comment of Todorcevic in Luminy in 2019, the infinite-dimensional Ramsey
theorem should ideally also recover exact big Ramsey degrees. Such a theorem is being
written down by the author for structures satisfying SDAPC with relations of arity at most
two. This is one instance where coding trees are necessitated to be diagonal in order for the
infinite dimensional Ramsey theorem to directly recover exact big Ramsey degrees.

We close by mentioning that structural Ramsey theory has been central in inves-
tigations of ultrafilters which are relaxings of Ramsey ultrafilters in the same way that big
Ramsey degrees are relaxings of Ramsey’s theorem. An exposition of recent work appearing
in [16] will give the reader yet another view of the power of Ramsey theory.
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1. Introduction

Measurable graph combinatorics focuses on finding measurable solutions to combi-
natorial problems on infinite graphs. This study involves ideas and techniques from combi-
natorics, ergodic theory, probability theory, descriptive set theory, and theoretical computer
science. We survey some recent progress in this area, focusing on the study of locally finite
graphs: graphs where each vertex has finitely many neighbors. We also discuss applications
to the study of hyperfiniteness of Borel actions of groups, and measurable equidecomposi-
tions.

Without any constraints such as measurability conditions, combinatorial problems
on locally finite graphs often simplify to studying their restriction to finite subgraphs. This is
the case with the problem of graph coloring. Recall that if G D .V; E/ is a graph, a (proper)
Y -coloring of G is a map cW V ! Y so that for every two adjacent vertices ¹x; yº 2 E,
the colors assigned to these two vertices are distinct, c.x/ ¤ c.y/. The chromatic number
�.G/ of G is the smallest cardinality of a set Y so there is a Y -coloring of G. A classical
theorem of De Bruijn and Erdős states that for a locally finite graphG, the chromatic number
of G is equal to the supremum of the chromatic number of all finite subgraphs of G. That
is, �.G/ D supfinite H � G �.H/. The proof of this theorem is a straightforward compactness
argument using the Axiom of Choice.

In contrast, many phenomena can influence measurable chromatic numbers beyond
just the constraints imposed by finite subgraphs. We illustrate this change in behavior with
a simple example. Let S1 be the circle, let T W S1 ! S1 be an irrational rotation, and let �

be Lebesgue measure on S1. Consider the graph GT with vertex set S1 and where x; y are
adjacent if T .x/ D y or T .y/ D x. Every vertex in GT has degree 2 and every connected
component of GT is infinite. Hence, by alternating between two colors, it is easy to see that
the classical chromatic number of GT is 2. However, there can be no Lebesgue measurable
2-coloring of GT . Suppose cW S1 ! ¹0; 1º was a Lebesgue measurable coloring of GT , and
A0 D ¹x W c.x/ D 0º and A1 D ¹x W c.x/ D 1º were the two color sets. Then since the
coloring must alternate between the two colors, we must have T .A0/ D A1, and since T is
measure preserving and A0 and A1 are disjoint and cover S1, we therefore have �.A0/ D

�.A1/ D
1
2
. However, the transformation T 2 is also an irrational rotation and hence T 2 is

ergodic, meaning any set invariant under T 2 must be null or conull. Since T 2.A0/ D A0,
A0 must be null or conull. Contradiction!

In this paper we focus on the study of combinatorial problems on Borel graphs:
graphs where the set V of vertices is a standard Borel space and where the edge relation
E is Borel as a subset of V � V . In the setting where each vertex has at most countably
many neighbors, this is equivalent to saying that there are countably many Borel functions
f0; f1; : : : W V ! V that generate G in the sense that x E y if and only if fi .x/ D y for
some i . The equivalence follows from the Lusin–Novikov theorem [28, 18.15]. An important
example of a Borel graph is the following type of Schreier graph. If a is a Borel action of a
countable group � on a standard Borel space X and S is a symmetric set of generators for � ,
then let G.a; S/ be the graph on the vertex set V D X where x; y 2 V are adjacent if there
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is a  2 S such that  � x D y. For example, the graph associated to the irrational rotation
described above is a graph of this form.

For more comprehensive surveys of this area, the reader should consult the papers
[30,44]. A notable recent development we will not discuss is the connections that have been
found between measurable combinatorics and the study of distributed algorithms in theoret-
ical computer science, particularly the LOCAL model. This model of computing takes place
on a large graph where each vertex represents a computer which is assigned a unique iden-
tifier, and each edge is a communication link. These processors execute the same algorithm
in parallel, communicating with their neighbors in rounds to construct a global solution to
some combinatorial problem. Recent work [2, 3, 6, 17] has established some precise connec-
tions between measurable combinatorics and LOCAL algorithms which have already led to
new theorems in both areas (see, e.g., [2,4]).

2. Measurable colorings

If G is a Borel graph, we define the Borel chromatic number �B.G/ of G to be
the smallest cardinality of a standard Borel space Y so that there is a Borel measurable Y -
coloring of G. We clearly have that �.G/ � �B.G/ where �.G/ is the classical chromatic
number ofG. Borel chromatic numbers were first studied in a foundational paper of Kechris,
Solecki, and Todorcevic [32].

Let G D .V; E/ be a graph. If x 2 V is a vertex, we let N.x/ D ¹y W ¹x; yº 2 Eº

denote the set of neighbors of x. The degree of x is the cardinality of N.x/. We say that a
graph is �-regular if every vertex has degree �. A basic result about graph coloring is that,
given any finite graphG of finite maximum degree�, there is a .� C 1/-coloring ofG. This
is easy to see by coloring the vertices of G one by one. If we have a partial coloring of G,
then any uncolored vertex x has at most � neighbors so there must be a color from the set
of � C 1 colors we can use to extend this partial coloring to x. The analogous fact remains
true about Borel colorings:

Theorem 2.1 (Kechris, Solecki, Todorcevic [32, Proposition 4.6]). If G is a Borel graph of
finite maximum degree �, then G has a Borel .� C 1/-coloring.

One method of proving this theorem is to adapt the greedy algorithm described
above. Recall that a set of vertices is independent if it does not contain two adjacent vertices.
First, we may find a countable sequence of Borel sets An such that each An is independent,
and their union is all vertices

S
n An D V.G/. Then we can iteratively construct a coloring

of G in countably many steps where at step n we color all the elements of An the least color
not already used by one of its neighbors. In general, the connection between algorithms for
solving combinatorial problems and measurable combinatorics is deep. Many techniques
for constructing measurable colorings are based on algorithmic ideas, since algorithms for
solving combinatorial problems will often yield an explicitly definable solutions to them.

The upper bound given by Theorem 2.1 is tight; a complete graph on� C 1 vertices
has maximum degree � and chromatic number � C 1. Surprisingly, the upper bound of
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Theorem 2.1 is also optimal even in the case of acyclic Borel graphs. Hence, for bounded
degree Borel graphs, the Borel chromatic number and classical chromatic number may be
very far apart since any acyclic graph has classical chromatic number at most 2.

Theorem 2.2 (Marks [38]). For every finite �, there is an acyclic Borel graph of degree �

with no Borel �-coloring.

The graphs used to establish Theorem 2.2 are quite natural, and arise from Schreier
graphs of actions of free products of � many copies of Z=2Z. Theorem 2.2 is proved using
Martin’s theorem of Borel determinacy [41]which states that in any infinite two-player game
of perfect information with a Borel payoff set, one of the two players has a winning strategy.
The direct use of Borel determinacy to prove this theorem leads to an interesting question
of reverse mathematics since Borel determinacy requires a great deal of set-theoretic power
to prove: the use of uncountably many iterates of the powerset of R [19]. We currently do
not know of any simpler proof of Theorem 2.2 that avoids the use of Borel determinacy or
can be proved in second-order arithmetic (which suffices for most theorems of descriptive
set theory).

Problem 2.3. Is Theorem 2.2 provable in the theory Z2 of full second-order arithmetic?

Recently, Brandt, Chang, Grebík, Grunau, Rozhoň, andVidnyánszky [6] have shown
that characterizing the set of Borel graphs of maximum degree � � 3 that have no Borel
.� C 1/-coloring is as hard as possible in a precise sense: the set of such graphs is †1

2

complete. Here†1
2 completeness is a logical measurement of the complexity of this problem.

The proof of their theorem combines the techniques of [39] with earlier work of Todorcevic
and Vidnyánszky [48] proving †1

2 completeness for the set of locally finite Borel graphs
generated by a single function that have finite Borel chromatic number. In contrast to the
work of [6] for� � 3, in the case� D 2, a dichotomy theorem of Carroy, Miller, Schrittesser,
and Vidnyánszky [8] characterizes the 2-colorable Borel graphs in a simple way as those
for which there is no Borel homomorphism from a canonical non-Borel-2-colorable graph
known as L0.

This type of theorem—proving it is hard to characterize the set of graphs with
some combinatorial property—is familiar in finite graph theory via computational com-
plexity theory. For example, it is a well-known theorem that the set of finite graphs that
are k-colorable for k � 3 is NP-complete. Indeed, there are some surprising newly found
connections between computational complexity theory and complexity in measurable com-
binatorics. Thornton [47] has used techniques adapted from the celebrated CSP (constraint
satisfaction problem) dichotomy theorem [7,51] in theoretical computer science to bootstrap
the results of [6] to show many other natural combinatorial problems on locally finite Borel
graphs are either †1

2 complete or a …1
1. The CSP dichotomy theorem concerns a certain

class of natural problems in NP: general constraint satisfaction problems like graph color-
ing with k colors, k-SAT, or, more generally, computing the set of finite structures X that
have a homomorphism to a given fixed finite structure D. The CSP dichotomy states that all
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such constraint satisfaction problems are either in P (like 2-coloring or 2-SAT), or they are
NP-complete (like 3-coloring or 3-SAT).

The results in [6] rule out any simple theory for understanding Borel chromatic
number for locally finite Borel graphs in general. In contrast, if we weaken our measur-
ability condition to study �-measurable colorings with respect to some Borel probability
measure � instead of Borel colorings, the theory of �-measurable colorings appears to have
a much closer connection to finite graph theory. If � is a Borel measure on the vertex set of
a Borel graph G, let ��.G/ be the least size of a set Y so there is a �-measurable coloring
of G. So �.G/ � ��.G/ � �B.G/, since every Borel function is �-measurable.

For finite graphs of maximum degree �, a theorem of Brooks characterizes those
connected graphs which have chromatic number of � C 1. They are precisely the complete
graphs on � C 1 vertices, and odd cycles in the case � D 2. Analogously, we have the
following generalization of Brooks’s theorem for �-measurable colorings:

Theorem 2.4 (Conley, Marks, Tucker-Drob [13]). Suppose that G is a Borel graph with
degree bounded by a finite � � 3. Suppose further that G contains no complete graph
on � C 1 vertices. If � is any Borel probability measure on V.G/, then G admits a �-
measurable �-coloring.

Several important open problems in descriptive set theory concern whether there
is a difference between being able to find a Borel solution to a problem versus being able
to find a �-measurable solution with respect to every Borel probability measure � (e.g., the
hyperfiniteness vsmeasure hyperfiniteness problem [29, Problem 8.29]). Theorems 2.2 and 2.4
are encouraging in this context because they point the way towards tools that may be able to
resolve these types of questions.

The proof of Theorem 2.4 is based on a technique for finding one-ended spanning
subforests in Borel graphs: acyclic subgraphs on the same vertex set where each connected
component has exactly one end. More recently, these techniques for finding one-ended span-
ning subforests were applied to prove new results in the theory of cost: a real valued invariant
of countable groups arising from their ergodic actions [9].

Bernshteyn has substantially strengthened Theorem 2.4 by showing for k within
a factor of

p
� of �, there is a �-measurable k-coloring of G if and only if there is any

k-coloring of G.

Theorem 2.5 (Bernshteyn [2]). There is a �0 so that if G is a Borel graph with finite max-
imum degree � � �0 and � is a Borel probability measure on V.G/, then if c satisfies
c �

p
D � 5=2, thenG has a .� � c/-coloring if and only ifG has a�-measurable .� � c/-

coloring.

The above results give cases where the �-measurable chromatic number behaves
similarly to the classical chromatic number. These two quantities may still differ by a large
amount, however. Let Fn be the free group on n generators and let Sn � Fn be a free sym-
metric generating set. Let an be the action of Fn on the space Œ0; 1�Fn via the Bernoulli shift:
. � x/.ı/ D x.�1ı/ restricted to its free part. Let Gn D G.an; Sn/ be the Schreier graph
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of this action, and let �n D �Fn be the product of Lebesgue measure � on Œ0; 1�. Since Gn is
acyclic, the classical chromatic number is �.Gn/ D 2. However, ��n.Gn/ �

n
log2n

which can
be shown using results about the size of independent sets in random .2n/-regular graphs and
an ultraproduct argument. This argument was first suggested by [36]; see [30] for a detailed
proof. Bernshteyn has recently proven an upper bound on ��n.Gn/ which is within a factor
of two of this lower bound [1]. However, it remains an open problem to compute the precise
rate of growth of ��n.Gn/.

Bernshteyn’s Theorem 2.5 and the above upper bound on ��n.Gn/ are based on an
adaptation of the powerful Lovász Local Lemma (LLL) to the setting of measurable combi-
natorics. The LLL is a tool of probabilistic combinatorics which can show the existence of
objects which are described by constraints that are local in the sense that each constraint is
independent of all but a small number of other constraints, and each constraint has a high
probability of being satisfied. Precisely, the symmetric LLL states that if A1; : : : ; An are
events in a probability space which each occur with probability at most p, each event Ai

is independent of all but at most d of the other events, and ep.d C 1/ � 1, then there is a
positive probability none of these events occur.

The LLL is a pure existence result, and since the desired object typically exists
with exponentially small probability, it was a major open problem to find an algorithmic
way to quickly find satisfying assignments where none of the events A1; : : : ; An happen.
In particular, a naive attempt to randomly sample from the probability distribution until a
solution is found would take at least exponential time. In a breakthrough result in 2009,
Moser and Tardos [42] gave an efficient randomized algorithm that can quickly compute
satisfying assignments for the LLL.

Adaptations of the Moser–Tardos algorithm and the LLL to the setting of measur-
able combinatorics began with work of Kun [33], who used a version of the Moser–Tardos
algorithm to find spanning subforests to prove a strengthening of the Gaboriau–Lyons [20]

theorem in ergodic theory. More recently, Csoka, Grabowski, Mathe, Pikhurko, and Tyros
[14] have proved a Borel version of the symmetric LLL for Borel graphs of subexponential
growth, and Bernshteyn has proved�-measurable versions for Bernoulli shifts of groups, and
probability measure preserving Borel graphs [1, 2]. These results, combined with the large
literature in combinatorics using the LLL to construct colorings of graphs, are the main tool
in the proof of Theorem 2.5.

It is known that there cannot be a Borel version of the symmetric LLL for bounded
degree Borel graphs in general [12]. Indeed, the existence of such a theorem combined with
standard coloring techniques using the LLL would contradict Theorem 2.2. However, an
interesting special case remains open: a Borel version of the symmetric LLL for Borel
Schreier graphs generated by Borel actions of amenable groups, which are defined in the
next section. Such a version of the local lemma could be a useful tool for making progress
on the open problems discussed in the next section.

The theorems we have described above are a small selection of what is now known
about measurable chromatic numbers.We hope they give the reader some sense of the variety
of results and tools of the subject.
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3. Connections with hyperfiniteness

A major research program in modern descriptive set theory has been to understand
the relative complexity of equivalence relations under Borel reducibility. Precisely, if E

and F are equivalence relations on standard Borel spaces X and Y , say that E is Borel
reducible to F if there is a Borel function f W X ! Y such that for all x; y 2 X , we have
x E y ” f .x/ F f .y/. Such a function induces a definable injection fromX=E to Y=F .
If we think of E and F as classification problems, this means E is simpler than F in the
sense that any invariants that can be used to classify F can also be used to classify E. In the
study of Borel reducibility of equivalence relations, there has been success both in under-
standing the abstract structure of all Borel equivalence relations under Borel reducibility,
and also in proving particular nonclassification results of interest to working mathemati-
cians. For example, Hjorth’s theory of turbulence [26] gives a precise dichotomy for when an
equivalence relation generated by a Polish group action can be classified by invariants that
are countable structures, and turbulence has been applied to prove nonclassifiability results
in C � algebras [18].

A Borel equivalence relationE is said to be countable if everyE-class is countable.
The countable Borel equivalence relations are an important and well-studied subclass of
Borel equivalence relations with rich connections with operator algebras and ergodic theory.
One reason for this is the Feldman–Moore theorem [31, Theorem 1.3], which states that every
countable Borel equivalence relation is induced by a Borel action of a countable group.
Results proved about the dynamics of measure preserving actions of countable groups have
played a played an important role in our understanding of the theory of countable Borel
equivalence relations.

Understanding how the descriptive-set-theoretic complexity of countable Borel
equivalence relations is related to the dynamics of the group actions that generate them
is a deep problem. An important simplicity notion for Borel reducibility is hyperfiniteness:
a Borel equivalence relation is hyperfinite if it can be written as an increasing union of
Borel equivalence relations whose classes are all finite. The hyperfinite equivalence rela-
tions are the simplest nontrivial class of Borel equivalence relations as made precise by the
Glimm–Effros dichotomy of Harrington, Kechris, and Louveau [25]. Weiss has asked if the
group-theoretic notion of amenability precisely corresponds to hyperfiniteness:

Problem 3.1 (Weiss, [50]). Suppose E is a Borel equivalence relation generated by a Borel
action of a countable amenable group. Is E hyperfinite?

Amenability was defined by von Neumann in reaction to the Banach–Tarski para-
dox. It is a group-theoretic notion of dynamical tameness. Precisely, a group � is amenable
if and only if for every " > 0 and every finite S � � there exists some nonempty finite F � �

such that jSF 4F j=jF j < ". Such an F is called an .";S/-Følner set. Examples of amenable
groups include finite, abelian, and solvable groups, while the free group on two generators
is nonamenable. If Weiss’s question has a positive answer, then amenability precisely char-
acterizes hyperfiniteness since every nonamenable group has a nonhyperfinite Borel action.
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Evidence that Weiss’s question has a positive answer is given by a theorem in ergodic theory
of Ornstein and Weiss [43] that every measure preserving action of an amenable group on a
standard probability space is hyperfinite modulo a nullset.

Progress on Weiss’s question has grown out of progress on the problem of finding
Borel tilings of group actions by Følner sets. Precisely, if aW � Õ X is an action of a finitely
generated group � , and F1; : : : ; Fn � � are finite subsets of � , a tiling of a by the shapes
F1; : : : ;Fn is a collection of subsetsA1; : : : ;An � X so that the sets F1 � A1; : : : ;Fn � An are
pairwise disjoint and form a partition of X . Finding tilings of a group action can be thought
of as a generalized coloring problem or constraint satisfaction problem of the type often stud-
ied in measurable combinatorics, and can be approached using many of the same tools. For
example, Jackson, Kechris, and Louveau [27] have shown that Weiss’s question has a posi-
tive answer for groups of polynomial volume growth. Their argument uses Voronoi regions
around Borel maximal independent sets to make Borel tilings with desirable properties. Gao
and Jackson [21] have shown that Weiss’s question has a positive answer for abelian groups.
Their argument centers around a more refined inductive argument to find tilings of Zn by
hyperrectangles. These tilings are found by iteratively adjusting the location of the bound-
aries of hyperrectangular tiles that cover the space until their parallel boundaries are far apart.
Schneider and Seward have extended Gao and Jackson’s machinery to all locally nilpotent
groups [45]. All these tilings are the building blocks out of which witnesses to hyperfiniteness
are constructed.

A positive answer to the following open problem would be progress towards a pos-
itive solution to Weiss’s question:

Problem 3.2. Let � be an amenable group with finite symmetric generating set S and
aW � Õ X be a free Borel action of a on a standard Borel space X . For every " > 0, do
there exist ."; S/-Følner sets F1; : : : ; Fn � � such that the action a has a Borel tiling with
shapes F1; : : : ; Fn?

The existence of such tilings without anymeasurability conditions was only recently
established by Downarowicz, Huczek, and Zhang [15]. A key step in their proof is to use
Hall’s matching theorem to match untiled points in a Ornstein–Weiss style quasitiling [43]

to construct an exact tiling. Recall that if G D .V; E/ is a graph, a perfect matching of G is
a subset M � E of edges so that each vertex x 2 V is incident to exactly one edge in M .
Hall’s matching theorem states that a bipartite graph with bipartition A; B � V has a perfect
matching if and only if for every finite set F � A or F � B ,ˇ̌

N.F /
ˇ̌

� jF j:

Recently, Problem 3.2 has been shown to have a positive answer modulo a nullset [10]. A
key part of the proof is a measurable matching result proved using an idea of Lyons and
Nazarov [36] that was originally used to find factor of i.i.d. perfect matchings of regular trees.
Lyons and Nazarov’s argument uses the Hungarian matching algorithm (repeatedly flipping
augmenting paths) to show that if a bipartite Borel graph G satisfies a certain measure-
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theoretic expansion condition strengtheningHall’s condition, then it has ameasurable perfect
matching.

Conley, Jackson, Marks, Seward, and Tucker-Drob have proven the following:

Theorem 3.3 (Conley, Jackson, Marks, Seward, Tucker-Drob [11]). Let � be a countable
group admitting a normal series where each quotient of consecutive terms is a finite group
or a torsion-free abelian group with finite Q-rank, except that the top quotient can be any
group of uniform local polynomial volume-growth or the lamplighter group Z2 o Z. Then
every free Borel action of � is hyperfinite.

By combining this with prior work of Seward and Schneider [45, Cor. 8.2] they obtain
the following corollary:

Corollary 3.4. Weiss’s question has a positive answer for polycyclic groups.

This is the best partial result on Weiss’s question that is currently known. Sig-
nificantly, Corollary 3.4 applies to groups of exponential volume growth such as certain
semidirect products of Zn. All the previous work onWeiss’s question applied only to groups
locally of polynomial volume growth, and this seemed an inherent limitation to previous
methods.

The central idea of [11] is to adapt the machinery of Gromov’s theory of asymptotic
dimension of groups to the setting of descriptive set theory, making a theory of Borel asymp-
totic dimension. These ideas were implicitly hidden in all previous work onWeiss’s question,
but were first made explicit in [11]. Asymptotic dimension was introduced by Gromov as a
quasiisometry invariant of metric spaces, used to study geometric group theory. The asymp-
totic dimension of a metric space .X; �/ is the least d such that for every r > 0 there is a
uniformly bounded cover U of X so that every closed r-ball intersects at most d C 1 sets
in U . Essentially, asymptotic dimension is a “large-scale” analogue of Lebesgue covering
dimension. There are actually several different ways to define asymptotic dimension whose
equivalences are nontrivial to prove. Proving that these different definitions still define the
same notion in the Borel context is one of the keys to the work in [11]. Alternate definitions
allow the conversion between Voronoi cell-type tilings patterned on the work of Jackson,
Kechris, and Louveau, and covers with far apart facial boundaries pioneered by Gao and
Jackson.

Resolving Weiss’s question for all amenable groups appears to be a difficult prob-
lem. In general, we have a poor understanding of the geometry and structure of Følner sets in
arbitrary amenable groups. Problem 3.1 for arbitrary amenable groups seems to either require
significant advances in our geometric understanding of amenable groups, or completely dif-
ferent descriptive-set theoretic tools for attacking the hyperfiniteness problem. One question
which gets at the heart of this difficulty is the following:

Problem 3.5. Suppose G is a bounded degree Borel graph having uniformly bounded poly-
nomial growth. Is the connectedness relation of G hyperfinite?
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The obstacle in resolving Problem 3.5 is that while polynomial growth groups have
tight both upper and lower bound on their growth, Problem 3.5 only posits an upper bound
on the growth of G, which may consequently have much less uniformity in its growth than
the Schreier graph associated to an action of a polynomial growth group. This lack of a
lower bound on growth means that the techniques of Jackson, Kechris, and Louveau for
proving hyperfiniteness of groups of polynomial growth cannot resolve Problem 3.5 Finding
techniques for resolving Problem 3.5where there is far less regular geometric structure would
be one way of making progress towards resolvingWeiss’s question in general since we know
little about any regular geometric structure in arbitrary amenable groups.

4. Measurable equidecompositions

If aW � Õ X is an action of a group � on a space X , then we say sets A; B � X

are a-equidecomposable if there are a finite partition ¹A0; : : : ; Anº of A and group elements
0; : : : ; n 2 � so that 0A0; : : : ; nAn is a partition of B . For example, in this language,
the Banach–Tarski paradox says that one unit ball is equidecomposable with two unit balls
under the group action of isometries of R3. In the last few years several new results proved
about these types of geometrical paradoxes with the unifying theme that the “paradoxical”
sets in many classical geometrical paradoxes can surprisingly be much nicer than one would
naively expect.

A classical generalization of the Banach–Tarski paradox states that any two bounded
sets A; B � R3 with nonempty interior are equidecomposable. Of course, the pieces used
in these equidecompositions must be nonmeasurable in general, since A and B may have
different measure. However, a remarkable theorem of Grabowski,Máthé, and Pikhurko states
that there is always an equidecomposition usingmeasurable sets whenA andB have the same
Lebesgue measure.

Theorem 4.1 (Grabowski, Máthé, Pikhurko [24]). If A; B � R3 are bounded sets with
nonempty interior and if additionally A and B are assumed to have the same Lebesgue
measure, then A and B can be equidecomposed using Lebesgue measurable pieces.

It is an open problem whether Theorem 4.1 can be strengthened to yield a Borel
equidecomposition, assuming A and B are Borel.

Key to Theorem 4.1 and other advances in measurable equidecompositions has been
progress made on measurable matching problems. The connection comes from the following
graph-theoretic reformulation of equidecompositions as perfect matchings. Let aW� Õ X be
a Borel action of a group � on a space X , let A; B; � X be subsets of X , and let S � �

be finite. Let G.A; B; S/ be the graph whose set of vertices is the disjoint union A t B and
where x 2 A and Y 2 B are adjacent if there is a  2 S so that  � x D y. Then it is easy
to see that A; B are equidecomposable using group elements from S if and only if there is a
perfect matching of the graph G.A; B; S/.

Theorem 4.1 and other new results about measurable equidecompositions rely on
combining process made on measurable matching problems with modern results about the
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dynamics of the group actions being studied. For example, Theorem 4.1 uses the local
spectral gap of Boutonnet, Ioana, and Salehi Golsefidy [5] for certain lattices in the group
SO3.R/ of rotations inR3. This result is used to check that the graphG.A;B;S/ satisfies the
expansion condition of Lyons and Nazarov [36] which ensures the existence of a measurable
matching.

Some other recent theorems about measurable equidecompositions concern Tarski’s
famous circle squaring problem from 1925: the question of whether a disk and square of the
same area inR2 are equidecomposable by isometries. Tarski’s circle squaring problem arose
from the fact that the analogue of the Banach–Tarski paradox is false in R2. This is because
there are so-calledBanachmeasures inR2: finitely additive isometry-invariant measures that
extend Lebesgue measure. Their existence is proved using the amenability of the isometry
group of R2. Hence, if Lebesgue measurable sets A; B � R2 are equidecomposable, they
must have the same Lebesgue measure. The real thrust of Tarski’s circle squaring problem is
the converse of this: the general problem of to what extent there is an equivalence between
equidecomposability and having the same measure.

In 1990, Laczkovich [34] (see also [35]) gave a positive answer to Tarski’s circle
squaring problem using the Axiom of Choice. His proof involved sophisticated tools from
Diophantine approximation and discrepancy theory to prove strong quantitative bounds
on the ergodic theorem for translation actions of the torus, as well as the graph-theoretic
approach to equidecomposition described above.

Marks andUnger have shown that there is a Borel solution to Tarski’s circle squaring
problem, building on an earlier result of Grabowski, Máthé, and Pikhurko, [23] that the circle
can be squared using Lebesgue measurable pieces.

Theorem 4.2 (Marks, Unger [40]). Tarski’s circle squaring problem has a positive solution
using Borel pieces. More generally, for all n � 1, if A; B � Rn are bounded Borel sets with
the same positive Lebesgue measure whose boundaries have upper Minkowski dimension
less than n, then A and B are equidecomposable using Borel pieces.

Hence, for Borel sets whose boundaries are not wildly fractal, having the same mea-
sure is actually equivalent to having an explicitly definable Borel equidecomposition.

Theorem 4.2 uses new techniques for constructing Borel perfect matchings in Borel
graphs based on first finding a real-valued Borel flow as an intermediate step. Precisely, if
f W V ! R is a function on the vertices of a graph G, then an f -flow on G is a real-valued
function � on the edges of G such that �.x; y/ D ��.y; x/ for every directed edge .x; y/

of G, and such that for every x 2 V the flow � satisfies Kirchoff’s law,

f .x/ D

X
y2N.x/

�.x; y/:

Given a circle and square A; B � Œ0; 1/2 of the same area, the first step in the proof of The-
orem 4.2 is finding an explicit .1A � 1B/-flow of an appropriate Borel graph whose vertices
are all the elements of Œ0; 1/2 and whose edges are generated by finitely many translations.
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The advantage of working with the generality of flows is twofold. First, a flow can be
constructed in countably many steps, making the error in Kirchoff’s law above continuously
approach 0whereas the error in a partial matching that makes it imperfect is discrete. Second,
the average of f -flows is an f -flow and so it is possible to integrate families of definable
flows to get another definable flow. Finally, there are well known combinatorial equivalences
between flows and matchings which are used in the last step of the proof of Theorem 4.2 to
“round” a real-valued flow into an integer valued flow and then use it to construct a matching.

Another key ingredient in the proof of Theorem 4.2 is the hyperfiniteness of Borel
actions of abelian groups. In particular, the proof of Theorem 4.2 uses a recent refinement
due to Gao, Jackson, Krohne, and Seward [22] of Gao and Jackson’s [21] theorem that Borel
actions of abelian groups are hyperfinite. These witnesses to hyperfiniteness are used to
ensure that the Ford–Fulkerson algorithm converges when it is used to round the Borel real-
valued flow described above into a Borel integer-valued flow.

This flow approach to equidecomposition problems may be useful for attacking
other open questions such as the Borel–Ruziewicz problem:

Problem 4.3 (Wagon [49]). Suppose n � 2. Is Lebesgue measure the unique finitely additive
rotation invariant probability measure defined on the Borel subsets of the n-sphere Sn?

This question is inspired by a theorem ofMargulis [37] and Sullivan [46] (n � 4), and
Drinfeld [16] (n D 2; 3), who proved that Lebesgue measure is the unique finitely additive
rotation invariant measure on the Lebesgue measurable subsets of Sn. Wagon’s proposed
strengthening would be a more natural result since the Borel sets are the canonical � -algebra
to measure.
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Abstract

The Paris–Harrington principle (PH) is known as one of the earliest examples of “math-
ematical” statements independent from the standard axiomatization of natural numbers
called Peano Arithmetic (PA). In this article, we discuss various variations of PH and
examine the relations between finite and infinite Ramsey’s theorem and systems of arith-
metic.
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1. Introduction

To prove a statement about natural numbers, we usually rely explicitly or implicitly
on reasoning by mathematical induction. In the setting of mathematical logic, the axiomatic
system for natural numbers consists of the axioms for discrete ordered semirings and the
scheme of mathematical induction, which is known as Peano Arithmetic (PA). Within PA,
one can prove many theorems in number theory or finite combinatorics, such as the existence
of infinitely many prime numbers or the following finite Ramsey theorem (FRT):

(FRT) For anyn;k;m;a2 N, there exists b 2 N such that for any f W ŒŒa;b/N �
n ! k

there existH � Œa; b/N and c < k such that ŒH �n � f �1.c/ and jH j D m.

(Here, Œa; b/N D ¹x 2 N W a � x < bº and ŒX�n D ¹F � X W jF j D nº where jF j denotes
the cardinality of F . We write k for the set Œ0; k/N .) Thus, the question might arise: can we
prove all true numerical statements within PA?

The answer is known to be negative. The famous incompleteness theorem by Kurt
Gödel says that there is a numerical statement which is independent from PA (i.e., cannot be
proved or disproved from PA). Such an independent statement is provided by diagonalization
or self-reference as the liar paradox, and in particular, the numerical statement which intends
to say “PA is consistent” is independent from PA. This leads to another question whether
there is a “mathematical” statement which is independent from PA. The Paris–Harrington
principle (PH) [33] is one of the earliest and most important such examples. It is a variant of
the finite Ramsey theorem which states the following:

(PH) For any n; k; a 2 N, there exists b 2 N such that for any f W ŒŒa; b/N �
n ! k

there existH � Œa; b/N and c < k such that ŒH �n � f �1.c/ and jH j > minH .

Here, a set H is said to be relatively large if jH j > minH , so PH says “for any a 2 N,
there exists a large enough finite set X above a such that any coloring on X for the Ramsey
theorem has a solution which is relatively large.” By some standard coding of finite sets of
natural numbers as single natural numbers (e.g., by binary expansion), PH can be considered
as a purely numerical statement. By easy combinatorics, one can prove PH from the infinite
Ramsey theorem (RT), thus PH is a true statement about natural numbers.

So how can we know that PH is not provable from PA? The reason is again provided
by the Gödel incompleteness, namely, PA C PH implies the consistency of PA and thus it
is not provable from PA. Indeed, Paris and Harrington showed that PH is equivalent over
PA to the correctness of PA with respect to 89-sentences (the statement “any 89-sentence
provable from PA is true”), which is a strengthening of the consistency of PA.

On the other hand, many variants of the infinite Ramsey theorem are widely studied
in the setting of second-order arithmetic. This is one of the central topics in the project named
reverse mathematicswhose ultimate goal is to determine the logical strength ofmathematical
theorems in various fields and classify them from viewpoints of several fields in logic. Typi-
cally, the strength of variants of the infinite Ramsey theorem is precisely calibrated from the
viewpoints of computability and proof theory. Particularly, precise analyses for variants of
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the Paris–Harrington principle are important approaches to identify the consistency strength
of variants of the infinite Ramsey theorem.

In this article, we will overview the relations between the Paris–Harrington prin-
ciple, the infinite Ramsey theorem and correctness statements (also known as reflection
principles) mainly in the setting of second-order arithmetic. For this purpose, we will work
with nonstandard models of arithmetic and relate the finite and infinite Ramsey theorem
in them. A brief idea here is that if a nonstandard model satisfies some variant of finite
Ramsey theorem with a solution of nonstandard size, then it should include a model for infi-
nite Ramsey theorem. This can be realized by the theory of indicators introduced by Kirby
and Paris [23].We reformulate their argument and connect variants of PHwith the correctness
of the infinite Ramsey theorem.

The structure of this article is the following. In Section 2, we set up basic definitions
and review the studies on the Ramsey theorem in arithmetic. We give several formulations
of the Paris–Harrington principle and their equivalents within second-order arithmetic in
Sections 3 and 4. In Section 5, we see how the Paris–Harrington principle is related to the
infinite Ramsey theorem by means of indicators. Some proofs in Section 5 require basic
knowledge of nonstandard models of arithmetic.

2. First- and second-order arithmetic and the Ramsey

theorem

In this section, we introduce fragments of first- and second-order arithmetic and set
up basic definitions. For precise definitions, basic properties and other information, see, e.g.,
[16,21] for first-order arithmetic and [17,39] for second-order arithmetic.

We write L1 for the language of first-order arithmetic, which consists of constants
0, 1, function symbols C, �, and binary relation symbols D, �, and write L2 for the lan-
guage of second-order arithmetic which consists of L1 plus another binary relation 2. We
use x;y; z; : : : for first-order (number) variables andX;Y;Z; : : : for second-order (set) vari-
ables. An L2-formula ' is said to be bounded or †0

0 if it does not contain any second-order
quantifiers and all first-order quantifiers are of the form 8x � t or 9x � t , and it is said to
be †0

n (resp. …0
n) if it is of the form 9x18x2 : : : Qxn� (resp. 8x19x2 : : : Qxn� ) where �

is †0
0. An L2-formula ' is said to be arithmetical or †1

0 if it does not contain any second-
order quantifiers, and it is said to be †1

n (resp. …1
n) if it is of the form 9X18X2 : : : QXn�

(resp. 8X19X2 : : : QXn� ) where � is †1
0. If a †0

n-formula (resp. …0
n-formula) ' does not

contain any set variables (i.e., ' is an L1-formula), it is said to be †n (resp. …n). We can
extend L1 with unary relation symbols EU D U1; : : : ; Uk . Here, we identify Ui ’s as second-
order (set) constants and consider L1 [ EU -formulas as †1

0-formulas (with extra constants).
Then, an L1 [ EU -formula is said to be † EU

n (resp.… EU
n ) if it is †0

n (resp.…0
n).

For our discussions, we need to distinguish the actual (“standard”) natural numbers
from natural numbers formalized in axiomatic systems. Here, we use N for the set of stan-
dard natural numbers, and N for natural numbers formalized in the system. When we write
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“n D 2; 3; 4; : : : ,” it is intended that n ranges over N and n � 2, while “n � 2” means that
n ranges over N and n � 2.

2.1. The Paris–Harrington principle in first-order arithmetic
We adopt the elementary function arithmetic (EFA) for our base system of first-order

arithmetic. It consists of the axioms of discrete ordered semirings, the totality of exponenti-
ation1 and the induction axiom (IND) of the form

(IND) '.0/ ^ 8x.'.x/ ! '.x C 1// ! 8x'.x/

for each†0-formula '.x/. Then, the system I†n is defined as EFA plus the induction axioms
for†n-formulas, and the Peano arithmetic (PA) is defined as PA D

S
n2N I†n. We may also

expand EFA with unary predicates. If EU D U1; : : : ; Uk are unary predicates, EFA EU consists
of EFA plus the induction axioms for † EU

0 -formulas.
Within EFA, finite sets of natural numbers, finite sequences of natural numbers,

functions on finite sets, or other finite objects on N are coded by numbers. We write ŒN�<N

for the set of all (codes) of finite subsets of N. For each F 2 ŒN�<N , we can define jF j as
the (unique) smallest m 2 N such that there is a bijection between F and m D Œ0; m/N . In
the context of the Ramsey theorem, a function of the form c W ŒX�n ! k is often called a
coloring. (Recall that ŒX�n D ¹F 2 ŒN�<N W jF j D n^ F � Nº.) Then, a setH � X is said
to be c-homogeneous if there exists i < k such that ŒH �n � c�1.i/.

We first define the key notion introduced by Paris [32]. The following definition can
be made within EFA.

Definition 2.1 (Density). Let n � 1 or n D 1 and k � 2 or k D 1. For given m 2 N, we
define m-density for .n; k/ as follows:

• a finite set F is said to be 0-dense.n; k/ if jF j > minF (F is relatively large),

• a finite set F is said to be .mC 1/-dense.n; k/ if for any c W ŒF �n
0

! k0 where
n0 � min¹n;minF º and k0 � min¹k;minF º, there exists a c-homogeneous set
H � F such thatH is m-dense.n; k/. (Here, we set min¹1; aº D a for a 2 N.)

Although the notion is defined inductively, the statement that F is m-dense.n; k/
is†0, in other words, there exists a†0-formula  .n; k;F;m/ such that  .n; k;F;m/ holds
if and only if F is m-dense.n; k/.

Definition 2.2 (The Paris–Harrington principle). Let n � 1 or nD 1, k � 2 or k D 1 and
m 2 N. Then, the Paris–Harrington principle, mPHn

k and ItPHn
k , is defined as follows:

• mPHn
k : 8a9b � a.Œa; b/N is m-dense.n; k//.

• ItPHn
k W� 8mmPHn

k .

1 Technically, it is not easy (but possible) to define the exponential function in this setting,
see [16]. Alternatively, one may safely add an extra function symbol exp.x/ D 2x and its
recursive definition.
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We simply write PHn
k for 1PHn

k . Additionally, we usually omit 1 and write PHn for PHn
1,

PH for PH1
1, and so on.

It is known that I†1 proves PHnC1
2 ! PHn. Thus there is a hierarchy of implications

PH1
� PH2

2 � PH2
3 � � � � � PH2

� PH3
2 � PH3

3 � � � � � PH3
� PH4

2 � � � � :

It is known that this hierarchy is strict above PH2 over I†1, whereas I†n proves PHnC1
k

for
k D 2; 3; : : : On the other hand, calibrating the strength ofmPHn

k form � 2 is much harder,
except for the implication mPHn

2 ! PHn
mC1 which directly follows from the definition.

We next formalize the correctness of theories of arithmetic. Within EFA, basic
notions of first-order logic such as (well-formed) formulas, formal proofs (by the Hilbert-
style proof system or other formal systems) are formalizable by means of Gödel numbering.
Typically, we can encode the provability for first- and second-order arithmetic within EFA,
namely, there exists a †1-formula Prov.T; x/ which means that a formula (encoded by) x is
provable from a theory (i.e., a finite or recursive set of sentences) T .2 On the other hand, we
can also formalize the truth onN, but only partially. By formalizing Tarski’s truth definition,
for each tuples of variables EZ and Ez, there exists a…0

1-formula �. EZ; Ez; x/ such that for any
unary predicates EU and a† EU

0 -formula '.Ez/, EFA EU proves 8Ez.�. EU ; Ez; d'e/ $ '.Ez// where
d'e is the Gödel number encoding '. Then, for n D 1; 2; : : : , there exists a …0

n-formula
Trn. EZ; Ez; x/ such that for any unary predicates EU and a … EU

n -formula '.Ez/, EFA EU proves
8Ez.Trn. EU ; Ez; d'e/ $ '.Ez//. This formula is called the…n-truth predicate. The formalized
correctness statements (also known as reflection principles) are defined as follows. (For-
mally, � and Trn depend on the number of variables, but we may assume that EZ and Ez

contains all variables which will appear in the entire discussion. We may ignore variables
not appearing in the formula encoded by x by substituting 0 into them.)

Definition 2.3 (Correctness). Let n D 1; 2; : : : , and let T be an L1- or L2-theory. Then the
…n-correctness of T (…n-corr.T /) is the following statement:

8x.“x is (a Gödel number of) a…n-sentence” ^ Prov.T; x/ ! Trn.x//.

Note that…n-corr.T / is a…n-statement, and it implies the consistency of T since
it implies :.0 D 1/ ! :Prov.T; d0 D 1e/.

Now we are ready to state the theorem by Paris and Harrington.

Theorem 2.1 (Paris and Harrington [32,33]). The following are equivalent over I†1
3:

1: PH.

2: ItPHn
k (n D 3; 4; : : : , k D 2; 3; : : : or k D 1).

3: …2-corr.PA/.

2 We encode T , e.g., by its recursive index.
3 In [32], Paris showed that ItPH3

2 is independent of PA, while his argument implies the
equivalence of statements 2 and 3. See Section 5.2.
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Here, ItPH3
2 is the original statement independent of PA introduced by Paris [32].

The equivalence of ItPH3
2 and PH can be proved in a combinatorial way, while we see that

both are equivalent to…2-corr.PA/ in Section 5. Moreover, the…2-correctness of fragments
of PA can be characterized by PH as well.

Theorem 2.2 (Paris, see [16]). Let nD 1; 2; : : : . Then…2-corr.I†n/ is equivalent to PHnC1

over I†1.

There are many other combinatorial or other numerical principles known to be inde-
pendent of PA such as the Kanamori–McAloon theorem (KM) [20] and the termination of the
Goodstein sequence [15]. Many of them are equivalent to the …2-correctness of PA, while
some others are strictly stronger. A typical such example is a finite variant of Kruskal’s tree
theorem introduced by Friedman. See [13,38].

2.2. Second-order arithmetic and the infinite Ramsey theorem
The system of second-order induction I†i

n consists of EFA plus the induction axioms
for†i

n-formulas. It is not difficult to see that I†0
n is a conservative extension of I†n, in other

words, they prove the same L1-sentences. Our base system for second-order arithmetic is
RCA0, which consists of I†0

1 plus the following recursive comprehension axiom (RCA): for
each pair of †0

1-formulas '.x/,  .x/,

8x.'.x/ $ : .x// ! 9X8x.x 2 X $ '.x//.

The next system is WKL0, which consists of RCA0 plus weak Kőnig’s lemma (WKL). Here,
we define WKL in a slightly stronger form (but still equivalent to the original definition over
RCA0, see [39, Lemma IV.1.4]). A tree T is a family of functions of the form p W Œ0;m/N ! N

(m 2 N) such that for any p 2 T and ` 2 N with ŒŒ0; `/N �n � dom.p/, p�ŒŒ0; `/N �n is also
a member of T . A tree T is said to be bounded if there exists a function h W N ! N such
that p.i/ � h.i/ for any p 2 T and i 2 dom.p/. Then WKL asserts the following:

for any infinite bounded tree T , there exists a function (a path of T ) f such that
f �Œ0;m/N 2 T for any m 2 N.

Finally, the system ACA0 consists of RCA0 plus the arithmetical comprehension axiom
(ACA): for each †1

0-formula '.x/,

9X8x.x 2 X $ '.x//.

The strength of these three systems is precisely known and WKL0 is strictly in-
between RCA0 and ACA0. On the other hand, the L1-consequences of RCA0 and WKL0 are
the same and they coincide with those of I†1, while the L1-consequences of ACA0 coincide
with those of PA.

Over RCA0, the infinite Ramsey theorem is directly formalizable as follows.

Definition 2.4 (The infinite Ramsey theorem). The infinite Ramsey theorem RTn
k is defined

as follows:
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• RTn
k : for any c W ŒN�n ! k, there exists an infinite set H � N such that H is

c-homogeneous (n � 1 and k � 2).

• RTn
1 W� 8kRTn

k , RT
1
1 W� 8nRTn

1.

We usually omit 1 and write RTn for RTn
1, RT for RT1

1.

Within RCA0, it is known that RTn
k implies RTn

kC1 and RTnC1
2 implies RTn. Be

aware that the former does not imply RTn
2 ! RTn because of the lack of induction. So, we

have the hierarchy
RT1

2 � RT1
� RT2

2 � RT2
� RT3

2 � � � � :

However, this hierarchy collapses at the level of n D 3.

Theorem 2.3 (Jockusch [19], reformulated by Simpson [39]). Let n D 3; 4; : : : , and let
k D 2; 3; : : : or k D 1. Then, over RCA0, RTn

k is equivalent to ACA0.

On the other hand, the full infinite Ramsey theoremRT is strictly stronger thanACA0.
This is unavoidable since RT implies PH over RCA0, and thus it implies the consistency of
PA. To prove RT, we need the system ACA0

0 which consists of ACA0 plus the assertion that
for any n 2 N and any set X , the nth Turing jump of X exists.

Theorem 2.4 (McAloon [29], see also [17]). Over RCA0, RT is equivalent to ACA0
0.

The situations of RT2
2 and RT2 are complicated. There are many important results

on the reverse mathematical and computability theoretic strength of RT2
2 or RT2 such as

[7,8,30,37]. Typically, RT2
2 and RT2 are strictly in between RCA0 and ACA0, but still different

from WKL0 even with full induction.

Theorem 2.5 (Jockusch [19], Liu [28]). RT2
2 and RT2 are incomparable with WKL0 over

RCA0 C I†1
1 (where I†i

1 D ¹I†i
n W n 2 Nº).

The …1
1-consequences (or equivalently, L1-consequences with second-order con-

stants) of RT2
2 and RT2 are also studied precisely. A …1

n-formula 8X1 : : : QXn� is said to
be restricted…1

n (r…1
n) if � is †0

2 and n is odd or � is…0
2 and n is even, and r†1

n-formulas
are defined in the dual way.

Theorem 2.6. 1: RCA0 C RT2
2 proves B†0

2 and it is …1
1-conservative over

RCA0 C I†0
2 (i.e., any …1

1-sentences which are provable from RCA0 C RT2
2 are

provable from RCA0 C I†0
2). (Hirst [18] and Cholak/Jockusch/Slaman [7])4

2: RCA0 C RT2
2 is r…1

1-conservative over RCA0. (Patey/Yokoyama [34], see also
Kołodziejczyk/Yokoyama [25])

3: RCA0 C RT2 proves B†0
3 and it is …1

1-conservative over RCA0 C B†0
3. (Hirst

[18] and Slaman/Yokoyama [40])

4 B†0
n is called a bounding principle, see [16] for the definition.
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The above theorem decides the consistency strength (or proof-theoretic strength)
of RT2

2 and RT2, and more precise studies have been carried out for RT2
2 with respect to

the size of proofs [24,25]. However, the exact L1-consequences of RCA0 C RT2
2 are still not

identified. Meanwhile, several hybrid approaches of computability and proof/model-theory
are currently being developed such as [9,10]whichmay help to calibrate theL1-consequences
of various combinatorial principles.

3. The Paris–Harrington principle in second-order

arithmetic

In this section, we consider the Paris–Harrington principle in the setting of second-
order arithmetic. The main difference is that we can now consider the Paris–Harrington
principle within an infinite set. Then, Theorems 2.1 and 2.2 are reformulated as Theo-
rems 3.2–3.6.

3.1. Second-order formulations of PH
Recall that PHn

k asserts that there exists an arbitrary large finite set which is
1-dense.n; k/. Indeed, a 1-dense.n; k/ set should exist within any infinite subset of N by
the infinite Ramsey theorem (see the proof of Proposition 3.1 below). We reformulate PHn

k

based on this idea in second-order arithmetic.

Definition 3.1 (The Paris–Harrington principle, second-order form). Let n � 1 or n D 1,
k � 2 or k D 1 and m 2 N. Then, the Paris–Harrington principle, mPHn

k
and ItPHn

k
, is

defined as follows:

• mPHn
k
: for any infinite set X0, there exists a finite set F � X0 such that F is

m-dense.n; k/.

• ItPHn
k

W� 8mmPHn
k
.

Just like for PH, we write PHn
k
for 1PHn

k
, PHn for PHn

1, and so on.

We first see that any of these variants of the Paris–Harrington theorem are true
since they are consequences of the infinite Ramsey theorem by the following “compactness”
argument.

For given n � 1 and k � 2, an .n; k/-coloring tree T on a set X is a family of
functions of the form p W Œm \ X�n ! k .m 2 N/ such that for any p 2 T and ` 2 N

with Œ` \ X�n � dom.p/, p�Œ` \ X�n is also a member of T . Then, WKL0 proves that any
infinite .n; k/-coloring tree T on an infinite set X has a path f W ŒX�n ! k in the sense that
f �Œm \X�n 2 T for any m 2 N.

Proposition 3.1. Let n � 1 or n D 1, k � 2 or k D 1 and m 2 N. WKL0 C RTn
k proves

mPHn
k

! m C 1PHn
k
. In particular, WKL0 C RTn

k proves PHn
k
, and WKL0 C RTn

k C I†1
1

proves ItPHn
k
.
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Proof. We prove for the case n� 1 and k � 2. Assume thatmC 1PHn
k
fails on some infinite

set X . Let T be an .n; k/-coloring tree on X such that p 2 T if and only if there is no p-
homogeneous set which is m-dense.n; k/. Then, T is infinite since any finite subset of X is
notmC 1-dense.n; k/, and thus it has a path f W ŒX�n ! k. By RTn

k , there is an infinite set
H � X which is f -homogeneous. Then mPHn

k fails onH by the definition of f .

Proving PHn
k
just from the induction is much harder, but if n D 1; 2; : : : , I†0

n still
proves PHnC1

k
for k D 2; 3; : : : On the other hand, stronger induction does not help with the

absence of the infinite Ramsey theorem. Indeed, RCA0 C I†1
1 does not prove PH or even

PH.5

Within RCA0, the statement of r…1
n-correctness of a theory T (r…1

n-corr.T /) can
be defined like in Definition 2.3, and r…1

n-corr.T / is an r…1
n-statement. Second-order ver-

sions of the Paris–Harrington principle are closely related to r…1
1-correctness of the infinite

Ramsey theorem and other systems, and also related to well-orderedness of ordinals, which
is naturally formalizable within RCA0. Here we summarize the relations between the Paris–
Harrington principles, r…1

1-correctness and well-foundedness of ordinals.

Theorem 3.2. The following are equivalent over RCA0:

1: PH2.

2: ItPH2
2.

3: r…1
1-corr.I†0

1/.

4: r…1
1-corr.WKL0 C RT2

2/.

5: Well-foundedness of !! .

Theorem 3.3. The following are equivalent over RCA0:

1: PH3.

2: ItPH2.

3: r…1
1-corr.I†0

2/.

4: r…1
1-corr.WKL0 C RT2/.

5: Well-foundedness of !!! .

Theorem 3.4. The following are equivalent over RCA0 (for n D 1; 2; : : : ):

1: PHnC1.

2: r…1
1-corr.I†0

n/.

3: Well-foundedness of !nC1.

5 Indeed, WKL0 C I†1
1 is a…1

1-conservative extension of RCA0 C I†0
1.
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Theorem 3.5. The following are equivalent over RCA0:

1: PH.

2: ItPHn
k
(n D 3; 4; : : : , k D 2; 3; : : : ;1).

3: r…1
1-corr.ACA0/.

4: Well-foundedness of "0.

Theorem 3.6. Over RCA0, ItPH is equivalent to r…1
1-corr.ACA0

0/.

Over ACA0, any …1
1-formula is equivalent to a r…1

1-formula. Thus, ACA0 C PH
implies…n-corr.PA/ for any n 2 N, in other words, the L1-correctness schema of PA.

Many of the equivalences in the above theorems have been known to experts in one
formulation or another for a long time, although at least some of them are hard to find in the
literature. On the other hand, 3 $ 4 of Theorems 3.2 and 3.3 are more recent, and not easy
since they correspond to the study of the first-order strength of the infinite Ramsey theorem
for pairs, which we have seen in Theorem 2.6. The equivalences between variants of PH
and the well-orderedness of ordinals are obtained by measuring the largeness of finite sets
using ordinals, as presented in the next subsection. In Section 5, we explain how to prove
the equivalences between variants of PH and the correctness statements by the method of
indicators.

3.2. PH and the notion of ˛-largeness
The Paris–Harrington principle is closely related to a notion of largeness for finite

sets defined using ordinals. In [22], Ketonen and Solovay introduced the notion of ˛-largeness
for ordinal ˛ < "0 and calibrated how large set is needed for PH.

Definition 3.2 (˛-largeness, withinRCA0
6). For ˛ < "0 andm2 N, define ˛Œm�D 0 if ˛D 0,

˛Œm� D ˇ if ˛ D ˇ C 1, ˛Œm� D ˇ C ! �m if ˛ D ˇ C !C1, and ˛Œm� D ˇ C !Œm� if
˛ D ˇ C ! and  is a limit ordinal. Then a finite set X D ¹x0 < � � � < x`�1º � N (¹xi ºi

is the increasing enumeration of X ) is called ˛-large if ˛Œx0� : : : Œx`�1� D 0.

The well-foundedness of ordinals and the notion of ˛-largeness is closely related. Indeed, if
˛ is well-founded and X D ¹x0 < x1 < � � � º is infinite, then ˛Œx0�Œx1� : : : should terminate
at 0 within finitely many steps, which means that X contains an ˛-large set. It is not difficult
to see the converse, and we have the following.

Proposition 3.7. Let ˛ < "0. The following assertions are equivalent over RCA0:

1: Any infinite set contains an ˛-large finite subset.

2: ˛ is well-founded.

6 Indeed, this definition still works within EFA with primitive recursive descriptions of ordi-
nals.
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The relations between PH and ˛-largeness are well-studied and have been the topic
of ordinal analysis; see, e.g., [3–5, 22, 25, 27, 41]. Here we list several (digested) results from
those papers. Let !˛

0 D ˛ and !˛
nC1 D !!˛

n , and let !n D !1
n .

Theorem 3.8. The following are provable within RCA0. Let F � N be a finite set with
minF � 3, and let n; k � 1 and m � 0.

1: If F is !kC4-large, then F is 1-dense.2; k/. (Ketonen/Solovay [22])

2: If F is 1-dense.2; k C 1/, then F is !k-large. (folklore)

3: If F is !!�kC1
n -large, then F is 1-dense.nC 1; k/. (essentially [22])

4: If F is 1-dense.n C 1; 3n/, then F is !n-large. (Kotlarski/Piekart/Weiermann
[27])

5: If F is !300m -large, then F is m-dense.2; 2/. (Kołodziejczyk/Yokoyama [25])

6: If F is !3mC2-large, then F is m-dense.3; 2/. (Bigorajska/Kotlarski [4])

Many implications of Theorems 3.2–3.5 follow from the above theorem. Indeed,
1 $ 2 $ 5 of Theorem 3.2 follows from statements 1, 2 and 5 of the above, and 5 ! 1 of
Theorem 3.3, 3 ! 1 of Theorem 3.4, and 1 $ 4 ! 2 of Theorem 3.5 follow from statements
3, 4, and 6. We see other implications in Section 5.

Well-foundedness of ordinals is also heavily related with correctness statements and
their relations are widely studied. For the recent developments, see, e.g., [1,31].

4. Generalizations of PH
In this section, we see several generalizations of the Paris–Harrington principle by

modifying the relative largeness condition “jH j > minH .” They are still natural strength-
enings of the finite Ramsey theorem and quickly follow from the infinite Ramsey theorem
and a compactness argument of the kind presented in Proposition 3.1. Nonetheless, a strong
enough form of the Paris–Harrington principle recovers the infinite Ramsey theorem (The-
orem 4.5) and its iterations provide the r…1

2-correctness of the infinite Ramsey theorem
(Theorems 4.6–4.8).

4.1. Phase transition
A natural generalization of PHn

k would be provided by changing the relative large-
ness condition jH j > minH to jH j > f .minH/ for some function f . We write PHn

k;f

or PHn
k;f

for the statement defined as PHn
k or PHn

k
but with jH j > minH replaced by

jH j > f .minH/. Unfortunately, this does not make PH stronger in most cases. Indeed,
one can easily prove the following.

Proposition 4.1. 1: Let nD 2; 3; : : : or nD 1, and let f be a primitive recursive
function. Then I†1 C PHn proves PHn

f .
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2: Let f be a provably recursive function of PA. Then I†1 C PH proves PHf .

3: Let n D 1; 2; : : : or n D 1 and let k D 2; 3; : : : or k D 1. Then RCA0 C PHn
k

proves that for any function f , PHn
k;f

holds.

On the other hand, PHf can be weaker if f is slower growing than the identity
function. Indeed, if f is a constant function, then PHf is just the finite Ramsey theorem,
and thus it is provable within PA. Weiermann [44] revealed the border of the provability and
unprovability in this context as part of his research program called phase transition.

Theorem 4.2 (Weiermann [44]). Let logn be the inverse function of the nth iterated expo-
nential function expn.x/ where exp.x/ D 2x , and let log� be the inverse function of the
superexponential (tower) function 2x .

1: PHlogn
is not provable from PA for any n � 1.

2: PHlog�
is provable from PA.

A sharper border is revealed in [44], and similar analyses have been done for KM
and other principles as well [35].

4.2. PH with generalized largeness
To obtain further generalization of PH, we want to consider some condition of the

form jH j > f .H/ where f assigns some “required size” for each finite set. Inspired by
Terrence Tao’s blog [43], Gaspar and Kohlenbach [14] introduced several “finitary” versions
of the infinite pigeonhole principle (RT1 in our terminology) which are formulated based on
this idea. Then, Pelupessy generalizes it to the infinite Ramsey theorem as follows.

Definition 4.1 (Gaspar/Kohlenbach [14], Pelupessy [36]). A function f W ŒN�<N ! N is
said to be asymptotically stable if for any increasing sequence of finite sets F0 � F1 � � � �

¹f .Fi /ºi2N converges. Then, the finitary infinite Ramsey theorem FIRTn
k states the follow-

ing:

• FIRTn
k : for any asymptotically stable function f W ŒN�<N ! N, there exists r 2 N

such that for any c W ŒŒ0; r/N �
n ! k, there exists a homogeneous setH � Œ0; r/N

such that jH j > f .H/.

• FIRTn
1 � 8kFIRTn

k , FIRT
1
1 � 8nFIRTn

k .

The finitary infinite pigeonhole principle FIPP2 in [14] is the same as FIRT1
1.

Gaspar/Kohlenbach and Pelupessy showed that FIRTn
k is equivalent to RTn

k over
WKL0 (we will see this in detail later). Thus, FIRTn

k could be considered as a “finitary”
rephrasing of infinite combinatorics.

Remark 4.3. In [14], another form of the finitary infinite pigeonhole principle FIPP3 is also
studied, and the question is raised which is more appropriate as the finitary version of infinite
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pigeonhole principle. However, FIPP3 is equivalent to ACA0 [45], and it does not fit with the
general form of the Ramsey theorem.

Then, can we consider more general statements? Remember that the original idea
of the finite Ramsey theorem or the Paris–Harrington principle is that if a large enough set
is given, one must find a homogeneous set which is still “large” in some sense. Here, we
consider a general concept of largeness for finite sets as follows.

Definition 4.2 (Largeness notion). A family of finite setsL � ŒN�<N is said to be a prelarge-
ness notion if it is upward closed, in other words, F0 2 L and F0 � F1 implies F1 2 L.
A prelargeness notion L is said to be a largeness notion if for any infinite set X � N, there
exists a finite set F � X such that F 2 L.

The idea of the above definition is that an infinite set is always large enough and
thus it should contain a “large finite set” in the sense of L. For example, L! D ¹F 2

ŒN�<N W jF j > minF º is a largeness notion. Note that “L is a prelargeness notion” is just a
…L

1 -statement and thus it is available within EFAL. On the other hand, “L is a largeness
notion” is an r…1

1-statement, so it strictly requires the second-order language. Next, we
generalize the density notion. The following definition can be made within EFAL.

Definition 4.3 (Density with respect to L). Let n � 1 or n D 1 and k � 2 or k D 1. Let
L be a prelargeness notion. We define the density for .n; k;L/ as follows:

• a finite set F is said to be 0-dense.n; k;L/ if F 2 L,

• a finite set F is said to be mC 1-dense.n; k;L/ if for any c W ŒF �n
0

! k0 where
n0 � min¹n;minF º and k0 � min¹k;minF º, there exists a c-homogeneous set
H � F such thatH is m-dense.n; k;L/.

The statement that F is m-dense.n; k;L/ is †L
0 .

Nowwe define the generalized Paris–Harrington principle. The following definition
can be made within RCA0.

Definition 4.4 (Generalized PH). Let n � 1 or n D 1, k � 2 or k D 1 andm 2 N. Then,
the generalized Paris–Harrington principle, mGPHn

k and ItGPHn
k , is defined as follows:

• mGPHn
k : for any largeness notionL and for any infinite setX0, there exists a finite

set F � X0 such that F is m-dense.n; k;L/.

• ItGPHn
k W� 8mmGPHn

k .

Just like for PH, we write GPHn
k for 1GPHn

k , GPH
n for GPHn

1 and so on.

Unlike PHn
k
, GPHn

k is “iterable.” Indeed, GPH
n
k states that if L is a largeness notion,

then the family of all 1-dense.n; k;L/ sets is also a largeness notion, and thus GPHn
k can

be applied to it again. Furthermore, any infinite subset X � N is “isomorphic to N” in the
following sense; if h W N !X is a monotone increasing bijection andL is a largeness notion,
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then h�1.L/ is a largeness notion and for any F �fin N, F is 1-dense.n; k; h�1.L// if and
only if h.F / is 1-dense.n; k;L/. Using these ideas, we can get the following.

Proposition 4.4. Let n D 1; 2; 3; : : : . The following are equivalent over RCA0:

1: mGPHn
k (k D 2; 3; 4; : : : , m D 1; 2; 3; : : : ).

2: GPHn
2 on N: for any largeness notion L, there exists a finite set F � N such

that F is 1-dense.n; 2;L/.

To give a characterization of GPH, we consider the following variants of the infinite
Ramsey theorem which was originally introduced by Flood [11].

Definition 4.5 (Ramsey-type weak Kőnig’s lemma). An infinite homogeneous function for
an infinite .n; k/-coloring tree T on X0 is a function h W ŒX�n ! k such that X � X0 is
infinite and for any m 2 N, there exists p 2 T such that h�ŒX \m�n D p�ŒX \m�n.

We define two forms of the Ramsey-type weak Kőnig’s lemma, RWKLn
k and

RWKLn�
k , as follows:

• RWKLn�
k : for any infinite .n; k/-coloring tree T on N, there exists an infinite

homogeneous function for T (n � 1 and k � 2),

• RWKLn�
1 � 8kRWKLn�

k , RWKL1�
1 � 8nRWKLn�

1 ,

• RWKLn
k : for any infinite .n; k/-coloring tree T on N, there exists a constant infi-

nite homogeneous function for T (n � 1 and k � 2),

• RWKLn
1 � 8kRWKLn

k , RWKL1
1 � 8nRWKLn

1.

Note that the original definition of Ramsey-type weak Kőnig’s lemma by Flood is
our RWKL1

2.7 Over RCA0, it is strictly in-between WKL and DNR (see [11,12]). Variants of
Ramsey-type weak Kőnig’s lemma with homogeneous functions are introduced and studied
by Bienvenu, Patey, and Shafer in [2] and the definition of RWKLn�

k is inspired by them.

Theorem 4.5. Let n � 1 or nD 1 and k � 2 or k D 1. The following are equivalent over
RCA0:

1: GPHn
k .

2: FIRTn
k .

3: RWKLn
k .

4: RTn
k C RWKLn�

k .

Proof. It is enough to show the equivalence for the case n� 1 and k � 2. Equivalence 3$ 4
is easy from the definition. If f W ŒN�<N ! N is asymptotically stable, then L D ¹F W 9G �

7 The original name in [11] was “Ramsey-type Kőnig’s lemma”, but “Ramsey-type weak
Kőnig’s lemma” turned to be the standard name in the later works.
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F jGj > f .G/º is a largeness notion, which implies 1 ! 2. Conversely, if L is a largeness
notion, then a function f defined as f .F / D min¹jGj � 1 W G � F ^ G 2 Lº [ ¹jF jº is
asymptotically stable and F 2 L $ jF j > f .F /. This implies 2 ! 1. Implication 3 ! 1 is
a standard compactness argument which we have seen in Proposition 3.1. To show 1 ! 3, let
T be an infinite .n; k/-coloring tree on N with no infinite constant homogeneous function.
Define L as F 2 L if there is no p 2 T such that p is constant on ŒF �n. Then, one can
check that L is a largeness notion, and hence by 1, there exists a finite set F0 � N which is
1-dense.n; k;L/. Take some p 2 T so that dom.p/ � ŒF0�

n, then there must existH � F0

such thatH 2 L and p is constant on ŒH �n, which is a contradiction.

In case nD 3; 4; 5; : : : , any of the statements in the above theorem is just equivalent
to ACA0, so we mostly interested in the case n D 1 and 2. On the other hand, unlike RT1

2 or
PH1

2, the principle GPH
1
2 is still not trivial since RWKL1

2 (which is equivalent to RWKL1�
2 )

is not provable within RCA0. This may be interpreted as saying that the generalized version of
the Paris–Harrington principle cannot be proved without using some compactness argument.
In general, RWKLn�

k is easily implied by WKL0, but we do not know whether it is strictly
weaker than WKL over RCA0 or not in case n � 2.

4.3. Iterations of generalized PH and correctness statements
The iterated version of GPH can be related to stronger correctness statements.

Theorem 4.6. Let k D 2 or k D 1. Then ItGPH2
k is equivalent to r…1

2-corr.WKL0 C RT2
k/

over WKL0.

Over ACA0
0, any …1

2-formula (of possibly nonstandard length) is equivalent to a
r…1

2-formula, and thus r…1
2-truth predicate is actually the truth predicate for all…1

2-formulas.
Furthermore, It is known that r…1

2-corr.ACA0/ is equivalent to ACA0
0.8 So we simply write

…1
2-corr.T / for r…1

2-corr.T / if T � ACA0.

Theorem 4.7. The following are equivalent over RCA0:

1: RT.

2: GPH.

3: ItGPHn
k (n D 3; 4; : : : , k D 2; 3; : : : ;1).

4: …1
2-corr.ACA0/.

Theorem 4.8. Over RCA0, ItGPH is equivalent to…1
2-corr.ACA0

0/.

We will see the proofs of these theorems using indicators in the next section.
The strength of ItGPH2

2 or ItGPH2 is rather unclear. It is not difficult to check that
RCA0 C ItGPH2

2 implies RT2 and WKL0 C RT2
2 C I†1

1 implies ItGPH2 as in the proof of
Proposition 3.1. (Note that even ItGPH does not imply I†1

1 since I†1
1 is never implied from

8 This follows from the proof of [39, Theorem IX.4.5].
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any true…1
2-statement.) In particular, they are true in any !-models of WKL0 C RT2

2. Mean-
while, the following questions are still open.

Question 4.6. 1: Is ItGPH2
2 equivalent to RT2 over WKL0?

2: Does ACA0 imply ItGPH2 or ItGPH2
2?

5. Indicators and correctness statements

The notion of indicators is introduced by Kirby and Paris [23, 32] to show several
independence results from PA, and its theory is organized systematically by Kaye [21]. The
argument of indicators can connect first-order objects with second-order objects by means
of nonstandard models. Recently, indicators have been used to calibrate the proof-theoretic
strength of the infinite Ramsey theorem in the context of reverse mathematics [6,24,34,46].

5.1. Models of first- and second-order arithmetic
To introduce the argument of indicators, we first set up basic model theory of first-

and second-order arithmetic. For the details, see [16,21,26,39]. A structure for L1 is a 6-tuple
M D .M I 0M ; 1M ;CM ;�M ;�M /. (We often omit the superscript M if it is clear from
the context.) An L1-structure N D .NI 0; 1;C;�;�/ where 0; 1;C;�;� are usual is called
the standard model, and an L1-structure is said to be nonstandard if it is not isomorphic
to N. When we consider an expanded language L1 [ EU where EU D U1; : : : ; Uk are second-
order constants, an L1 [ EU -structure is a pair .M; EUM / where M is an L1-structure and
Ui �M . We may considerN as a special second-order constant which satisfies8xx 2 N, in
other words, NM D M for anyM . For second-order arithmetic, we use Henkin semantics.
A structure for L2 is a pair .M; S/ whereM is an L1-structure and S � P .M/. Thus, any
L1 [ EU -structure can be considered as an L2-structure.

LetM be a nonstandard model of EFA EU . We write ŒM �<M for the set of all “finite
sets inM ” (also calledM -finite sets), in other words, ŒM �<M D .ŒN�<N/M . A nonempty
proper subset I ¨ M is said to be a cut if a < b ^ b 2 I implies a 2 I for any a; b 2 M

(denoted by I �e M ) and aC 1 2 I for any a 2 I . If I is a cut and '.x/ is a † EU
0 -formula

such thatM ˆ '.a/ for any a 2 I (resp. a 2M n I ), then there exists a 2M n I (resp. a 2 I )
such thatM ˆ '.a/. This principle is called overspill (resp. underspill). A cut I �e M is
said to be semiregular if for any F 2 ŒM �<M with jF j � minF , F \ I is bounded in I .

In our study, models of WKL0 play central roles. Here are two important theorems.

Theorem 5.1 (Harrington, see Section IX.2 of [39]).

1: For any countable model .M;S/ˆ RCA0, there exists NS � S such that .M; NS/ˆ

WKL0.9

2: WKL0 is…1
1-conservative over RCA0.

9 Model .M; S/ is said to be countable if both ofM and S are countable.
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Theorem 5.2 (see, e.g., Theorems 7.1.5 and 7.1.7 of [26]). Let M be a model of EFA and
I ¨e M be a cut. Then, I is semiregular if and only if .I; Cod.M=I // ˆ WKL0, where
Cod.M=I / D ¹F \ I W F 2 ŒM �<M º.

5.2. Indicators
Now we give the definition of indicators. Here, we slightly arrange the definition in

[21] so as to fit better with second-order arithmetic.

Definition 5.1 (Indicators). Let EU DU1; : : : ;Uk be second-order constants, and let T � EFA
be an L2-theory.

1: Let M be a countable nonstandard model of EFA EU . A †
EU
0 -definable function

Y W ŒM �<M ! M is said to be an indicator for T on M if for each
F;F 0 2 ŒM �<M , Y.F / � maxF , Y.F / � Y.F 0/ if F � F 0, and

(cut) Y.F / > m for any m 2 N if and only if there exists a cut I ¨e M and
S � Cod.M=I / such that .I; S/ ˆ T , UM

i \ I 2 S for each Ui 2 EU and
F \ I is unbounded in I .

2: A †
EU
0 -formula Y.F; m/ is said to be an indicator for T if for any countable

nonstandard modelM ˆ EFA EV with EU � EV ( EU is a subtuple of EV ), Y defines
an indicator for T onM .

For a given indicator Y , we define two statements “Y � m” and “Y int � m” as
follows:

Y � m � 8X0.X0 is infinite ! 9F �fin X0 Y.F / � m/,

Y int � m � 8a9bY.Œa; b/N/ � m.

Note that Y � m is a r…1
1-statement while Y int � m is a…2-statement.

Theorem 5.3. Define †0-formulas YPHn.F;m/, YPH.F;m/, and YItPHn
k
.F;m/ as follows:

• YPHn.F;m/$mD max¹k0 � maxF W F is 1-dense.n;k0/º [ ¹0º (nD 2; 3; : : : ),

• YPH.F;m/ $ m D max¹n0 � maxF W F is 1-dense.n0; 2/º [ ¹0º,

• YItPHn
k
.F;m/$mDmax¹m0 �maxF WF ism0-dense.n;k/º [ ¹0º (nD 2;3; : : :

or n D 1 and k D 2; 3; 4; : : : or k D 1).

Then, we have the following:

1: YPHn is an indicator for RCA0 C I†0
n�1.

2: YPH is an indicator for ACA0.

3: YItPHn
k
is an indicator for WKL0 C RTn

k .

In addition, these facts are provable within WKL0.
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Proof. For statements 1 and 2, one can reformulate the discussions of [21, Section 14.3]. State-
ment 3 is essentially due to Paris [32, Example 2] (see also [6, Theorem 1] and [34, Lemma 3.2]).
We sketch the proof for statement 3 for the case n D 2; 3; : : : and k D 2; 3; : : :

It is enough to check the condition (cut) for YItPHn
k
. The right-to-left direction fol-

lows from Proposition 3.1 and overspill. For the left-to-right direction, letM be a countable
nonstandard model of EFA EU and let F 2 ŒM �<M bem-dense.n; k/ for anym 2 N. By over-
spill, take d 2M n N such thatF is d -dense.n;k/. We will construct a countable decreasing
sequence ofM -finite sets ¹Fi ºi2N such that Fi is .d � i/-dense.n; k/ and

(i) ifE 2 ŒM �<M and jEj �E, thenE \ ŒminFi ;maxFi /N D ; for some i 2 N,

(ii) if p 2 ŒM �<M and p W ŒF �n ! k, then for some i 2 N, Fi is p-homogeneous.

Once such a sequence is constructed, put I D ¹a 2M W 9i 2 N.a < minFi /º. Then, Fi \ I

is unbounded in I and UM
i \ I 2 Cod.M=I /. By Theorem 5.2, .I;Cod.M=I // ˆ WKL0

since I is a semiregular cut by (i), and (ii) implies .I;Cod.M=I // ˆ RTn
k .

Finally, we construct ¹Fi ºi2N. Since ŒM �<M is countable, it is enough to show:

(i)0 if E 2 ŒM �<M , jEj � minE and F is ` C 1-dense.n; k/ then there exists
F 0 � F which is `-dense.n; k/ such that E \ ŒminFi ;maxFi /N D ;,

(ii)0 if p 2 ŒM �<M , p W ŒF �n ! k and F is `C 1-dense.n;k/with `� 1, then there
exists F 0 � F which is `-dense.n; k/ such that F is p-homogeneous.

Indeed, (ii)0 is trivial from the definition of density. For (i)0, define c W ŒF �2 ! 2 as c.¹x;yº/D

0$ Œx; y/N \E D ;, and take a c-homogeneous set F 0 � F such that F 0 is `-dense.n; k/.
If ŒF 0�2 � c�1.1/, then putF 00 D F 0 n ¹minF 0º and we have jF 00j � jEj �minE <minF 00,
butF 00 must be relatively large since it is at least 0-dense.n;k/. Hence ŒF 0�2 � c�1.0/, which
we are done.

For the next theorem, we want to formalize model-theoretic arguments within
second-order arithmetic. Within WKL0, one can set up basic (countable) model theory for
first-order logic, and then prove Gödel’s completeness theorem [39, Sections II.8 and IV.3].
Standard techniques for countable nonstandard models of arithmetic such as the compact-
ness theorem, over/underspill, back and forth, recursive saturation and forcing are naturally
formalizable once a countable model with a full evaluation function (truth definition) is
provided. On the other hand, it is not possible in general to consider N itself as a model of
first-order arithmetic since its truth definition is too complicated,10 hence it is not easy to
guarantee that a family of true sentences are consistent. Still, we can deal with the consistency
of…2-sentences as follows.

10 Some strong enough system such as ACAC
0 can do this, but WKL0 is not enough.
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Lemma 5.4. RCA0 proves the following. Let EA D A1; : : : ; Ak be sets, and let � be a set of
true… EA

2 -sentences. Then, � is consistent (with considering EA as second-order constants).11

Proof. Wework within RCA0 and show that N (together with EA) is a weak model of � in the
sense of [39, Definition II.8.9]. It is enough to construct a function f W S� ! 2which satisfies
Tarski’s truth definition, where S� is the set of all substitution instances of subformulas of � .
Let S�

0 be the set of all substitution instances of† EA
0 -subformulas of � . Since there is a…

EA
1 -

formula which defines the truth of all † EA
0 -formulas, one can take a function f W S�

0 ! 2

which satisfies the truth definition. Then f can be expanded to S� by putting the truth value
1 for all sentences in S� n S�

0 . (They are †
EA

1 or… EA
2 and always true.)

Theorem 5.5. Let T � RCA0 be an L2-theory, and let Y be an indicator for T .

1: For any r…1
1-sentence ', T ` ' if and only if RCA0 C ¹Y � m W m 2 Nº ` '.

2: For any…2-sentence ', T ` ' if and only if I†1 C ¹Y int � m W m 2 Nº ` '.12

If Y is an indicator for T provably in WKL0, we also have the following:

3: Over RCA0, r…1
1-corr.T / is equivalent to 8mY � m.

4: Over I†1,…2-corr.T / is equivalent to 8mY int � m.

Proof. We show statements 1 and 3. (Statements 2 and 4 can be shown similarly.)
The right-to-left direction of statement 1 follows from Theorem 5.1.1 and Tanaka’s

self-embedding theorem [42]. Indeed, if .M; S/ is a countable nonstandard model of T ,
then there exists a model . NM; NS/ which is isomorphic to .M; S/ such that M ¨e

NM and
S � Cod. NM=M/. If X 2 S is infinite in .M; S/ and m 2 N, then there exists NF 2 Œ NM�<

NM

such that X D NF \ M . By the condition (cut), Y. NF / � m, hence there exists a set
F 2 ŒM �<M such that F � X and Y.F / � m by underspill.

For the left-to-right direction of statement 1, it is enough to show that if®
8x9y�.U; x; y/

¯
[ RCA0 [ ¹Y � m W m 2 Nº

is consistent with a second-order constant U and a †U
0 -formula � , then®

8x9y�.U; x; y/
¯

[ T

is consistent. Let .M; S/ be a countable nonstandard model of®
8x9y�.U; x; y/

¯
[ RCA0 [ ¹Y � m W m 2 Nº:

Then there exists an infinite set A in .M; S/ such that for any a; b 2 A with a < b,
8x < a9y < b�.U; x; y/. By overspill, there exists anM -finite set F � A with Y.F / � m

11 This lemma also follows from (the relativization of) the fact that I†1 is equivalent to
…3-corr.EFA/. See [1].

12 For statements 1 and 2, the base theories RCA0 and I†1 can be weakened to RCA�
0 and

EFA C B†1 (the proof still works using recursively saturated models).
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for anym 2 N. By (cut), take I ¨e M and S 0 � Cod.M=I / such that .I;S 0/ˆ T and F \ I

is unbounded in I . The latter implies .I; S 0/ ˆ 8x9y�.U; x; y/.
For the left-to-right direction of statement 3, we first formalize the right-to-left direc-

tion of statement 1 within WKL0. In other words, “for eachm 2 N, Y � m is provable in T ”
is provable within WKL0. Thus it is provable within RCA0 by Theorem 5.1.2 since it is a
…0

2-statement, and hence r…1
1-corr.T / implies 8mY � m.

For the right-to-left direction, again we first work within WKL0. It is enough to show
that if8x9y�.U;x;y/ holds for some setU and a†U

0 -formula � , then ¹8x9y�.U; x; y/º [T

is consistent. Take an infinite set A such that A is �U
1 -definable and for any a; b 2 A with

a < b, 8x < a9y < b�.U; x; y/. Then, by the assumption, for any m 2 N, there exists
a finite set F � A such that Y.F / � m. Thus, by Lemma 5.4, a set of …U

2 -sentences
� D EFAU [ ¹8a 2 F8b 2 F.a < b ! 8x < a9y < b�.U;x;y//º [ ¹Y.F /�m Wm 2 Nº

is consistent (consider F as a new number constant). Take a countable nonstandard model
of � and formalize the argument for the left-to-right direction of statement 1, then we see
that ¹8x9y�.U; x; y/º [ T is consistent.

The above argument actually showed that for any set U , “8mY �m with respect to
any infinite set A �T U ” implies†U

2 -corr.T /. This is a…1
1-statement provable in WKL0, so

it is also provable within RCA0 by Theorem 5.1.2. Thus RCA0 proves that 8mY �m implies
r…1

1-corr.T /.

Theorems 5.3 and 5.5 directly connect PH and the correctness statements, and The-
orems 2.1 and 2.2 are direct consequences of them. They also imply conservation theorems.
Indeed, Theorem 2.6.2 is a direct consequence of Theorems 5.3 and 5.5 plus Theorem 3.8.5
(see [25]).

Proofs of Theorems 3.2–3.6. By definitions, PHn, PH, and ItPHn
k

are equivalent to
8mYPHn � m, 8mYPH � m and 8mYItPHn

k
� m, respectively. Then, equivalences between

variants of PH and corresponding r…1
1-correctness statements (1 $ 3 and 2 $ 4 of Theo-

rems 3.2 and 3.3, 1$ 2 of Theorem 3.4, 1$ 2$ 3 of Theorem 3.5 and Theorem 3.6) follow
fromTheorems 5.3 and 5.5. Implications between variants of PH andwell-foundedness state-
ments follow from Theorem 3.8 (see the paragraph below Theorem 3.8). Other implications
can be shown as follows: 3 ! 5 of Theorem 3.3 and 2 ! 3 of Theorem 3.4 are implied
from the formalization of the fact that RCA0 C I†0

n proves well-foundedness of !k
n for each

k 2 N, and 3 $ 4 of Theorem 3.3 is implied from the formalization of the conservation
result for WKL0 C RT2 in [40].

5.3. Indicators corresponding to largeness notions
To obtain a characterization of r…1

2-correctness, wemodify Theorem 5.5 using indi-
cators which can preserve largeness notions.

Given two finite sets F0 D ¹x0 < � � � < x`�1º and F1 D ¹x0
0 < � � � < x0

`0�1
º, define

F0 E F1 as ` � `0 and xi � x0
i for any i < `. A prelargeness notion L is said to be normal if

F0 2 L and F0 E F1 implies F1 2 L. It is not difficult to check thatL! is a normal largeness
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notion. For a given prelargeness notionL, putLC D ¹F 2 L W 8G � Œ0;maxF �N.G D F !

G 2 L/º. Then LC is a normal prelargeness notion.

Lemma 5.6. The following is provable within WKL0. For any largeness notion L, LC is a
largeness notion.

Proof. Assume that L is a prelargeness notion and there exists an infinite set X D ¹x0 <

x1 < � � � º such that no finite subset ofX is a member ofLC. Define a tree T � N<N as � 2 T

if and only if � is strictly increasing, ¹�.i/ W i < j� jº D ¹xi W i < j� jº and ¹�.i/ W i < j� jº … L.
Then, T is a bounded tree and T is infinite. Take a path h 2 ŒT �, then Y D ¹h.i/ W i 2 Nº is
an infinite set and any finite subset of Y is not a member of L.

Now we generalize the notion of semiregularity with a normal (pre)largeness notion
and consider a variant of Theorem 5.5.

Definition 5.2 (L-semiregularity). LetM be a nonstandard model of EFAL, and let L be a
normal prelargeness notion inM . Then, a cut I �e M is said to be L-semiregular if for any
finite set F … L, F \ I is bounded in I , or equivalently, L \ I is a normal largeness notion
in .I;Cod.M=I //.

A† EU
0 -formula Y L � Y.L;F;m/ (whereL 2 EU ) is said to be anL-semiregular indi-

cator for an L2-theory T if for any countable nonstandard modelM ˆ EFA EV with EU � EV

such that L is a normal prelargeness notion inM , Y L defines an indicator for T onM but
the condition (cut) replaced by

(L-cut) Y.F / > m for any m 2 N if and only if there exists an L-semiregular cut
I ¨e M and S �Cod.M=I / such that .I;S/ˆ T ,UM

i \ I 2 S for eachUi 2 EU

and F \ I is unbounded in I .

Theorem 5.7. Let T � WKL0 be an L2-theory, and let Y L be an L-semiregular indicator
for T provably in WKL0. Then the following assertions are equivalent over WKL0:

1: r…1
2-corr.T /.

2: For any L, if L is a normal largeness notion, then 8mY L � m.

Proof. Implication 1 ! 2 follows from the same discussion as the proof for Theorem 5.5.
To show 2 ! 1, we reason within WKL0 and show that, assuming statement 2 is true, if �.U /
holds for some set U and an r…1

1-formula �.U /, then ¹�.U /º [ T is consistent. By [34,

Proposition 2.5], take a †0
0-formula �.G; F / such that WKL0 proves

8V.�.V / $ 8Z.Z is infinite ! 9F �fin Z�.V \ Œ0;maxF �N ; F ///.

Define L0 � ŒN�<N asG 2 L0 $ 9F � G�.U \ Œ0;maxF �N ; F /, and let L D LC
0 . Since

�.U / holds,L is a normal largeness notion. By assumption, we have Y L �m for anym 2 N.
Thus, by Lemma 5.4, a set of …U;L

2 -sentences � D EFAU;L [ ¹L is a normal prelargeness
notionº [ ¹8G.G 2 L ! 9G0�.U \ Œ0;maxG0�N ;G

0//º [ ¹Y L.F / � m W m 2 Nº is con-
sistent (consider F as a new number constant).
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Take a countable nonstandard model M ˆ � . Then, M ˆ Y L.FM / � m for any
m 2 N and thus there exists an L-semiregular cut I ¨e M and S � Cod.M=I / such that
U I D UM \ I 2 S , LI D LM \ I 2 S and .I; S/ˆ T . Since I is LM -semiregular, LI is
a largeness notion in .I; S/. SinceM ˆ 8G.G 2 L ! 9G0�.U \ Œ0;maxG0�N ; G

0//, we
have .I; S/ ˆ �.U I /.

Theorem 5.8. Let n D 2; 3; 4 : : : or n D 1 and k D 2; 3; 4; : : : or k D 1. Define †L
0 -

formula Y L
ItGPHn

k
as follows:

YItGPHn
k
.L;F;m/$mDmax¹m0 �maxF WF ism0-dense.n;k;L \ L!/º [ ¹0º.

Then, Y L
ItGPHn

k
is an L-semiregular indicator for WKL0 CRTn

k . Moreover, this fact is provable
within WKL0.

Proof. Essentially the same as the proof for Theorem 5.3.3. We additionally need to show
the following (which is an analogous of (i)0):

If L is a normal prelargeness notion, F is `C 1-dense.n; k;L \ L!/ with ` � 1

and G is a finite set such that G … L, then there exists F 0 � F such that F 0 is
`-dense.n; k;L \ L!/ and ŒminF 0;maxF 0/N \G D ;.

Given `,L,F andG as above, define c W ŒF �2 ! 2 as c.¹x;yº/D 1$ Œx;y/N \G¤ ;. Take
a c-homogeneous setF 0 �F such thatF 0 is `-dense.n;k;L \ L!/. If ŒF 0�2 � c�1.0/, we are
done, so assume ŒF 0�2 � c�1.1/. PutG0 DG \ ŒminF 0;maxF 0/N andF 00 D F 0 n ¹minF 0º.
Then F 00 is at least 0-dense.n; k;L \ L!/ and thus F 00 2 L. On the other hand,G0 D F 00 by
the definition of c, and thus G0 2 L. This is a contradiction since G0 � G and G … L.

Proofs of Theorems 4.6, 4.7, and 4.8. ByLemma 5.6, ItGPHn
k is equivalent to the statement

that if L is a normal largeness notion, then 8mY L
ItGPHn

k
� m. Then, implications between

ItGPHn
k and r…1

2-corr.WKL0 C RTn
k/ follow from Theorems 5.7 and 5.8.
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Constraint
Satisfaction Problem:
what makes
the problem easy
Dmitriy Zhuk

Abstract

The Constraint Satisfaction Problem is the problem of deciding whether there is an assign-
ment to a set of variables subject to some specified constraints. Systems of linear equa-
tions, graph coloring, and many other combinatorial problems can be expressed as Con-
straint Satisfaction Problems for some constraint language. In 1993 it was conjectured
that for any constraint language the problem is either solvable in polynomial time, or NP-
complete, and for many years this conjecture was the main open question in the area. After
this conjecture was resolved in 2017, we finally can say what makes the problem hard
and what makes the problem easy. In the first part of the paper, we give an elementary
introduction to the area, explaining how the full classification appeared and why it is for-
mulated in terms of polymorphisms. We discuss what makes the problem NP-hard, what
makes the problem solvable by local consistency checking, and explain briefly the main
idea of one of the two proofs of the conjecture. The second part of the paper is devoted to
the extension of the CSP, called Quantified CSP, where we allow using both universal and
existential quantifiers. Finally, we discuss briefly other variants of the CSP, as well as some
open questions related to them.
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1. Introduction

Probably the main question in theoretical computer science is to understand why
some computational problems are easy (solvable in polynomial time) while others are dif-
ficult (NP-hard, PSpace-hard, and so on). What is the difference between P and NP? Why
a system of linear equations can be solved in polynomial time by the Gaussian elimination
but we cannot check whether a graph is 3-colorable in polynomial time (if we believe that
P ¤ NP). What is the principal difference between these two problems? To work on this
question, first we would like to classify the problems by whether they are solvable in polyno-
mial time (tractable) or NP-complete. Even for very simple decision problems, sometimes
we do not know the answer.

For example, a system of linear equations in Z2 can be solved by Gaussian elim-
ination, but if we are allowed to add one linear equation with usual sum for integers then
the problem becomes NP-complete [26]. Surprisingly, the complexity is not known if we can
add one equation modulo 24 to a system of linear equations in Z2 (variables are still from
¹0; 1º) [17]. In the paper we give a formal definition to such problems and discuss why some
of them can be solved in polynomial time, while others are NP-hard.

2. Constraint Satisfaction Problem

The above problems are known as the Constraint Satisfaction Problem (CSP), which
is the problem of deciding whether there is an assignment to a set of variables subject to
some specified constraints. Formally, the Constraint Satisfaction Problem is defined as a
triple hX;D;Ci, where

• X D ¹x1; : : : ; xnº is a set of variables,

• D D ¹D1; : : : ; Dnº is a set of the respective domains,

• C D ¹C1; : : : ; Cmº is a set of constraints,

where each variable xi can take on values in the nonempty domain Di , every constraint
Cj 2 C is a pair .tj ; Rj / where tj is a tuple of variables of length mj , called the constraint
scope, and Rj is an mj -ary relation on the corresponding domains, called the constraint
relation.

The question is whether there exists a solution to hX;D;Ci, that is, a mapping that
assigns a value from Di to every variable xi such that for each constraint Cj the image of
the constraint scope is a member of the constraint relation.

To simplify the presentation, we assume that the domain of every variable is a finite
set A. We also assume that all the relations are from a set � , which we call the constraint
language. Then the Constraint Satisfaction Problem over a constraint language � , denoted
CSP.�/, is the following decision problem: given a conjunctive formula

R1.v1;1; : : : ; v1;n1/ ^ � � � ^ Rs.vs;1; : : : ; vs;ns /;
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where R1; : : : ; Rs 2 � , and vi;j 2 ¹x1; : : : ; xnº for every i; j , decide whether this formula
is satisfiable. Note that in the paper we do not distinguish between relations and predicates,
and in the previous formula we write relations meaning predicates.

2.1. Examples
It is well known that many combinatorial problems can be expressed as CSP.�/

for some constraint language � . Moreover, for some � the corresponding decision problem
can be solved in polynomial time; while for others it is NP-complete. It was conjectured that
CSP.�/ is either in P or NP-complete [29]. Let us consider several examples.

System of linear equations. Let A D ¹0; 1º and

� D
®
a1x1 C a2x2 C � � � C akxk D a0 j a0; a1; : : : ; ak 2 Z2

¯
;

i.e., � consists of all linear equations in the field Z2. Then CSP.�/ is equivalent to the prob-
lem of solving a system of linear equations, which is solvable by the Gaussian elimination
in polynomial time, thus, CSP.�/ is in P.

Graph 2-coloring. To color a graph using two colors, we just need to choose a color of every
vertex so that adjacent vertices have different colors. We assign a variable to each vertex, and
encode the two colors with 0 and 1. For an edge between the i th and j th vertices, we add
the constraint xi ¤ xj . For instance, the 5-cycle is equivalent to the CSP instance

.x1 ¤ x2/ ^ .x2 ¤ x3/ ^ .x3 ¤ x4/ ^ .x4 ¤ x5/ ^ .x5 ¤ x1/:

Hence, the problem of graph 2-coloring is equivalent to CSP.�/ for A D ¹0; 1º and
� D ¹¤º. This problem can be solved locally. We choose a color of some vertex, then we
color their neighbors with a different color, and so on. Either we will color all the vertices,
or we will find an odd cycle, which means that the graph is not colorable using two colors.
Thus, this problem is solvable in polynomial time.

Graph 3-coloring. Similarly, the problem of coloring a graph using 3 colors is equivalent to
CSP.�/ for A D ¹0; 1; 2º and � D ¹¤º. Unlike the graph 2-coloring, this problem is known
to be NP-complete [1].

NAE-satisfability and 1IN3-satisfability. Suppose A D ¹0; 1º. NAE is the ternary not-
all-equal relation, that is, NAE D ¹0; 1º3 n ¹.0; 0; 0/; .1; 1; 1/º. 1IN3 is the ternary 1-in-3
relation, that is, 1IN3 D ¹.0; 0; 1/; .0; 1; 0/; .1; 0; 0/º. As it is known [40], both CSP.¹NAEº/

and CSP.¹1IN3º/ are NP-complete.
The main goal of this paper is to explain why the first two examples are in P, while

the others are NP-hard.

2.2. Reduction from one language to another
To prove the hardness result, we usually reduce a problem to a known NP-hard prob-

lem. Let us show how we can go from one constraint language to another. CSP.�/ can be
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viewed as the problem of evaluating a sentence

9x1 : : : 9xn

�
R1.v1;1; : : : ; v1;n1/ ^ � � � ^ Rs.vs;1; : : : ; vs;ns /

�
; (2.1)

where all variables are existentially quantified. Hence, if we could express one language
using conjunctions and existential quantifiers from another language, then we get a reduction
from one CSP to another. Let us explain how it works on a concrete example.

Let NA1 D ¹0; 1º3 n ¹.1; 1; 1/º, that is, a ternary relation that holds whenever not
all elements are 1. Let A D ¹0; 1º, �1 D ¹NA1; ¤º, and �2 D ¹1IN3º. Let us show that
CSP.�1/ and CSP.�2/ are (polynomially) equivalent. We may check that

.x ¤ y/ D 9u9v 1IN3.x; y; u/ ^ 1IN3.u; u; v/: (2.2)

If fact, from 1IN3.u; u; v/ we derive that u D 0, hence x ¤ y. Similarly, we have

NA1.x; y; z/ D 9x0
9y0

9z0
9x00

9y00
9z00 1IN3.x0; y0; z0/

^ 1IN3.x; x0; x00/ ^ 1IN3.y; y0; y00/ ^ 1IN3.z; z0; z00/: (2.3)

If x D y D z D 1, then x0 D y0 D z0 D 0, which contradicts 1IN3.x0; y0; z0/. In all other
cases, we can find an appropriate assignment.

Any instance of CSP.�1/ can be reduced to an instance of CSP.�2/ in the following
way.We replace each constraint .xi ¤ xj / by the right-hand side of (2.2) introducing two new
variables. Also, we replace each constraint NA1.xi ; xj ; xk/ by the right-hand side of (2.3)
introducing six new variables. This reduction is obviously polynomial (and even log-space).
Similarly, we have

1IN3.x; y; z/ D 9x0
9y0

9z0
�
NA1.x; y; y/ ^ NA1.y; z; z/ ^ NA1.z; x; x/

^ .x ¤ x0/ ^ .y ¤ y0/ ^ .z ¤ z0/ ^ NA1.x0; y0; z0/
�
;

which implies a polynomial reduction from CSP.�2/ to CSP.�1/.
Let us give a formal definition for the above reduction. A formula of the form

9y1 : : : 9ynˆ, where ˆ is a conjunction of relations from � is called a positive primitive
formula (pp-formula) over � . If R.x1; : : : ; xn/ D 9y1 : : : 9ynˆ, then we say that R is pp-
defined by this formula, and 9y1 : : : 9ynˆ is called its pp-definition.

Theorem 2.1 ([35]). Suppose �1 and �2 are finite constraint languages such that each
relation from �1 is pp-definable over �2. Then CSP.�1/ is polynomial time reducible to
CSP.�2/.

2.3. Polymorphisms as invariants
If we can pp-define a relation R from a constraint language � and CSP.¹Rº/ is

NP-hard, then CSP.�/ is also NP-hard. How to show that such a relation cannot be pp-
defined? To prove that something cannot be done, we usually find some fundamental property
(invariant) that is satisfied by anything we can obtain. For the relations, the operations play
the role of invariants.
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We say that an operation f W An ! A preserves a relation R of arity m if for any
tuples .a1;1; : : : ; a1;m/; : : : ; .an;1; : : : ; an;m/ 2 R the tuple�

f .a1;1; : : : ; an;1/; : : : ; f .a1;m; : : : ; an;m/
�

is in R. In this case we also say that f is a polymorphism of R, and R is an invariant of f .
We say that an operation preserves a set of relations � if it preserves every relation in � . In
this case we also write f is a polymorphism of � or f 2 Pol.�/. It can be easily checked
that if f preserves � , then f preserves any relation R pp-definable from � . Moreover, we
can show [15, 31] that Pol.�1/ � Pol.�2/ if and only if �2 is pp-definable over �1, which
means that the complexity of CSP.�/ depends only on Pol.�/.

Example 1. Let R be the linear order relation on ¹0; 1; 2º, i.e.,

R D

 
0 0 0 1 1 2

0 1 2 1 2 2

!
;

where columns are tuples from the relation. Then “an n-ary operation f preservesR” means
that for all  

a1

b1

!
; : : : ;

 
an

bn

!
2 R;

that is, ai � bi , we have

f

 
a1 a2 : : : an

b1 b2 : : : bn

!
WD

 
f .a1; : : : ; an/

f .b1; : : : ; bn/

!
2 R;

that is, f .a1; : : : ; an/ � f .b1; : : : ; bn/. In other words, f is monotonic. For instance, the
operations max and min are monotonic. By the above observation, we know that any relation
pp-definable from R is also preserved by min and max.

Example 2. Let A D ¹0; 1º. Let us show that 1IN3 cannot be pp-defined from NA1 and
x � y. We can check that the conjunction x ^ y (an operation on ¹0; 1º) preserves both
NA1 and x � y. However, x ^ y does not preserve 1IN3 as we have0B@1

0

0

1CA ^

0B@0

1

0

1CA D

0B@0

0

0

1CA … 1IN3 :

For more information on polymorphisms and how they can be used to study the
complexity of the CSP, see [6].

2.4. Local consistency
The first step of almost any algorithm solving a CSP instance is checking local

consistency. For instance, if a constraint forces a variable to be equal to 0, then we could
substitute 0 and remove this variable.

Suppose we have a CSP instance

R1.v1;1; : : : ; v1;n1/ ^ � � � ^ Rs.vs;1; : : : ; vs;ns /: (2.4)
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This instance is called 1-consistent (also known as arc-consistent), if for any variable x any
two constraints Ri .vi;1; : : : ; vi;ni

/ and Rj .vj;1; : : : ; vj;nj
/ having this variable in the scope

have the same projection onto this variable. This means that for every variable x there exists
Dx � A, called the domain of x, such that the projection of any constraint on x is Dx .

Sometimes we need a stronger consistency (similar to singleton-arc-consistency in
[36]). We say that z1 � C1 � z2 � � � � � Cl�1 � zl is a path in a CSP instance I if zi ; ziC1

are in the scope of the constraint Ci for every i 2 ¹1; 2; : : : ; l � 1º. We say that a path
z1 � C1 � z2 � � � � � Cl�1 � zl connects b and c if there exist a1; a2; : : : ; al 2 A such that
a1 D b, al D c, and the projection of each Ci onto zi ; ziC1 contains the tuple .ai ; aiC1/.
A CSP instance I is called cycle-consistent if it is 1-consistent and for every variable z and
a 2 Dz any path starting and ending with z in I connects a and a.

It is not hard to find a polynomial procedure making the instance 1-consistent or
cycle-consistent. For 1-consistency, the idea is to find a variable where the consistency is vio-
lated, then reduce the domainDx of this variable and reduce the corresponding relations.We
repeat this while some constraints violate consistency. Finally, we either get a 1-consistent
instance, or we get a contradiction (derive that Dx D ¿). For cycle-consistency, we should
go deeper. For every variable x and every value a 2 Dx , we reduce the domain of x to ¹aº

and check whether the remaining instance can be made 1-consistent. If not, then x cannot
be equal to a, and a can be excluded from the domain Dx .

Later we will show that in some cases 1-consistency and cycle-consistency are
enough to solve a CSP instance, that is, any consistent instance has a solution. See [5, 36]

for more information about local consistency conditions.

2.5. CSP over a 2-element domain
The complexity of CSP.�/ for each constraint language � on ¹0; 1º was described

in 1978 [40]. This classification can be formulated nicely using polymorphisms.

Theorem 2.2 ([34,40]). Suppose A D ¹0; 1º, � is a constraint language on A. Then CSP.�/

is solvable in polynomial time if

(1) 0 preserves � , or

(2) 1 preserves � , or

(3) x _ y preserves � , or

(4) x ^ y preserves � , or

(5) xy _ yz _ xz preserves � , or

(6) x C y C z preserves � .

CSP.�/ is NP-complete otherwise.
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Let us consider each case and explain how the polymorphisms make the problem
easy. Note that the cases (1) and (2), (3) and (4) are dual to each other, that is why we consider
only one in each pair in detail.

0 preserves � . This case is almost trivial. “The constant 0 preserves a relation R 2 �”
means that R.0; 0; : : : ; 0/ holds. If 0 preserves all relations from � , then .0; 0; : : : ; 0/ is
always a solution of a CSP instance, which makes the problem CSP.�/ trivial.

x _ y preserves � . Let us show how to solve an instance of CSP.�/ if x _ y 2 Pol.�/.
First, we make our instance 1-consistent. Then, unless we get a contradiction, every variable
x has its domain Dx which is either ¹0º, or ¹1º, or ¹0; 1º. We claim that if we send the
variables with domain ¹0º to 0, and the variables with the domain ¹1º and ¹0; 1º to 1, then
we get a solution. In fact, if we apply x _ y to all the tuples of some constraint, we obtain a
tuple consistent with the solution. Thus, 1-consistency guarantees the existence of a solution
in this case.

xy _ yz _ xz preserves � . The operation xy _ yz _ xz returns the most popular value
and is known as a majority operation. It is not hard to check [2] that any relation preserved
by a majority operation can be represented as a conjunction of binary relations, and we may
assume that � consists of only binary relations. As it is shown in Section 2.8, for a 2-element
domain this gives a polynomial algorithm for CSP.�/. Additionally, we can show [36, 47]

that any cycle-consistent instance of CSP.�/ has a solution. Hence to solve an instance, it is
sufficient to make it cycle-consistent, and unless we obtain an empty domain (contradiction)
the instance has a solution.

x C y C z preserves � . It is known (see Lemma 2.8) that x C y C z preserves a relation
R if and only if the relation R can be represented as a conjunction of linear equations. Thus,
CSP.�/ is equivalent to the problem of solving of a system of linear equations in the field
Z2, which is tractable.

2.6. CSP solvable by local consistency checking
As we see in the previous section all tractable CSPs on a 2-element domain can be

solved by two algorithms. The first algorithm just checks some local consistency
(1-consistency, cycle-consistency) and, if a sufficient level of consistency achieved, we
know that the instance has a solution. The second algorithm is the Gaussian elimination
applied to a system of linear equations. In this section we discuss when the first algorithm
is sufficient and why some instances can be solved by a local consistency checking, while
others require something else.

To simplify the presentation in this section, we assume that all constant relations
x D a are in the constraint language. In this case any polymorphism f of� is idempotent, that
is, f .x; x; : : : ; x/ D x. This restriction does not affect the generality of the results because
we can always consider the core of the constraint language and then add all constant relations
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(see [34]). Consider the following system of linear equations in Zp:8̂̂̂̂
<̂̂
ˆ̂̂̂:

x1 C x2 D x3 C 0;

x3 C 0 D x4 C x5;

x4 C 0 D x1 C x6;

x5 C x6 D x2 C 1:

(2.5)

If we calculate the sum of all equations, we will get 0 D 1, which means that the system does
not have a solution. Nevertheless, we may check that the system is cycle-consistent, which
means that the cycle-consistency does not guarantee the existence of a solution for linear
equations. In fact, we can show that there does not exist a local consistency condition that
guarantees the existence of a solution of a system of linear equations (see [5]).

As it was shown in [5,47] if CSP.�/ cannot be solved by cycle-consistency checking
thenwe can express a linear equationmodulop using� . Since our constraint language is on a
domainA, we could not expect to pp-define the relation x1 C x2 D x3 C x4 .modp/. Instead,
we claim that there exist S � A and a surjective mapping ' W A ! Zs

p such that the relation®
.a1; a2; a3; a4º j a1; a2; a3; a4 2 S; '.a1/ C '.a2/ D '.a3/ C '.a4/

¯
(2.6)

is pp-definable. This means that the linear equation is defined on some S modulo some
equivalence relation defined by '. To avoid such a transformation, we could introduce the
notion of pp-constructability and say that x1 C x2 D x3 C x4 .mod p/ is pp-constructable
from � . To keep everything simple, we do not define pp-constructability and use it infor-
mally hoping that the idea of this notion is clear from our example. For more details about
pp-constructability, see [7].

If such a linear equation cannot be pp-defined (pp-constructed) then there should
be some operation that preserves � but not the linear equation modulo p. An operation f is
called a Weak Near Unanimity Operation (WNU) if it satisfies the following identity:

f .y; x; x; : : : ; x/ D f .x; y; x; : : : ; x/ D � � � D f .x; x; : : : ; x; y/:

It is not hard to check that an idempotent WNU of arity p does not preserve a nontrivial
linear equation modulo p (see Lemma 4.9 in [47]). Thus, the existence of an idempotent
p-ary WNU polymorphism of � guarantees that a linear equation modulo p cannot be pp-
defined (pp-constructed). That is why a relation satisfying (2.6) is called p-WNU-blocker.
Hence, if � has WNU polymorphisms of all arities then no linear equations can appear. The
following theorem confirms that nothing but linear equations could be an obstacle for the
local consistency checking.

Theorem 2.3 ([47]). Suppose � is a constraint language containing all constant relations.
The following conditions are equivalent:

(1) every cycle-consistent instance of CSP.�/ has a solution;

(2) � has a WNU polymorphisms of all arities n � 3;

(3) there does not exist a p-WNU-blocker pp-definable from � .
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Thus, the fact that we cannot express (pp-define, pp-construct) a nontrivial linear
equation makes the problem solvable by the cycle-consistency checking.

2.7. CSP Dichotomy Conjecture
In this subsection, we formulate a criterion for CSP.�/ to be solvable in polynomial

time. This criterion is known as the CSP Dichotomy Conjecture, it was formulated almost
30 years ago [28,29] but was an open question until 2017 [19,20,42,44].

Theorem 2.4 ([19,20,42,44]). Suppose � is a constraint language on a finite set A. Then

(1) CSP.�/ is solvable in polynomial time if � is preserved by a WNU;

(2) CSP.�/ is NP-complete otherwise.

The reason why the existence of a WNU polymorphism makes the problem easy
is the fact that we cannot pp-define a strong relation giving us NP-hardness. A relation
R D .B0 [ B1/3 n .B3

0 [ B3
1 /, where B0; B1 � A, B0 ¤ ¿, B1 ¤ ¿, and B0 \ B1 D ¿,

is called a WNU-blocker. Such relations are similar to the not-all-equal (NAE) relation
on ¹0; 1º, where B0 means 0 and B1 means 1. Instead of the existence of a pp-definable
WNU-blocker, we could say that the relation NAE is pp-constructable from � . Note that
CSP.¹NAEº/ and CSP.¹Rº/ for a WNU-blocker R are NP-complete problems.

We can check (see Lemma 4.8 in [47]) that a WNU operation does not preserve a
WNU-blocker. Moreover, we have the following criterion.

Lemma 2.5 ([47]). A constraint language � containing all constant relations is preserved
by a WNU if and only if there is no WNU-blocker pp-definable from � .

Thus, CSP.�/ is solvable in polynomial time if and only if a WNU-blocker cannot
be pp-defined. Hence, the fact that we cannot pp-construct the not-all-equal relation makes
the problem easy, and a WNU is an operation that guarantees that this relation cannot be
pp-constructed.

2.8. How to solve CSP if pp-definable relations are simple
Below we discuss how the fact that only simple relations can be pp-defined from

� can help to solve CSP.�/ in polynomial time. In this case we can calculate the sentence
explicitly eliminating existential quantifiers one by one. I believe that a similar idea should
work for any � preserved by a WNU, which will give us a simple algorithm for CSP.�/.

CSP.�/ can be viewed as the following problem. Given a sentence

9x1 : : : 9xn

�
R1.v1;1; : : : ; v1;n1/ ^ � � � ^ Rs.vs;1; : : : ; vs;ns /

�
;

we need to check whether it holds. To do this, let us remove the quantifiers one by one. Let

�n�1.x1; : : : ; xn�1/ D 9xn

�
R1.v1;1; : : : ; v1;n1/ ^ � � � ^ Rs.vs;1; : : : ; vs;ns /

�
:

In general, �n�1 could be any relation of arity n � 1, and even to write this relation we need
jAjn�1 bits. Nevertheless, we believe that if CSP.�/ is tractable then the relation �n�1 (or
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the important part of it) has a compact representation and can be efficiently computed. Then
we calculate �n�2;�n�3; : : : ;�0, where �i�1.x1; : : : ; xi�1/ D 9xi �i .x1; : : : ; xi /, and the
value of �0 is the answer we need.

We may check that on a 2-element domain we have

9xn

�
R1.v1;1; : : : ; v1;n1/ ^ � � � ^ Rs.vs;1; : : : ; vs;ns /

�
D

^
i;j 2¹1;2;:::;sº

�
9xnRi .vi;1; : : : ; vi;ni

/ ^ Rj .vj;1; : : : ; vj;nj
/
�
: (2.7)

The implication) is obvious. To prove( assume that the left-hand side does not hold. Then
the conjunctive part does not hold on both .x1; : : : ; xn�1; 0/ and .x1; : : : ; xn�1; 1/. Hence,
there exist i and j such that Ri .vi;1; : : : ; vi;ni

/ does not hold on .x1; x2; : : : ; xn�1; 0/ and
Rj .vj;1; : : : ; vj;nj

/ does not hold on .x1; x2; : : : ; xn�1; 1/. Hence, the .i; j /-part of the right-
hand side does not hold.

There are two problems if we use (2.7) to solve the CSP. First, as we mentioned
above, the relation Ri;j .: : : / D 9xnRi .vi;1; : : : ; vi;ni

/ ^ Rj .vj;1; : : : ; vj;nj
/ probably does

not have a compact representation. Second, if we remove the quantifiers 9xn, 9xn�1; : : : ;9x1

one by one, potentially we could get an exponential number of relations in the formula. Let
us show how these problem are solved for concrete examples on a 2-element domain.

2.9. System of linear equations in Z2

Let A D ¹0; 1º and let � consist of linear equations in Z2. Suppose that for every i

we have
Ri .vi;1; : : : ; vi;ni

/ D .ai
1xn C ai

2x2 C � � � C ai
nxn D ai

0/:

For ai
n D a

j
n D 1, we have

Ri;j .: : : /

WD 9xn

�
Ri .vi;1; : : : ; vi;ni

/ ^ Rj .vj;1; : : : ; vj;nj
/
�

D .ai
1x1 C ai

2x2 C � � � C ai
n�1xn�1 C ai

0 D a
j
1x1 C a

j
2x2 C � � � C a

j
n�1xn�1 C a

j
0 /:

If ai
n D 0 then the constraint Ri .vi;1; : : : ; vi;ni

/ does not depend on xn, so we keep it as it is
when remove the quantifier. Hence, in every case we have a compact representation of�n�1.
To avoid the exponential growth of the number of the constraints, we use the idea from the
Gaussian elimination. Choose k such that ak

n D 1, then calculate only Rk;1; : : : ; Rk;s and
ignore all the other relations. Thus, in this case we have

�n�1.x1; : : : ; xn�1/ D 9xn

�
R1.v1;1; : : : ; v1;n1/ ^ � � � ^ Rs.vs;1; : : : ; vs;ns /

�
D

^
j 2¹1;2;:::;sº

�
9xnRk.vk;1; : : : ; vk;nk

/ ^ Rj .vj;1; : : : ; vj;nj
/
�
: (2.8)

Proceeding this way, we calculate �n�2; �n�3; : : : ; �0. Note that (2.8) holds not
only for linear equations but whenever a variable xn is uniquely determined by the other
variables in Rk.vk;1; : : : ; vk;n1

/.
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2.10. 2-satisfability
Let A D ¹0; 1º and let � consist of all binary relations. In this case Ri;j is also

binary, which means that we do not have a problem with a compact representation. Also,
every time we eliminate a quantifier and caclulate �i , we remove the repetitive constraints.
Therefore, in each �i we cannot have more than i � i � 222 constraints because we have i

different variables and 222 different binary relations on ¹0; 1º.
As we see, the main question in both examples is the existence of a compact repre-

sentation. In the first example we represent any relation as a conjunction of linear equations,
in the second we represent as a conjunction of binary relations. We could ask when such a
compact representation exists. Let s�.n/ be the number of pp-definable from � relations of
arity n. If log2 s�.n/ grows exponentially then we need exponential space to encode relations
of arity n and we cannot expect a compact representation. We say that � has few subpowers
if log2 s�.n/ < p.n/ for a polynomial p.n/. It turns out that there is a simple criterion for
the constraint language to have few subpowers. An operation t is called an edge operation if
it satisfies the following identities:

t .x; x; y; y; y; : : : ; y; y/ D y;

t.x; y; x; y; y; : : : ; y; y/ D y;

t.y; y; y; x; y; : : : ; y; y/ D y;

t.y; y; y; y; x; : : : ; y; y/ D y;

: : :

t .y; y; y; y; y; : : : ; x; y/ D y;

t.y; y; y; y; y; : : : ; y; x/ D y:

Theorem 2.6 ([9]). A constraint language � containing all constant relations has few sub-
powers if and only if it has an edge polymorphism.

We can show that if � has few subpowers then the pp-definable relations have a
natural compact representation, which gives a polynomial algorithm for CSP.�/ [33]. Note
that two examples of an edge operation were given earlier in this paper. The first example
is a majority operation satisfying m.y; y; x/ D m.y; x; y/ D m.x; y; y/ D y. By adding
3 dummy variables in the beginning, we get the required properties of an edge operation.
Another example is x C y C z on ¹0; 1º. By adding dummy variables at the end, we can
easily satisfy all the identities. Very roughly speaking, any few subpowers case is just a
combination (probably very complicated) of the majority case and the linear case.

2.11. Strong subuniverses and a proof of the CSP Dichotomy Conjecture
In this subsection, we consider another simple idea that can solve the CSP in poly-

nomial time. This idea is one of the two main ingredients of the proof of the CSP Dichotomy
Conjecture in [42,44].

Assume that for every variable x whose domain is Dx , jDxj > 1, we can choose a
subset Bx ¨ Dx such that if the instance has a solution, then it has a solution with x 2 Bx .
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In this case we can reduce the domains iteratively until the moment when each domain has
exactly one element, which usually gives us a solution.

As we saw in Section 2.5, if � is preserved by x _ y and the instance is 1-consistent
then we can safely reduce the domain of a variable to ¹1º. Similarly, if � is preserved by
the majority operation xy _ yz _ xz and the instance is cycle-consistent, then we can safely
reduce the domain ¹0; 1º to ¹0º and ¹1º [47]. It turns out that this idea can be generalized for
any constraint language preserved by a WNU operation.

A unary relation B � A is called a subuniverse if B is pp-definable over � . It can
be easily checked that all the domains Dx that appear while checking consistency (see Sec-
tion 2.4) are subuniverses. Let us define three types of strong subuniverses:

Binary absorbing subuniverse. We say that B 0 is a binary absorbing subuniverse of B if
there exists a binary operation f 2 Pol.�/ such that f .B 0; B/ � B 0 and f .B; B 0/ � B 0. For
example, if the operation x _ y preserves � then ¹1º is a binary absorbing subuniverse of
¹0; 1º and x _ y is a binary absorbing operation.

Ternary absorbing subuniverse. We say thatB 0 is a ternary absorbing subuniverse of B if
there exists a ternary operation f 2 Pol.�/ such that f .B 0;B 0;B/ � B 0, f .B 0;B;B 0/ � B 0,
and f .B; B 0; B 0/ � B 0. For example, if the majority operation xy _ yz _ xz preserves � ,
then both ¹0º and ¹1º are ternary absorbing subuniverses of ¹0; 1º. Since we can always add
a dummy variable to a binary absorbing operation, any binary absorbing subuniverse is also
a ternary absorbing subuniverse.

To define the last type of strong subalgebras we need some understanding of the
Universal Algebra. We do not think a concrete definition is important here, that is why if a
reader thinks the definition is too complicated, we recommend to skip it and think about the
last type as something similar to the first two.

PC subuniverse. A set F of operations is called Polynomially Complete (PC) if any oper-
ation can be derived from F and constants using composition. We say that B 0 is a PC
subuniverse of B if there exists a pp-definable equivalence relation � � B � B such that
Pol.�/=� is PC.

A subset B 0 of B is called a strong subuniverse if B 0 is a ternary absorbing subuni-
verse or a PC subuniverse.

Theorem 2.7 ([47]). Suppose � contains all constant relations and is preserved by a WNU
operation, B � A is a subuniverse. Then

(1) there exists a strong subuniverse B 0 ¨ B , or

(2) there exists a pp-definable nontrivial equivalence relation � on B and
f 2 Pol.�/ such that .BI f /=� Š .Zk

p I x � y C z/.

As it follows from the next lemma, the second condition implies that any pp-
definable relation (modulo � ) can be viewed as a system of linear equations in a field.
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Lemma 2.8 ([32]). Suppose R � Zn
p preserved by x � y C z. Then R can be represented

as a conjunction of relations of the form a1x1 C � � � C anxn D a0 .mod p/.

For CSPs solvable by the local consistency checking, strong subuniverses have the
following property.

Theorem 2.9 ([47]). Suppose

(1) � is a constraint language containing all constant relations;

(2) � is preserved by a WNU of each arity n � 3;

(3) I is a cycle-consistent instance of CSP.�/;

(4) Dx is the domain of a variable x;

(5) B is a strong subalgebra of Dx .

Then I has a solution with x 2 B .

Thus, strong subuniverses have the required property that we cannot loose all the
solutions when we restrict a variable to it. As it was proved in [44], a similar theorem holds
for any constraint language preserved by aWNU operation (with additional consistency con-
ditions on the instance). We skip this result because it would require too many additional
definitions.

As we see from Theorem 2.7, for every domain Dx either we have a strong subuni-
verse and can reduce the domain of some variable, or, modulo some equivalence relation,
we have a system of linear equations in a field. If � has a WNU polymorphism of each arity
n � 3, then we always have the first case; hence, we can iteratively reduce the domains until
the moment when all the domains have just one element, which gives us a solution. That
is why any cycle-consistent instance in this situation has a solution. If we always have the
second case then this situation is similar to a system of linear equations, but different linear
equations can be mixed which makes it impossible to apply usual Gaussian elimination.
Nevertheless, the few subpowers algorithm solves the problem [33].

For many years the main obstacle was that these two situations can be mixed and
at the moment we do not know an elegant way how to split them. Nevertheless, the general
algorithm for tractable CSP presented in [44] is just a smart combination of these two ideas:

• if there exists a strong subalgebra, reduce

• if there exists a system of linear equations, solve it.

For more information about this approach as well as its connection with the second
general algorithm see [3].

2.12. Conclusions
Even though we still do not have a simple algorithm that solves all tractable Con-

straint Satisfaction Problems, we understand what makes the problem hard, and what makes
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the problem easy. First, we know that in all the hard cases we can pp-construct (pp-define) the
not-all-equal relation, which means that all the NP-hard cases have the same nature. Second,
if the CSP is not solvable locally then we can pp-construct (pp-define) a linear equation in
a field. Moreover, any domain of a tractable CSP either has a strong subalgebra and we can
(almost) safely reduce the domain, or there exists a system of linear equations on this domain.
This implies that any tractable CSP can be solved by a smart combination of the Gaussian
elimination and local consistency checking, and emphasizes the exclusive role of the linear
case in Universal Algebra and Computational Complexity.

Note that both CSP algorithms in [20, 44] depend exponentially on the size of the
domain, and we could ask whether there exists a universal polynomial algorithm that works
for any constraint language � admitting a WNU polymorphism.

Problem 1. Does there exist a polynomial algorithm for the following decision problem:
given a conjunctive formula R1.v1;1; : : : ; v1;n1/ ^ � � � ^ Rs.vs;1; : : : ; vs;ns /, where all rela-
tions R1; : : : ; Rs are preserved by a WNU, decide whether this formula is satisfiable.

If the domain is fixed then the above problem can be solved by the algorithms from
[19,42]. In fact, we know from [4, Theorem 4.2] that from aWNU on a domain of size k we can
always derive a WNU (and also a cyclic operation) of any prime arity greater than k. Thus,
we can find finitely many WNU operations on a domain of size k such that any constraint
language preserved by aWNU is preserved by one of them. It remains to apply the algorithm
for each WNU and return a solution if one of them gave a solution.

3. Quantified CSP

A natural generalization of the CSP is the Quantified Constraint Satisfaction Prob-
lem (QCSP), where we allow to use both existential and universal quantifiers. Formally, for
a constraint language � , QCSP.�/ is the problem to evaluate a sentence of the form

8x19y1 : : : 8xn9yn R1.v1;1; : : : ; v1;n1/ ^ � � � ^ Rs.vs;1; : : : ; vs;ns /;

where R1; : : : ; Rs 2 � , and vi;j 2 ¹x1; : : : ; xn; y1; : : : ; ynº for every i; j (see [16,23,24,37]).
Unlike the CSP, the problem QCSP.�/ can be PSpace-hard if the constraint language � is
powerful enough. For example, QCSP.¹NAEº/ andQCSP.¹1IN3º/ on the domainA D ¹0;1º

are PSpace-hard [25,27], andQCSP.¹¤º/ for jAj > 2 is also PSpace-hard [16]. Nevertheless, if
� consists of linear equationsmodulop then QCSP.�/ is tractable [16]. It was conjectured by
Hubie Chen [22,24] that for any constraint language� the problemQCSP.�/ is either solvable
in polynomial time, or NP-complete, or PSpace-complete. Recently, this conjecture was dis-
proved in [48], where the authors found constraint languages � such that QCSP.�/ is coNP-
complete (on a 3-element domain), DP-complete (on a 4-element domain), ‚P

2 -complete
(on a 10-element domain). Despite the whole zoo of the complexity classes, we still hope to
obtain a full classification of the complexity for each constraint language � .

Below we consider the main idea that makes the problem easier than PSpace.
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3.1. PGP reduction for …2 restrictions
For simplicity let us consider the …2-restriction of QCSP.�/, denoted QCSP2.�/,

in which the input is of the form

8x1 : : : 8xn9y1 : : : 9ymR1.: : : / ^ � � � ^ Rs.: : : /: (3.1)

Such an instance holds whenever the conjunctive formulaR1.: : : / ^ � � � ^ Rs.: : : / is solvable
for any evaluation of x1; : : : ; xn, which gives us a reduction of the instance to jAjn instances
of CSP.��/, where by �� we denote � [ ¹.x D a/ j a 2 Aº. If we need to check jAjn tuples,
which is exponentiallymany, this does not make the problem easier. Nevertheless, sometimes
it is sufficient to check only polynomially many tuples. Let us consider a concrete example.

System of linear equations. Suppose A D ¹0; 1º and � consists of linear equations in Z2.
Let us check that the instance (3.1) holds for .x1; : : : ; xn/ D .0; : : : ; 0/, and .x1; : : : ; xn/ D

.0; : : : ; 0; 1; 0; : : : ; 0/ for any position of 1. To do this, we solve the CSP instance R1.: : : / ^

� � � ^ Rs.: : : / ^
Vn

iD1.xi D 0/, and for every j 2 ¹1; 2; : : : ; nº we solve the instance
R1.: : : / ^ � � � ^ Rs.: : : / ^ .xj D 1/ ^

V
i¤j .xi D 0/. Each instance is a system of linear

equations and can be solved in polynomial time. If at least one of the instances does not have
a solution, then the instance (3.1) does not hold. Assume that all of them are satisfiable, then
consider the relation � defined by the following pp-formula over �:

�.x1; : : : ; xn/ D 9y1 : : : 9ymR1.: : : / ^ � � � ^ Rs.: : : /:

Since � is preserved by x C y C z, � is also preserved by x C y C z. Applying
this operation to the tuples .0; 0; : : : ; 0/; .1; 0; : : : ; 0/; .0; 1; 0; : : : ; 0/; : : : ; .0; 0; : : : ; 0; 1/ 2 �

coordinatewise, we derive that � D ¹0; 1ºn, that is, � contains all tuples and (3.1) holds.
Thus, we showed that QCSP2.�/ is solvable in polynomial time.

This idea can be generalized as follows. We say that a set of operations F (or an
algebra .AIF /) has the polynomially generated powers (PGP) property if there exists a poly-
nomial p.n/ such that An can be generated from p.n/ tuples using operations of F . Another
behavior that might arise is that there is an exponential function f so that the smallest gen-
erating sets for An require size at least f .n/. We describe this as the exponentially generated
powers (EGP) property. As it was proved in [43] these are the only two situations we could
have on a finite domain. Moreover, it was shown that the generating set in the PGP case can
be chosen to be very simple and efficiently computable. As a generating set of polynomial
size, we can take the set of all tuples with at most k switches, where a switch is a position
in .a1; : : : ; an/ such that ai ¤ aiC1. This gives a polynomial reduction of QCSP2.�/ to
CSP.��/ if Pol.�/ has the PGP property.

3.2. A general PGP reduction
Let us show that the same idea can be applied to the general form of QCSP.�/. First,

we show how to move universal quantifiers left and convert an instance into the …2-form.
Notice that the sentence 9y19y2 : : : 9ys8xˆ is equivalent to

8x1
8x2 : : : 8xjAj

9y19y2 : : : 9ysˆ1 ^ ˆ2 ^ � � � ^ ˆjAj;
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where each ˆi is obtained from ˆ by renaming x by xi . In this way we can convert any
instance 9y18x1 : : : 9yt 8xt ˆ of QCSP.�/ into the …2-restriction by moving all universal
quantifiers left:

8x1
1 : : : 8x

jAj

1 8x1
2 : : : 8x

jAj2

2 : : : 8x1
t : : : 8x

jAjt

t

9y19y1
2 : : : 9y

jAj

2 : : : 9y1
t : : : 9y

jAjt�1

t ˆ1 ^ ˆ2 ^ � � � ^ ˆq;
(3.2)

where each ˆi is obtained from ˆ by renaming the variables. The only problem with this
reduction is that the number of variables and constraints could be exponential. Nevertheless,
we can apply the PGP idea to this sentence. If Pol.�/ has the PGP property then there exists
a constant k such that it is sufficient to check (3.2) only on the tuples with at most k switches.
Those k switches appear in at most k original x-variables and all the remaining variables
can be fixed with constants. This allows reducing QCSP.�/ to a sentence with a constant
number of universal quantifiers or even remove all of them.

Theorem 3.1 ([45]). Suppose Pol.�/ has the PGP property. ThenQCSP.�/ is polynomially
equivalent to the modification of QCSP2.�/ where sentences have at most jAj universally
quantified variables.

Theorem 3.2 ([45]). Suppose Pol.�/ has the PGP property. ThenQCSP.�/ is polynomially
reduced to CSP.��/.

This idea gives us a complete classification of the complexity of QCSP.�/ for a
two-element domain.

Theorem 3.3 ([25, 27]). Suppose � is a constraint language on ¹0; 1º. Then QCSP.�/ is
solvable in polynomial time if � is preserved by an idempotent WNU; QCSP.�/ is PSpace-
complete otherwise.

It is known [39] that if � admits an idempotent WNU, then it is preserved by
x C y C z, x _ y, x ^ y, or xy _ yz _ xz. Hence, to prove the above theorem, it is sufficient
to check that these operations guarantee the PGP property, which by Theorem 3.2 gives a
polynomial reduction to a tractable CSP. To show the PGP property, we verify that the tuples
.0; 0; : : : ; 0/, .1; 1; : : : ; 1/, .1; 0; : : : ; 0/; .0; 1; 0; : : : ; 0/; : : : ; .0; : : : ; 0; 1/ generate ¹0; 1ºn

using any of the above operations.

3.3. Does EGP mean hard?
Thus, if Pol.�/ has the PGP property then we have a nice reduction to CSP, and

QCSP.�/ belongs to NP. What can we say about the complexity of QCSP.�/ if Pol.�/

has the EGP property? Hubie Chen conjectured in [24] that QCSP.�/ is PSpace-complete
whenever Pol.�/ has the EGP property.

For constraint languages � containing all constant relations, a characterization of
Pol.�/ that have the EGP property is given in [43], where it is shown that � must allow the
pp-definition of relations �n with the following special form.
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Definition 3.4. Let ˛ [ ˇ D A, yet neither ˛ nor ˇ equals D. Let S D ˛3 [ ˇ3 and �n be
the 3n-ary relation given by

Wn
iD1 S.xi ; yi ; zi /.

The complement to S represents the not-all-equal relation and the relations �n allow
for the encoding of the complement of Not-All-Equal 3-Satisfiability (where ˛ n ˇ is 0 and
ˇ n ˛ is 1). Thus, if one has polynomially computable (in n) pp-definitions of �n, then it
is clear that QCSP.�/ is co-NP-hard [22]. In light of this observation, it seemed that only a
small step remained to proving the actual Chen Conjecture, at least with coNP-hard in place
of PSpace-complete.

3.4. Surprising constraint language and the QCSP on a 3-element domain
As we saw in Section 2.7, the CSP is NP-hard if and only the we can pp-define

(pp-construct) the not-all-equal relation. In the previous subsection, we mentioned that in
the EGP case we can always pp-construct the complement to Not-All-Equal 3-Satisfability,
which almost guarantees coNP-hardness. Surprisingly, two constraint languages � on
A D ¹0; 1; 2º were discovered in [48] for which any pp-definition of �n is of exponential
size, which makes it impossible to use this reduction.

Theorem 3.5 ([48]). There exists a constraint language � on ¹0; 1; 2º such that

(1) Pol.�/ has the EGP property,

(2) �n is pp-definable over �

(3) any pp-definition of �n for ˛ D ¹0; 1º and ˇ D ¹0; 2º has at least 2n variables,
and

(4) QCSP.�/ is solvable in polynomial time.

The algorithm in (4) consists of the following three steps. First, it reduces an instance
to a …2-form 8x1 : : : 8xn9y1 : : : 9ymˆ. Then, by solving polynomially many CSPs, it cal-
culates polynomially many evaluations to .x1; : : : ; xn/ we need to check. Finally, it checks
that ˆ has a solution for each of these evaluations. It is proved in [48] that this test guarantees
that the instance holds.

This result was shocking because of several reasons. Not only it disproved the widely
believedChenConjecture but showed that we need toworry about the existence of an efficient
pp-definition. Before, if we could pp-define a strong relation (such as �n) then the problem
was hard. Another surprising thing is that we have to calculate the evaluations of .x1; : : : ; xn/

we need to check, In fact, if we do not look inside ˆ then we have to check all the tuples
from ¹0; 1ºn.

Despite the fact that we are far from having a full classification of the complexity
of the QCSP, we know the complexity for any constraint language on a 3-element domain
containing all constant relations. This classification is given in terms of polymorphisms.
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Theorem 3.6 ([48]). Suppose � is a finite constraint language on ¹0; 1; 2º containing all
constant relations. ThenQCSP.�/ is either solvable in polynomial time, NP-complete, coNP-
complete, or PSpace-complete.

3.5. Conclusions
Unlike the CSP where the complexity is known for any constraint language � here

the complexity is wide open.

Problem 2. What is the complexity of QCSP.�/?

Moreover, we do not even have a conjecture describing the complexity.We know that
for some constraint languages � the problem QCSP.�/ is DP-complete and ‚P

2 -complete,
but we do not know whether there are some other complexity classes and whether we have
finitely many of them.

Problem 3. What complexity classes (up to polynomial equivalence) can be expressed as
QCSP.�/ for some constraint language �?

Now it is hard to believe that there will be a simple classification, that is why it
is interesting to start with a 3-element domain (without constant relations) and 4-element
domain. Probably, a more important problem is to describe all tractable cases assuming
P ¤ NP.

Problem 4. Describe all constraint languages � such that QCSP.�/ is solvable in polyno-
mial time.

4. Other variants of CSP

The Quantified CSP is only one of many other variations and generalizations of the
CSP whose complexity is still unknown. Here we list some of them.

4.1. CSP over an infinite domain
If we consider CSP.�/ for a constraint language on an infinite domain, the situa-

tion changes significantly. As was shown in [11], every computational problem is equivalent
(under polynomial-time Turing reductions) to a problem of the form CSP.�/. In [14] the
authors gave a nice example of a constraint language � such that CSP.�/ is undecidable.
Let � consist of three relations (predicates) x C y D z, x � y D z and x D 1 over the set of
all integers Z. Then the Hilbert’s 10th problem can be expressed as CSP.�/, which proves
undecidability of CSP.�/. Nevertheless, there are additional assumptions that send the CSP
back to the class NP and make complexity classifications possible [8,12]. For more informa-
tion about the infinite domain CSP and the algebraic approach, see [10,14].
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4.2. Surjective Constraint Satisfaction Problem
A natural modification of the CSP is the Surjective Constraint Satisfaction Problem,

where we want to find a surjective solution. Formally, for a constraint language � over a
domain A, SCSP.�/ is the following decision problem: given a formula

R1.: : : / ^ � � � ^ Rs.: : : /;

where all relations R1; : : : ; Rs are from � , decide whether there exists a surjective solution,
that is, a solution with ¹x1; : : : ; xnº D A. Probably, the most natural examples of the Surjec-
tive CSP are defined as the surjective graph homomorphism problem, which is equivalent to
SCSP.�/ where � consists of one binary relation that is viewed as a graph. An interesting
fact about the complexity of the Surjective CSP is that its complexity remained unknown for
many years even for very simple graphs and constraint languages. Three most popular exam-
ples of such long-standing problems are the complexity for the reflexive 4-cycle (undirected
having a loop at each vertex) [38], the complexity for the nonreflexive 6-cycle (undirected
without loops) [41], and the complexity of the No-Rainbow-Problem (SCSP.¹N º/ where
A D ¹0; 1; 2º and N D ¹.a; b; c/ j ¹a; b; cº ¤ Aº) [46]. Even though these three problems
turned out to be NP-complete, the complexity seems to be unknown even for graphs of size
5 and cycles.

Problem 5. What is the complexity of SCSP.�/?

It was shown in [46] that the complexity of SCSP.�/ cannot be described in terms
of polymorphisms, which disproved the only conjecture about the complexity of SCSP.�/

we know. This conjecture, formulated by Hubie Chen, says that SCSP.�/ and CSP.��/ have
the same complexity. Nevertheless, this conjecture still can hold for graphs.

Problem 6. Is it true that SCSP.¹Rº/ and CSP.¹Rº�/ have the same complexity for any
binary relation R?

For more results on the complexity of the SCSP, see the survey [13].

4.3. Promise CSP
A natural generalization of the CSP is the Promise Constraint Satisfaction Problem,

where a promise about the input is given (see [18,21]). Let � D ¹.RA
1 ; RB

1 /; : : : ; .RA
t ; RB

t /º,
where RA

i and RB
i are relations of the same arity over the domains A and B , respectively.

Then PCSP.�/ is the following decision problem: given two conjunctive formulas

RA
i1

.v1;1; : : : ; v1;n1/ ^ � � � ^ RA
is

.vs;1; : : : ; vs;ns /;

RB
i1

.v1;1; : : : ; v1;n1/ ^ � � � ^ RB
is

.vs;1; : : : ; vs;ns /;

where .RA
ij

; RB
ij

/ are from � for every j and vi;j 2 ¹x1; : : : ; xnº for every i; j , distinguish
between the case when both of them are satisfiable, and when both of them are not satisfiable.
Thus, we are given twoCSP instances and a promise that if one has a solution then another has
a solution. Usually, it is also assumed that there exists amapping (homomorphism) h W A ! B

such that h.RA
i / � RB

i for every i . In this case, the satisfiability of the first formula implies
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the satisfiability of the second one. To make sure that the promise can actually make an
NP-hard problem tractable, see Example 2.8 in [21].

The most popular example of the Promise CSP is graph .k; l/-colorability, where
we need to distinguish between k-colorable graphs and not even l-colorable, where k � l .
This problem can be written as follows.

Problem 7. Let jAj D k, jBj D l , � D ¹.¤A; ¤B/º. What is the complexity of PCSP.�/?

Recently, it was proved [21] that .k; l/-colorability is NP-hard for l D 2k � 1 and
k � 3 but even the complexity of .3; 6/-colorability is still not known.

Even for a 2-element domain the problem is wide open, but recently a dichotomy
for symmetric Boolean PCSP was proved [30].

Problem 8. Let A D B D ¹0; 1º. What is the complexity of PCSP.�/?
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1. Introduction

Locally compact groups have attracted sustained attention because, on the one hand,
rich classes of these groups have fruitful connections with other fields and, on the other,
they have a well-developed theory that underpins those connections and delineates group
structure. Salient features of this theory are the existence of a left-invariant, or Haar, measure;
and the decomposition of a general group into pieces, many of which may be described
concretely and in detail.

Haar measure permits representations of a general locally compact group by oper-
ators on spaces of measurable functions, and is thus the foundation for abstract harmonic
analysis. Connections with partial differential equations, physics, and number theory come
about through these representations. Locally compact groups are the largest class for which
an invariant measure exists and for which harmonic analysis can be done in this form, as was
shown by A. Weil [81].

The decomposition theory of an arbitrary locally compact group G begins with the
short exact sequence

0 ! Gı
! G ! G=Gı

! 0;

in which the closed normal subgroup Gı is the connected component of the identity. The
Gleason–Yamabe theorem [73, Th. 6.0.11] applies to Gı to show that it is a projective limit of
connected Lie groups, and powerful tools from the theory of Lie groups may thus be brought
to bear on Gı. Groups occurring in physics and differential equations are often Lie groups.
The quotientG=Gı is a totally disconnected locally compact group (abbreviated tdlc group).
Lie groups over local fields are important examples of tdlc groups having links to number
theory and algebraic geometry (see, for example, [49,69]). Unlike the connected case however,
many other significant tdlc groups, such as the automorphism groups of locally finite trees
first studied in [76], cannot be approximated by Lie groups. While substantial progress has
been made with our understanding of tdlc groups much remains to be done before it could be
said that the structure theory has reached maturity. This article surveys our current state of
knowledge, much of which is founded on a theorem of van Dantzig, [77], which ensures that
a tdlc groupG has a basis of identity neighborhoods consisting of compact open subgroups.

Decompositions of general tdlc groups are described in Section 2. This section
includes a discussion of the so-called elementary groups, which are those built from dis-
crete and compact groups by standard operations. Discrete and compact groups are large
domains of study in their own right and it is seen how elementary groups can be factored out
in the analysis of a general tdlc group. Simple groups are an important aspect of any decom-
position theory and what is known about them is summarized in Section 3. This includes
a local structure theory and the extent to which local structure determines the global struc-
ture of the group. Section 4 treats scale methods, which associate invariants and special
subgroups to abelian groups of automorphisms and which in some circumstances substitute
for the Lie methods available for connected groups. A unifying theme of our approach is
the dynamics of the conjugation action: Section 2 is concerned with the conjugation action
of G on its closed subnormal subgroups, Section 3 uses in an essential way the conjugation
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action ofG on its closed subgroups, especially those that are locally normal, while Section 4
concerns the dynamics of the conjugation action of cyclic subgroups (and, more generally,
flat subgroups) on the topological space G. Section 5 highlights a few open questions and
directions for further research.

2. Decomposition theory

2.1. Normal subgroup structure
Finite groups, Lie groups, and algebraic groups constitute three of the most impor-

tant classes of groups. Their respective structure theories are deep and far-reaching. One of
the common themes consists in reducing problems concerning a given group G in one of
these classes to problems about simple groups in the corresponding class, and then tackling
the reduced problem by invoking classification results. Striking illustrations of this approach
in the case of finite groups can be consulted in R. Guralnick’s ICM address [43].

Since the category of locally compact groups contains all discrete groups, hence all
groups, developing a similar theory for locally compact groups is hopeless. Nevertheless, the
possibility to construct meaningful “decompositions of locally compact groups into simple
pieces” has been highlighted in [23]. Wide-ranging results have subsequently been estab-
lished by C. Reid and P. Wesolek in a series of papers [63,64], some of whose contributions
are summarized below. A more in-depth survey can be consulted in [62].

Given closed normal subgroups K; L of a locally compact group G, the quotient
group K=L is called a chief factor of G if L is strictly contained in K and for every closed
normal subgroup N of G with L � N � K, we have N D L or N D K. Given a closed
normal subgroupN ofG, the quotientQDG=N is a chief factor if and only ifQ is topolog-
ically simple, i.e.,Q is nontrivial and the only closed normal subgroups ofQ are ¹1º andQ.
More generally, every chief factorQ D K=L is topologically characteristically simple, i.e.,
the only closed subgroups of Q that are invariant under all homeomorphic automorphisms
of Q are ¹1º and Q. A topological group is called compactly generated if it has a compact
generating set.

Theorem 2.1 (See [64, Th. 1.3]). Every compactly generated tdlc group G has a finite series
¹1º D G0 < G1 < G2 < � � � < Gn D G of closed normal subgroups such that for all
i D 1; : : : ; n, the quotient Gi=Gi�1 is compact, or discrete infinite, or a chief factor of
G which is noncompact, nondiscrete, and second countable.

A normal series as in Theorem 2.1 is called an essentially chief series. The theorem
obviously has no content if G is compact or discrete. Let us illustrate Theorem 2.1 with two
examples.

Example 2.2. Let I be a set and for each i 2 I , let Gi be a tdlc group and Ui � Gi be a
compact open subgroup. The restricted product of .Gi ; Ui /i2I , denoted by

L
i2I .Gi ; Ui /,

is the subgroup of
Q

i2I Gi consisting of those tuples .gi /i2I such that gi 2 Ui for all
but finitely many i 2 I . It is endowed with the unique tdlc group topology such that
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the inclusion
Q

i2I Ui !
L

i2I .Gi ; Ui / is continuous and open. Given a prime p, set
M.p/ D

L
n2Z.PSL2.Qp/; PSL2.Zp//. The cyclic group Z naturally acts on M.p/ by

shifting the coordinates. The semidirect product G.p/ D M.p/ Ì Z is a compactly gener-
ated tdlc group, with an essentially chief series given by ¹1º < M.p/ < G.p/. The group
M.p/ is not compactly generated. It has minimal closed normal subgroups, but does not
admit any finite essentially chief series, which illustrates the necessity of the compact gen-
eration hypothesis in Theorem 2.1.

Example 2.3. A more elaborate construction in [63, §9] yields an example of a compactly
generated tdlc group G0.p/ with an essentially chief series given by ¹1º < H.p/ < G0.p/

such that G0.p/=H.p/ Š Z and H.p/ has a nested chain of closed normal subgroups
.H.p/n/ indexed by Z, permuted transitively by the conjugation G0.p/-action, and such
thatH.p/n=H.p/n�1 Š M.p/ for all n 2 Z.

A tdlc group is compactly generated if and only if it is capable of acting continu-
ously, properly, with finitely many vertex orbits, by automorphisms on a connected locally
finite graph. For a given compactly generated tdlc group G, vertex-transitive actions on
graphs are afforded by the following construction. Given a compact open subgroup U < G,
guaranteed to exist by van Dantzig’s theorem, and a symmetric compact generating set† of
G, we construct a graph � whose vertex set is the coset space G=U by declaring that the
vertices gU and hU are adjacent if h�1g belongs to U†U . The fact that † generates G
ensures that � is connected. Moreover, G acts vertex-transitively by automorphisms on � .
Since U is compact open, the set U†U is a finite union of double cosets modulo U ; this
implies that � is locally finite, i.e., the degree of each vertex is finite. Notice that all vertices
have the same degree since � is homogeneous. The graph � is called a Cayley–Abels graph
for G, since its construction was first envisaged by H. Abels [1, Beispiel 5.2] and specializes
to a Cayley graph when G is discrete and U D ¹1º. The proof of Theorem 2.1 proceeds by
induction on the minimum degree of a Cayley–Abels graph.

2.2. Elementary groups
By its very nature, Theorem 2.1 highlights the special role played by compact and

discrete groups. A conceptual approach to studying the role of compact and discrete groups in
the structure theory of tdlc groups is provided by P. Wesolek’s notion of elementary groups.
That concept is inspired by the class of elementary amenable discrete groups introduced by
M. Day [33]. It is defined as the smallest class E of second countable tdlc groups (abbreviated
tdlcsc) containing all countable discrete groups and all compact tdlcsc groups, which is stable
under the following two group theoretic operations:

• Given a tdlcsc groupG and a closed normal subgroupN , ifN 2 E andG=N 2 E ,
then G 2 E . In other words E is stable under group extensions.

• Given a tdlcsc group G and a directed set .Oi /i2I of open subgroups, if Oi 2 E

for all i and ifG D
S

i Oi , thenG 2 E . In other words E is stable under directed
unions of open subgroups.
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(The class E has a natural extension beyond the second countable case, see [29, §6]. For sim-
plicity of the exposition, we stick to the second countable case here.) Using the permanence
properties of the class E , it can be shown that every tdlcsc group G has a largest closed
normal subgroup that is elementary; it is denoted by RE .G/ and called the elementary rad-
ical of G. It indeed behaves as a radical, in the sense that it contains all elementary closed
normal subgroups, and satisfies RE .G=RE .G// D ¹1º, see [82, §7.2]. Further properties of
the quotient G=RE .G/ will be mentioned in Section 3 below.

Similarly as for elementary amenable discrete groups, the class E admits a canon-
ical rank function � W E ! !1, taking values in the set !1 of countable ordinals, called the
decomposition rank. It measures the complexity of a given group G 2 E . By convention,
the function � is extended to all tdlcsc groups by setting �.G/ D !1 for each nonelementary
tdlcsc groupG. We refer to [82], [83] and [62, §5]. Let us merely mention here that the class E

has remarkable permanence properties (e.g., it is stable under passing to closed subgroups
and quotient groups), that the rank function has natural monotonicity properties, and that a
nontrivial compactly generated group G 2 E has a nontrivial discrete quotient. It follows in
particular that ifG is a tdlcsc group having a closed subgroupH �G admitting a nondiscrete
compactly generated topologically simple quotient, then G 62 E . Therefore, the only com-
pactly generated topologically simple groups in E are discrete. On the other hand, the class
E contains numerous topologically simple groups that are not compactly generated, e.g.,
simple groups that are regionally elliptic, i.e., groups that can be written as a directed union
of compact open subgroups. Those groups have decomposition rank 2. Explicit examples
appear in [88, §3] or [19, §6].

2.3. More on chief factors
The existence of essentially chief series prompts us to ask whether the chief factors

of G depend upon the choice of a specific normal series in Theorem 2.1. It is tempting
to tackle that question by invoking arguments à la Jordan–Hölder. A technical obstruc-
tion for doing so is that the product of two closed normal subgroups need not be closed.
More generally, given closed subgroups A; N in G such that N is normal, the product
AN need not be closed so that the natural abstract isomorphism A=A \ N ! AN=N

need not be a homeomorphism. It is a continuous injective homomorphism of the locally
compact group A=A \ N to a dense subgroup of the locally compact group AN=N .
This illustrates the necessity of considering dense embeddings of locally compact groups.
We shall come back to this theme in Section 3.1 below. In the context of chief factors,
this has led Reid–Wesolek to define an equivalence relation on nonabelian chief factors
of G, called association, defined as follows: the chief factors K1=L1 and K2=L2 are asso-
ciated if K1L2 D K2L1 and Ki \ L1L2 D Li for i D 1; 2. In that case K1=L1 and
K2=L2 both embed continuously as dense normal subgroups in K1K2=L1L2. We also
recall that the quasicenter of a locally compact group G, denoted by QZ.G/, is the collec-
tion of elements whose centralizer is open. It is a topologically characteristic (not necessarily
closed) subgroup of G containing all the discrete normal subgroups. It was first introduced
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by M. Burger and S. Mozes [14]. Every nontrivial tdlcsc group with a dense quasicenter is
elementary of decomposition rank 2 (see [62, Lem. 5]).

Theorem 2.4 (See [62, Cor. 5]). Let G be a compactly generated tdlc group and let
¹1º D A0 < A1 < A2 < � � � < Am D G and ¹1º D B0 < B1 < B2 < � � � < Bn D G be
essentially chief series for G. Then for each i 2 ¹0; 1; : : : ; mº, if Ai=Ai�1 is a chief factor
with a trivial quasicenter, there is a unique j such that Bj =Bj �1 is a chief factor with a
trivial quasicenter that is associated with Ai=Ai�1. In other words, the association relation
establishes a bijection between the sets of chief factors with a trivial quasicenter appearing
respectively in the two series.

The natural next question is to ask what can be said about chief factors. By the
discussion above, one should focus on properties that are invariant under the association
relation. Following Reid–Wesolek, an association class of nonabelian chief factors is called
a chief block, and a group property shared by all members of a chief block is called a
block property. The following are shown in [63] to be block properties: compact genera-
tion, amenability, having a trivial quasicenter, having a dense quasicenter, being elementary
of a given decomposition rank.

As mentioned above, every chief factor is topologically characteristically simple. In
particular, a compactly generated chief factor is subjected to the following description.

Theorem 2.5 (See [23, Cor. D] and [22, Rem. 3.10]). Let G be a compactly generated nondis-
crete, noncompact tdlc group which is topologically characteristic simple. Then there is a
compactly generated nondiscrete topologically simple tdlc group S , an integer d � 1 and
an injective continuous homomorphism Sd D S � � � � � S ! G of the direct product of d
copies of S , such that the image of each simple factor is a closed normal subgroup ofG, and
the image of the whole product is dense.

In the setting of Theorem 2.5, we say that G is the quasiproduct d copies of the
simple group S . Theorem 2.5 provides a major incentive to study the compactly generated
nondiscrete topologically simple tdlc groups. We shall come back to this theme in Section 3
below.

Developing ameaningful structure theory for topologically characteristically simple
tdlc groups that are not compactly generated is very challenging. Remarkably, significant
results have been established by Reid–Wesolek [63] under the mild assumption of second
countability (abbreviated sc). In spite of the noncompact generation, they introduce an appro-
priate notion of chief blocks, and show that there are only three possible configurations for
the arrangement of chief blocks in a topologically characteristically simple tdlcsc group G,
that they call weak type, semisimple type, and stacking type. Moreover, if G is of weak type,
then it is automatically elementary of decomposition rank � ! C 1. The topologically char-
acteristically simple groupsM.p/ and H.p/ appearing in Examples 2.2 and 2.3 above are
respectively of semisimple type and stacking type. We refer to [63] and [62] for details.
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3. Simple groups

LetS be the class of nondiscrete, compactly generated, topologically simple locally
compact groups and Std be the subclass consisting of the totally disconnected members
ofS . By the Gleason–Yamabe theorem [73, Th. 6.0.11], all elements ofS n Std are connected
simple Lie groups. Prominent examples of groups in Std are provided by simple algebraic
groups over non-Archimedean local fields, irreducible complete Kac–Moody groups over
finite fields, certain groups acting on trees and many more, see [28, Appendix A]. A systematic
study of the class Std as a whole has been initiated by Caprace–Reid–Willis in [28], and
continued with P. Wesolek in [29] and with A. Le Boudec in [22]. We now outline some of
their contributions. Another survey of the properties of nondiscrete simple locally compact
groups can be consulted in [17]; the present account emphasizes more recent results.

3.1. Dense embeddings and local structure
As mentioned in Section 2.3 above, the failure of the second isomorphism theorem

for topological groups naturally leads one to consider dense embeddings, i.e., continuous
injective homomorphisms with dense image. If G;H are locally compact groups and  W

H !G is a dense embedding, and ifG is a connected simple Lie group or a simple algebraic
group over a local field, thenH is discrete or is an isomorphism (see [29, §3]). This property
however generally fails for groups G 2 S ; see [50] for explicit examples. Nevertheless, as
soon as the groupH is nondiscrete, it turns out that key structural features ofG are inherited
by the dense subgroup H . To state this more precisely, we recall the definition of the class
R of robustly monolithic groups, introduced in [29]. A tdlc group G is robustly monolithic
if the intersection M of all nontrivial closed normal subgroups of G is nontrivial, if M
is topologically simple and if M has a compactly generated open subgroup without any
nontrivial compact normal subgroup. The class R contains Std and that inclusion is strict.
The following result provides the main motivation to enlarge one’s viewpoint by considering
R instead of the smaller class Std.

Theorem 3.1 (See [29, Th. 1.1.2]). Let G; H be tdlc groups and  W H ! G be a dense
embedding. If G 2 R andH is nondiscrete, thenH 2 R.

We emphasize that in generalH is not topologically simple even in the special case
where G 2 Std.

The approach in studying the classes Std and R initiated in [28] is based on the
concept of locally normal subgroup, defined as a subgroup whose normalizer is open. To
motivate it, recall once more that if M;N are closed normal subgroups of a tdlc group G,
then the normal subgroupMN need not be closed. On the other hand, ifU �G is a compact
open subgroup, thenM \U andN \U are closed normal subgroups of the compact group
U (hence they are both locally normal), so that the product .M \ U/.N \ U/ is closed.
This observation motivates the definition of the structure lattice LN .G/ of a tdlc group G,
first introduced in [27], defined as the set of closed locally normal subgroups of G, divided
by the local equivalence relation �, where H � K if H \K is relatively open both in H
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and inK. The local class of a closed locally normal subgroupK is denoted by ŒK�. We also
set 0 D Œ¹1º� and 1 D ŒG�. The structure lattice carries a natural G-invariant order relation
defined by the inclusion of representatives. The poset LN .G/ is a modular lattice (see [27,

Lem. 2.3]). The greatest lower bound and least upper bound of two elements ˛;ˇ 2 LN .G/ are
respectively denoted by ˛ ^ ˇ and ˛ _ ˇ. WhenG is a p-adic Lie group, the structure lattice
LN .G/ can naturally be identified with the lattice of ideals in theQp-Lie algebra ofG. The
theory developed in [27] reveals that the structure lattice is especially well-behaved when
the tdlc group G is [A]-semisimple, i.e., QZ.G/ D ¹1º and the only abelian locally normal
subgroup ofG is ¹1º. That term is motivated by the fact that ifG is a p-adic Lie group, then
it is [A]-semisimple if and only if QZ.G/D ¹1º and theQp-Lie algebra ofG is semisimple,
see [27, Prop. 6.18]. An important result of P. Wesolek is that the quotient G=RE .G/ of every
tdlcsc group G by its elementary radical is [A]-semisimple (see [82, Cor. 9.15]), so that every
nonelementary group has a nontrivial [A]-semisimple quotient. The following result shows
that [A]-semisimplicity is automatically fulfilled by groups in R.

Theorem 3.2 (See [28, Th. A] and [29, Th. 1.2.5]). Every group G 2 R is [A]-semisimple.

Given an [A]-semisimple tdlc group G, two closed locally normal subgroups H;
K � G that are locally equivalent have the same centralizer; moreover, they commute
if and only if their intersection is trivial (see [27, Th. 3.19]). This ensures that the map
LN .G/ ! LN .G/ W ŒK� 7! ŒK�? D ŒCG.K/� is well defined, and that ˛ ^ ˛? D 0 for
all ˛ 2 LN .G/. This allows one to define the centralizer lattice of G by setting LC.G/ D

¹˛? j ˛ 2 LN .G/º. If G is [A]-semisimple, the centralizer lattice LC.G/ is a Boolean
algebra (see [27, Th. II]). We denote its Stone dual by�G . Thus�G is a totally disconnected
compact space endowed with a canonical continuousG-action by homeomorphisms. In gen-
eral, the G-action on �G need not be faithful. Actually, if LC.G/ D ¹0;1º then �G is a
singleton. This happens if and only if any two non-trivial closed locally normal subgroups
of G have a nontrivial intersection. The following result shows that the dynamics of the
G-action on �G has remarkable features.

Theorem 3.3 (See [28, Th. J] and [29, Th. 1.2.6]). Let G 2 R. Then the G-action on �G is
minimal, strongly proximal, and has a compressible open set. Moreover, theG-action on�G

is faithful if and only if LC.G/ ¤ ¹0;1º.

Recall that a compact G-space X is called minimal if every G-orbit is dense. It is
called strongly proximal if the closure of each G-orbit in the space of probability measures
on X contains a Dirac mass. A nonempty subset ˛ of X is called compressible if for every
nonempty open subset ˇ � X there exists g 2 G with g˛ � ˇ. Obviously, ifX is a minimal
strongly proximal compact G-space and if G fixes a probability measure on X , then X is a
singleton. Therefore, the following consequence of Theorem 3.3 is immediate.

Corollary 3.4. Let G 2 R. If G is amenable, then LC.G/ D ¹0;1º.

A local isomorphism between tdlc groups G1; G2 is a triple .'; U1; U2/ where Ui

is an open subgroup of Gi and ' W U1 ! U2 is an isomorphism of topological groups. We

1561 A totally disconnected invitation to locally compact groups



emphasize that the structure lattice and the centralizer lattice are local invariants: they only
depend on the local isomorphism class of the ambient tdlc group. However, for a group
G 2 R, the compact G-space �G can also be characterized by global properties among all
compactG-spaces. In order to be more precise, let us first recall some terminology. Given an
action of a groupG by homeomorphisms on a Hausdorff topological spaceX , we define the
rigid stabilizer RistG.U / of a subset U � X as the pointwise stabilizer of the complement
of U in X . The G-action on X is called microsupported if for every nonempty open subset
U � X with U ¤ X , the rigid stabilizer RistG.U / acts nontrivially onX . The term “micro-
supported” was first coined in [28], although the notion it designates has frequently appeared
in earlier references, notably in the work of M. Rubin on reconstruction theorems (see [67]

and references therein). A prototypical example of a microsupported action of a tdlc group is
given by the action of the full automorphism groupAut.T / of a locally finite regular tree T of
degree � 3 on the compact space @T consisting of the ends of T . The following result shows
that for a general groupG 2 R, theG-action on�G shares many dynamical properties with
the Aut.T /-action on @T .

Theorem 3.5 (See [28, Th. J], [29, Th. 7.3.3] and [22, Th. 7.5]). Let G 2 R. Then the G-action
on �G is microsupported. Moreover, for each nonempty microsupported compact G-space
X on which the G-action is faithful, there is a G-equivariant continuous surjective map
�G ! X . In particular, the G-action on X is minimal, strongly proximal, and has a com-
pressible open set.

This shows that �G is universal among the faithful microsupported compact
G-spaces; in particular, the purely local condition that LC.G/ D ¹0;1º ensures that G
does not have any faithful microsupported continuous action on any compact space. Theo-
rem 3.5 was first established for totally disconnected compact G-spaces in [28,29], and then
extended to all compact G-spaces in [22], using tools from topological dynamics. Further
properties of theG-space�G and on the algebraic structure of groups inR can be consulted
in those references.

We now present another aspect of the local approach to the structure of simple tdlc
groups. We define the local prime content of a tdlc group G, denoted by �.G/, to be the set
of those primes p such that every compact open subgroup U � G contains an infinite pro-p
subgroup.

Theorem 3.6 (See [28, Th. H] and [29, Cor. 1.1.4 and Th. 1.2.1]). The following assertions hold
for any group G 2 R:

(i) The local prime content �.G/ is finite and nonempty.

(ii) For each p 2 �.G/, there is a group G.p/ 2 R that is locally isomorphic to
a pro-p group, and a dense embedding G.p/ ! G.

(iii) If H is a tdlc group acting continuously and faithfully by automorphisms on
G, thenH is locally isomorphic to a pro-�.G/ group.
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Roughly speaking, Theorem 3.6(ii) asserts that every group in R can be “approx-
imated” by a locally pro-p group in R. The restriction on the automorphism group of a
group in R from Theorem 3.6(iii) should be compared with the automorphism group of
the restricted product M.p/ from Example 2.2. Indeed, the Polish group Sym.Z/ embeds
continuously in Aut.M.p// by permuting the simple factors, and every tdlcsc group con-
tinuously embeds in Sym.Z/. In some sense, the construction of stacking type chief factors
in Example 2.3 crucially relies on the hugeness of the group Aut.M.p//. Theorem 3.6(iii)
shows that the automorphism group of a group in R is considerably smaller.

Let us finish this subsection with a brief discussion of classification problems. The
work of S. Smith [72] shows that Std contains uncountably many isomorphism classes; his
methods of proof suggest that the isomorphism relation on Std has a similar complexity
as the isomorphism relation on the class of finitely generated discrete simple groups. This
provides evidence that the problem of classifying groups in Std up to isomorphism is ill-
posed. The recent results on the local structure of groups in Std or in R may be viewed as a
hint to the fact the local isomorphism relation might be better behaved (see [29, Th. 1.1.5]). At
the time of this writing, we do not know whether or not the groups in Std fall into countably
many local isomorphism classes. However, classifying simple groups up to isomorphism
remains a pertinent problem for some significant subclasses of Std. To wit, let us mention
that, by [30, Cor. 1.4], a groupG 2 Std is isomorphic to a simple algebraic group over a local
field if and only if it is locally isomorphic to a linear group, i.e., a subgroup of GLd .k/ for
some integer d and some locally compact field k. Lastly, a remarkable classification theorem
concerning an important class of nonlinear simple groups acting on locally finite trees has
been obtained by N. Radu [61]. It would be highly interesting to extend Radu’s results by
classifying all groups in Std acting properly and continuously by automorphisms on a given
locally finite tree T in such a way that the action on the set of ends of T is doubly transitive.
That class is denoted byST . Results from [25] ensure that the isomorphism relation restricted
to ST is smooth (see [37, Definition 5.4.1]), which means that it comes at the bottom of the
hierarchy of complexity of classification problems in the formalism established by invariant
descriptive set theory (see [37, Ch. 15]). Let us close this discussion by mentioning that we do
not know whether there is a tree T such that ST contains uncountably many isomorphism
classes.

3.2. Applications to lattices
The study of lattices in semisimple Lie and algebraic groups has known tremendous

developments since the mid-20th century, with Margulis’ seminal contributions as corner-
stones. Remarkably, several key results on lattices have been established at a high level of
generality, well beyond the realm of linear groups. An early illustration is provided by [13].
More recently, Y. Shalom [70] and Bader–Shalom [5] have established an extension of Mar-
gulis’ Normal Subgroup Theorem valid for all irreducible cocompact lattices in products of
groups in S , while various analogues of Margulis’ superrigidity for irreducible lattices in
products have been established for various kinds of target spaces, see [3,4,31,36,38,55,56,70].
Those results have in common that they rely on transcendental methods: they use a mix
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of tools from ergodic theory, probability theory, and abstract harmonic analysis, but do not
require any detailed consideration of the algebraic structure of the ambient group. Another
breakthrough in this field was accomplished by M. Burger and S. Mozes [15], who con-
structed a broad family of new finitely presented infinite simple groups as irreducible lattices
in products of nonlinear groups in Std. Their seminal work involves a mix of transcendental
methods together with a fair amount of structure theory developed in [14].

The following two recent results rely in an essential way on the properties of the
class Std outlined above.

Theorem 3.7 (See [21, Th. A]). Let n � 2 be an integer, let G1; : : : ; Gn 2 Std and � � G D

G1 � � � � �Gn be a lattice such that the projection pi .�/ is dense inGi for all i . Assume that
� is cocompact, or thatG has Kazhdan’s property (T). Then the set of discrete subgroups of
G containing � is finite.

Theorem 3.8 (See [21, Th. C]). Let n� 2 be an integer and letG1; : : : ;Gn 2 Std be compactly
presented. For every compact subsetK � G D G1 � � � � �Gn, the set of discrete subgroups
� � G withG DK� and with pi .�/ dense inGi for all i , is contained in a union of finitely
many Aut.G/-orbits.

For a detailed discussion of the notion of compactly presented locally compact
groups, we refer to [32, Ch. 8].

Theorems 3.7 and 3.8 can be viewed as respective analogues of two theorems of
H. C. Wang [78,79] on lattices in semisimple Lie groups and reveal the existence of positive
lower bounds on the covolume of certain families of irreducible cocompact lattices. It should
be underlined that the corresponding statements fail for lattices in a single group G 2 Std,
see [6, Th. 7.1]. Theorem 3.8 is established by combining Theorem 3.7 with recent results on
local rigidity of cocompact lattices in arbitrary groups, due to Gelander–Levit [39].

3.3. Applications to commensurated subgroups
The structure theory of tdlc groups provides valuable tools in exploring the so-called

commensurated subgroups of an abstract group. In this section, we recall that connection and
illustrate it with several recent results. Further results on commensurated subgroups will be
mentioned in Section 4 below.

Let� be a group. Two subgroupsƒ1;ƒ2 � � are called commensurate if their inter-
section ƒ1 \ƒ2 has finite index both in ƒ1 and in ƒ2. The commensurator of a subgroup
ƒ � � , denoted by Comm�.ƒ/, is the set of those  2 � such that ƒ and ƒ�1 are com-
mensurate. It is easy to see that Comm�.ƒ/ is a subgroup of � containing the normalizer
N�.ƒ/. The commensurator has naturally appeared in group theory; one of its early occur-
rences is in Mackey’s irreducibility criterion for induced unitary representations (see [51]).
It also appears in a celebrated characterization of arithmetic lattices in semisimple groups
due to Margulis [53, Ch. IX, Th. (B)]. A commensurated subgroup of � is a subgroup ƒ � �

such that Comm�.ƒ/ D � . Clearly, every normal subgroup of � is commensurated; more
generally, every subgroup that is commensurate to a normal subgroup is commensurated.
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Those commensurated subgroups are considered as trivial. For example, finite subgroups
and subgroups of finite index are always commensurated subgroups. It is however impor-
tant to underline that commensurated subgroups are not all of this trivial form. Indeed, an
easy but crucial observation is that compact open subgroups are always commensurated. In
particular, in the simple group PSL2.Qp/, the subgroup PSL2.Zp/ (which is obviously not
commensurate to any normal subgroup of PSL2.Qp/) is commensurated.

Let us next remark that if U is a commensurated subgroup of a group G and
' W � ! G is a group homomorphism, then '�1.U / is a commensurated subgroup of � .
This is the case in particular if G is a tdlc group and U � G is a compact open subgroup.
A fundamental observation is that all commensurated subgroups of � arise in this way.
More, precisely, a subgroup ƒ � � is commensurated if and only if there is a tdlc group
G, a compact open subgroup U � G, and a homomorphism ' W � ! G with dense image
such that '�1.U / D ƒ. Indeed, given a commensurated subgroup ƒ � � , then ƒ acts on
the coset space �=ƒ with finite orbits, so that the closure of the natural image of � in the
permutation group Sym.�=ƒ/, endowed with the topology of pointwise convergence, is
a tdlc group containing the closure of the image of ƒ as a compact open subgroup. That
tdlc group is called the Schlichting completion of the pair .�; ƒ/, denoted by �==ƒ. We
refer to [68], [71, Section 3] and [65] for more information. Let us merely mention here that
a commensurated subgroup ƒ � � is commensurate to a normal subgroup if and only if
the Schlichting completion G D �==ƒ is compact-by-discrete, i.e., G has a compact open
normal subgroup (see [22, Lem. 5.1]).

The occurrence of nontrivial commensurated subgroups in finitely generated groups
with few normal subgroups (e.g., simple groups, or just-infinite groups, i.e., groups all of
whose proper quotients are finite) remains an intriguing phenomenon. On the empirical basis
of the known examples, it seems to be rather rare. The following result provides valuable
information in that context.

Theorem 3.9 (See [22, Th. 5.4]). Let � be a finitely generated group. Assume that all normal
subgroups of � are finitely generated, and that every proper quotient of � is virtually nilpo-
tent. Let also X be a compact �-space on which the �-action is faithful, minimal and
microsupported. Assume that at least one of the following conditions is satisfied:

(1) � is residually finite.

(2) � fixes a probability measure on X .

Then every commensurated subgroup of � is commensurate to a normal subgroup.

This applies to all finitely generated branch groups, as well as to numerous finitely
generated almost simple groups arising in Cantor dynamics, and whose study has known
spectacular recent developments (see [34, 59] and references therein). We refer to [22] for
details and a more precise description of those applications.

Let us briefly outline how the proof of Theorem 3.9 works in the case where � fixes
a probability measure onX . Letƒ� � be a commensurated subgroup andG D �==ƒ be the
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corresponding Schlichting completion. That � is finitely generated implies that G is com-
pactly generated. The hypotheses made on the normal subgroup structure of � yield some
restrictions on the essentially chief series of G afforded by Theorem 2.1. More precisely,
assuming by contradiction thatƒ is not commensurate to a normal subgroup, then the upper
most chief factor K=L with trivial quasicenter in an essentially chief series for G must be
compactly generated. Its structure is therefore described by Theorem 2.5. A key point in the
proof, relying on various ingredients from topological dynamics and involving detailed con-
siderations of the Chabauty space of closed subgroups of � and G, is to show that the given
�-action on X gives rise to a continuous, faithful, microsupported G=L-action on a com-
pact space Y which is closely related to the original space X . Invoking (a suitable version
of) Theorem 3.5 for the chief factor K=L ensures that Y has a compressible open set, from
which it follows thatX has a compressible open set for the �-action. This finally contradicts
the hypothesis of existence of a �-invariant probability measure.

4. Scale methods

The scale of a tdlc group endomorphism, ˛, is a positive integer that conveys infor-
mation about the dynamics of the action of ˛. Roughly speaking, ˛ contracts towards the
identity on one subgroup ofG and expands on another, and the scale is the expansion factor.
This section gives an account of properties of the scale and descriptions of the action of ˛
on certain associated subgroups of G which, when applied to inner automorphisms, answer
questions about group structure.

Let ˛ W G ! G be a continuous endomorphism. The scale of ˛ is

s.˛/ D min
®�
˛.U / W ˛.U / \ U

�
j U � G compact and open

¯
:

This value is a positive integer because ˛.U /\U is an open subgroup of the compact group
˛.U /. Subgroups at which the minimum is attained are said to be minimizing for ˛. The
following results from [85,86,89] relate minimizing subgroups to the dynamics of ˛.

Theorem 4.1. Let ˛ be a continuous endomorphism of the tdlc group G and let U � G be
compact and open. Define subgroups

UC D
®
u 2 U j 9¹unºn�0 � U with u0 D u and un D ˛.unC1/

¯
;

U� D
®
u 2 U j ˛n.u/ 2 U for all n � 0

¯
:

Also define the subgroup U�� D
S

n�0 ˛
�n.U�/ of G.

Then U is minimizing for ˛ if and only if

(TA) U D UCU� and (TB) U�� is closed:

A compact open subgroup U satisfying TA and TB is said to be tidy for ˛, and
s.˛/ D Œ˛.UC/ W UC� for any such subgroup U . Tidiness has two further dynamical inter-
pretations: (1) an ˛-trajectory ¹˛n.g/ºn�0 cannot return to a tidy subgroup once it departs;
and (2) when ˛ is an automorphism, U is tidy for ˛ if and only if the orbit ¹˛n.U /ºn2Z is a
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geodesic for the metric d.U; V / D logŒU W U \ V �C logŒV W U \ V � on the set of compact
open subgroups of G.

Note that every compact open subgroup of G has a subgroup U for which TA
holds and, if ˛ is the inner automorphism ˛g.x/ WD gxg�1, then property TA implies that
UgmUgnU D UgmCnU for allm;n � 0. These points were already used in [12] in the proof
that a reductive group over a locally compact field of positive characteristic is type I, where
they were observed to hold in such groups.

In the following compilation of results from [54, 85, 86, 89], � denotes the modular
function on the automorphism group of G.

Theorem 4.2. The scale s W End.G/ ! ZC satisfies:

(i) s.˛/ D 1 if and only if there is a compact open subgroup U � G with
˛.U / � U ;

(ii) s.˛/ D limn!1Œ˛
n.V / W ˛n.V /\ V �

1
n for every compact open V � G, and

s.˛n/ D s.˛/n for every n � 0; and

(iii) if ˛ is an automorphism, then �.˛/ D s.˛/=s.˛�1/.

The function s ı ˛� W G ! ZC, with ˛g.x/ D gxg�1, is continuous for the group topology
on G and the discrete topology on ZC.

Continuity of s ı ˛� is implied by the fact that, if U is tidy for g, then U is also tidy
for all h 2 UgU and s.h/ D s.g/, [85, Theorem 3].

Questions about the structure of tdlc groups may be answered with scale and tidy
subgroup techniques. K.H. Hofmann and A. Mukherjea conjectured in [45] that all locally
compact groups are “neat”—a property involving the conjugation action by a single ele-
ment g. They used approximation by Lie groups to reduce to the totally disconnected case,
and subgroups tidy for g are used in [47] to show that all groups are neat. Answering another
question of K.H. Hofmann, the set per.G/, comprising those elements of G such that the
closure of hgi is compact, is shown in [84] to be closed by appealing to the properties of the
scale given in Theorem 4.2.

The scale and the subgroup UC associated with it in Theorem 4.1 are given a con-
crete representation in [9]. Put UCC D

S
n�0 ˛

n.UC/. Then UCC is closed if U is tidy and
UCC Ì h˛i acts on a regular tree with valency s.˛/C 1: the image of UCC Ì h˛i is a closed
subgroup of the isometry group of the tree; is transitive on vertices; and fixes an end of the
tree. The resulting isometry groups of trees correspond to the self-replicating groups stud-
ied in [58]. Moreover, the semidirect product UCC Ì h˛i also belongs to the family of focal
hyperbolic groups studied in [18].

4.1. Contraction and other groups
Subgroups of G defined in terms of the action of ˛ are related to the scale and tidy

subgroups. It is convenient to confine the statements to automorphisms here. Extensions to
endomorphisms may be found in [16,89].
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The contraction subgroup for ˛ 2 Aut.G/ is

con.˛/ D
®
x 2 G j ˛n.x/ ! 1 as n ! 1

¯
:

The next result, from [9,46], relates contraction subgroups to the scale.

Theorem 4.3. Let ˛ 2 Aut.G/. Then
T

¹U�� j U is tidy for ˛º is equal to con.˛/, and
s.˛�1/ is equal to the scale of the restriction of ˛�1 to con.˛/. Hence s.˛�1/ > 1 if and
only if con.˛/ is not compact.

IfG is a p-adic Lie group, then con.˛/ is closed for every ˛, [80], but that is not the
case if, for example, G is the isometry group of a regular tree, or a certain type of complete
Kac–Moody group [7], or if LC.G/ ¤ ¹0;1º [28]. The closedness of con.˛/ is equivalent,
by [9, Theorem 3.32], to the triviality of the nub subgroup,

nub.˛/ D

\
¹U j U tidy for ˛º:

The nub for ˛ is compact and is the largest ˛-stable subgroup of G on which ˛ acts ergodi-
cally, which sharpens the theorem ofN. Aoki in [2] that a totally disconnected locally compact
group with an ergodic automorphism must be compact. P. Halmos had asked in [44] whether
that was so for all locally compact groups. See [48,90] for the connected case, and also [60].

The structure of closed contraction subgroups con.˛/ is described precisely in [40].
If con.˛/ is closed, there is a composition series

¹1º D G0 G � � � GGn D con.˛/

of ˛-stable closed subgroups of con.˛/ such that the factors GiC1=Gi have no proper, non-
trivial ˛-stable closed subgroups. The factors appearing in any such series are unique up
to permutation and isomorphism, and their isomorphism types come from a countable list:
each torsion factor being a restricted product

L
i2Z.Gi ; Ui / with Gi D F , a finite simple

group, and Ui D F if i � 0 and trivial if i < 0, and the automorphism the shift; and each
divisible factor being a p-adic vector group and the automorphism a linear transformation.
Moreover, con.˛/ is the direct product T �D with T a torsion and D a divisible ˛-stable
subgroup. The divisible subgroup D is a direct product Dp1 � � � � �Dpr with Dpi

a nilpo-
tent p-adic Lie group for each pi . The torsion group T may include nonabelian irreducible
factors but, should it happen to be locally pro-p, then it is nilpotent too, see [42]. The number
of nonisomorphic locally pro-p closed contraction groups is uncountable [41].

Contraction groups correspond to unipotent subgroups of algebraic groups and, fol-
lowing [75], the Tits core,G�, of the tdlc groupG is defined to be the subgroup generated by
all closures of contraction groups. It is shown in [26] that, if G is topologically simple, then
G� is either trivial or is abstractly simple and dense in G.

The correspondence with algebraic groups is pursued in [9], where the parabolic
subgroup for ˛ 2 Aut.G/ is defined to be

par.˛/ D
®
x 2 G j

®
˛n.x/

¯
n�0

has compact closure
¯
;

and the Levi factor to be lev.˛/ D par.˛/ \ par.˛�1/. Then par.˛/, and hence lev.˛/, is
closed in G, [85, Proposition 3]. It may be verified that con.˛/ G par.˛/ and shown, see [9],
that par.˛/ D lev.˛/ con.˛/.
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4.2. Flat groups of automorphisms
A group, H , of automorphisms of G is flat if there is a compact open subgroup,

U �G, that is tidy for every ˛ 2 H . The stabilizer ofU inH is called the uniscalar subgroup
and denoted Hu. The factoring of subgroups tidy for a single automorphism in Theorem 4.1
extends to flat groups as follows.

Theorem 4.4 ([87]). Let H be a finitely generated flat group of automorphisms of G and
suppose that U is tidy for H . Then Hu G H and there is r � 0 such that

H=Hu Š Zr :

• There are q � 0 and closed groups Uj � U , j 2 ¹0; 1; : : : ; qº such that
˛.U0/ D U0; ˛.Uj / is either a subgroup or supergroup of Uj for every
j 2 ¹1; : : : ; qº; and U D U0U1 � � �Uq .

• QUj WD
S

˛2H ˛.Uj / is a closed subgroup of G for each j 2 ¹1; : : : ; qº.

• There are, for each j 2 ¹1; : : : ; qº, an integer sj > 1 and a surjective homomor-
phism �j W H ! .Z;C/ such that �.˛j QUj

/ D s
�j .˛/

j .

• The integers r and q, and integers sj and homomorphisms �j for each
j 2 ¹1; : : : ; qº, are independent of the subgroup U tidy for H .

The number r in Theorem 4.4 is the flat rank of H . The singly-generated group h˛i

has flat rank equal to 0 if ˛ is uniscalar and 1 if not. Flat groups of automorphisms with
rank at least 1 correspond to Cartan subgroups in Lie groups over local fields and may be
interpreted geometrically in terms of apartments in isometry groups of buildings [8].

More generally, flatness of groups of automorphismsmay be shown by the following
converse to the fact that flat groups are abelian modulo the stablizer of tidy subgroups.

Theorem 4.5 ([87][71]). Every finitely generated nilpotent subgroup of Aut.G/ is flat, and
every polycyclic subgroup is virtually flat.

Flatness is used—in combination with bounded generation of arithmetic groups
[57,74], the fact that almost normal subgroups are close to normal [11], and the Margulis
normal subgroup theorem [53]—to prove the Margulis–Zimmer conjecture in the special
case of Chevalley groups in [71] and show that there are no commensurated subgroups of
arithmetic subgroups other than the natural ones.

5. Future directions

The contributions to the structure theory of tdlc groups surveyed in this article
highlight that, for a general tdlc group G, as soon as the topology is nondiscrete, its inter-
action with the group structure yields significant algebraic constraints. As mentioned in the
introduction, we view the dynamics of the conjugation action as a unifying theme of our
considerations. The results we have surveyed reveal that those dynamics tend to be richer
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than one might expect. This is especially the case among tdlc groups that are nonelementary.
We hope that further advances will shed more light on this paradigm in the future.

Concerning decomposition theory, it is an important open problem to clarify what
distinguishes elementary and nonelementary tdlc groups. A key question asks whether every
nonelementary tdlcsc group G contains a closed subgroup H admitting a quotient in Std.
Concerning simple groups, our results yield a dichotomy, depending on whether the central-
izer lattice is trivial or not. The huge majority of known examples of groups in Std (listed in
[28, Appendix A]) have a nontrivial centralizer lattice, the most notable exceptions being the
simple algebraic groups over local fields. Finding new groups inStd with a trivial centralizer
lattice would be a decisive step forward. A fundamental source of examples of tdlc groups
is provided by Galois groups of transcendental field extensions with finite transcendence
degree (see [66, Th. 2.9], highlighting the occurrence of topologically simple groups), but this
territory remains largely unexplored from the viewpoint of structure theory of tdlc groups.
Concerning scale methods, the structure of tdlc groups all of whose elements are uniscalar
(i.e., have scale 1) is still mysterious. In particular, we do not know whether every such
group is elementary. This is equivalent to asking whether a tdlc group, all of whose closed
subgroups are unimodular, is necessarily elementary. A positive answer would provide a
formal incarnation to the claim that the dynamics of the conjugation action is nontrivial for
all nonelementary tdlc groups. We refer to [24] for a more extensive list of specific problems.

We believe that a good measurement of the maturity of a mathematical theory is
provided by its ability to solve problems arising on the outside of the theory. For the struc-
ture theory of tdlc groups, the Margulis–Zimmer conjecture appears as a natural target. As
mentioned in Section 4, partial results in the nonuniform case, relying on scale methods on
tdlc groups, have already been obtained in [71].

Another source of external problems is provided by abstract harmonic analysis. As
mentioned in the introduction, the emergence of locally compact groups as an independent
subject of study coincides with the foundation of abstract harmonic analysis. However, fun-
damental problems clarifying the links between the algebraic structure of a locally compact
group and the properties of its unitary representations remain open. The class of amenable
locally compact groups is defined by a representation theoretic property (indeed, a locally
compact group is amenable if and only if every unitary representation is weakly contained
in the regular), but purely algebraic characterizations of amenable groups are still missing.
In particular, the following nondiscrete version of Day’s problem is open and intriguing:
Is every amenable second countable tdlc group elementary (in the sense of Section 2)? The
unitary representation theory also reveals a fundamental dichotomy between locally compact
groups of type I (roughly speaking, those for which the problem of classifying the irreducible
unitary representations up to equivalence is tractable) and the others (see [10,35,52]). Alge-
braic characterizations of type I groups are also desirable. In particular, we underline the
following question: Does every second countable locally compact group of type I contain a
cocompact amenable subgroup? For a more detailed discussion of that problem and related
results, we refer to [20].
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1. Introduction

“Polynomials and power series
May they forever rule the world.” —Shreeram S. Abhyankar, 1970 [4]

Right from the beginning of the 19th century, mathematicians have been involved in studying
polynomial rings (over C and over R). Some of the early breakthroughs on polynomial rings
have led to the foundation of Commutative Algebra. One such result is the Hilbert Basis
Theorem, a landmark result on the finite generation of ideals, which solved a central problem
on invariant theory. This was followed by the Hilbert Nullstellensatz which connects affine
varieties (zero locus of a set of polynomials) with rings of regular functions on varieties and
thus enables one to make use of the algebraic machinery of commutative algebra to study
geometric properties of varieties.

Affine Algebraic Geometry deals with the study of affine spaces (and certain closed
subspaces), equivalently, polynomial rings (and certain quotients). There are many funda-
mental problems on polynomial rings which can be formulated in an elementary mathe-
matical language but whose solutions remain elusive. Any significant progress requires the
development of new and powerful methods and their ingenious applications.

One of the most challenging problems in Affine Algebraic Geometry is the Zariski
Cancelation Problem (ZCP) on polynomial rings (Question 10 below). In this article, we
shall discuss the solution to the ZCP in positive characteristic, various approaches taken so
far towards the possible solution in characteristic zero, and several other questions related
to this problem. For a survey on problems in Affine Algebraic Geometry, one may look at
[42,62,69].

Throughout the article, all rings will be assumed to be commutative with unity
and k will denote a field. For a ring R, R� will denote the group of units of R. We
shall use the notation RŒn� for a polynomial ring in n variables over a commutative ring
R. Thus, E D RŒn� will mean that E D RŒt1; : : : ; tn� for some elements t1; : : : ; tn in E
which are algebraically independent over R. Unless otherwise stated, capital letters like
X1; X2; : : : ; Xn; Y1; : : : ; Ym; X; Y;Z; T will be used as variables of polynomial rings.

2. Cancellation Problem

LetA be an affine (finitely generated) algebra over a field k. The k-algebra A is said
to be cancellative (over k) if, for any k-algebra B , AŒX� Šk BŒX� implies that A Šk B .
A natural question in this regard is: which affine domains are cancellative? More precisely:

Question 1. Let A be an affine algebra over a field k. Suppose that B is a k-algebra such
that the polynomial rings AŒX� and BŒX� are isomorphic as k-algebras. Does it follow that
A Šk B? In other words, is the k-algebra A cancellative?
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A special case of Question 1, famously known as the Zariski Cancellation Problem,
asks whether affine spaces are cancellative, i.e., whether any polynomial ring in n variables
over a field k is cancellative. More precisely:

Question 10. Suppose that B is an affine k algebra satisfying BŒX� Šk kŒX1; : : : ; XnC1�

for some positive integer n. Does it follow that B Šk kŒX1; : : : ; Xn�? In other words, is the
polynomial ring kŒX1; : : : ; Xn� cancellative?

Abhyankar, Eakin, and Heinzer have shown that any domain A of transcendence
degree one over any field k is cancellative [3]. In fact, they showed that, for any UFD R, the
polynomial ring RŒX� is cancellative over R. This was further generalized by Hamann to a
ring R which either contains Q or is a seminormal domain [52].

In 1972, Hochster demonstrated the first counterexample to Question 1 [53]. His
example, a four-dimensional ring over the field of real numbers R, is based on the fact that
the projective module defined by the tangent bundle over the real sphere with coordinate ring
S D RŒX; Y;Z�=.X2 C Y 2 CZ2 � 1/ is stably free but not a free S -module.

One of the major breakthroughs in 1970s was the establishment of an affirmative
answer to Question 10 for the case n D 2. This was proved over a field of characteristic zero
by Fujita, Miyanishi, and Sugie [43,70] and over perfect fields of arbitrary characteristic by
Russell [74]. Later, it has been shown that even the hypothesis of perfect field can be dropped
[20]. A simplified proof of the cancellation property of kŒX; Y � for an algebraically closed
field k is given by Crachiola and Makar-Limanov in [22].

Around 1989, Danielewski [26] constructed explicit two-dimensional affine domains
over the field of complex numbers C which are not cancellative over C. New examples of
noncancellative varieties over any field k have been studied in [9,32,49]. This addresses the
Cancellation Problem, as formulated in Question 1, for all dimensions.

In [45] and [47], the author settled the Zariski Cancellation Problem (Question 10)
completely for affine spaces in positive characteristic. She has first shown in [45] that a
certain threefold constructed by Asanuma is a counterexample to the ZCP in positive char-
acteristic for the affine three space. Later in [46], she studied a general threefold of the form
xmy D F.x; z; t/, which includes theAsanuma threefold as well as the famous Russell cubic
defined below. Amajor theorem of [46] is stated as Theorem 5.4 of this article. In [47], using a
modification of the theory developed in [46], she constructed a family of examples which are
counterexamples to the ZCP in positive characteristic in all dimensions greater than 2. The
ZCP is still a challenging problem in characteristic zero. A few candidate counterexamples
are discussed below.

The Russell cubic. Let A D CŒX; Y;Z; T �=.X2Y CX CZ2 C T 3/, V D Spec A and let
x denote the image ofX in A. The ring A, known as the Russell cubic, is one of the simplest
examples of the Koras–Russell threefolds, a family of threefolds which arose in the context
of the problem of determining whether there exist nonlinearizable C�-actions on C3. It was
an exciting open problem for some time whetherAŠ CŒ3�. It was first observed that the ring
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A (respectively the variety V ) has several properties in common withCŒ3� (respectivelyC3),
for instance,

(i) A is a regular UFD.

(ii) There exists an injective C-algebra homomorphism fromA to CŒ3�. Note that
CŒ3� ,! A.

(iii) The variety V is homeomorphic (in fact, diffeomorphic) to R6.

(iv) V has logarithmic Kodaira dimension �1.

These properties appeared to provide evidence in favor of the surmise thatAŠ CŒ3�.
The establishment of an isomorphism between A and CŒ3� would have led to counterexam-
ples to the “Linearization Conjecture” on C3 (stated in [58]) and the Abhyankar–Sathaye
Conjecture for n D 3 (stated in Section 5 of the present article). Indeed, if A were isomor-
phic to CŒ3�, as was then suspected, it would have shown the existence of nonlinearizable
C�-actions on C3. Moreover, note that

(v) A=.x � �/ D CŒ2� for every � 2 C�.

(vi) A=.x/ ¤ CŒ2�.

Therefore, if A were isomorphic to CŒ3�, then property (vi) would show that x � �

cannot be a coordinate in A for any � and then, by property (v), it would have yielded a
counterexample to the Abhyankar–Sathaye Conjecture for n D 3.

However, Makar-Limanov proved [65] thatA¤ CŒ3�; for this result, he introduced a
new invariant which distinguished between A and CŒ3�. This invariant, which he had named
AK-invariant, is now named Makar-Limanov invariant and is denoted by ML. It is defined
in Section 3. Makar-Limanov proved that

(vii) ML.A/ D CŒx� (Makar-Limanov [65]).

However, the Makar-Limanov invariant of CŒn� is C for any integer n � 1. Thus
A© CŒ3�. Subsequently, other Koras–Russell threefolds were shown to be not isomorphic to
the polynomial ring. Eventually, Kaliman–Koras–Makar-Limanov–Russell proved that every
C�-action on C3 is linearizable (cf. [55]).

Now for ZCP in characteristic zero, a crucial question, still open, is whether
AŒ1� D CŒ4�. Because if AŒ1� D CŒ4�, then A would be a counterexample to the ZCP in
characteristic zero for n D 3. In this context, the following results have been proved:

(viii) ML.AŒ1�/ D C (Dubouloz [30]).

(ix) V is A1-contractible (Dubouloz–Fasel [31], also see [33,54]).

Note that AŒ1� D CŒ4� would imply that ML.AŒ1�/D C and Dubouloz’s result (viii)
shows that the latter indeed holds. On the other hand, Asok had suggested a program for
showing that the variety V is not A1-contractible and hence A is not a stably polynomial
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ring (see [54]). However, Hoyois, Krishna, and Østvær have proved [54] that a step in his
program does not hold for V . They had further shown that V is stably A1-contractible. In a
remarkable paper [31], Dubouloz and Fasel have established that V is in factA1-contractible,
which seems to provide further evidence in favor of AŒ1� D CŒ4�. The variety V is in fact the
first example of an A1-contractible threefold which is not algebraically isomorphic to C3.

Nonrectifiable epimorphisms and Asanuma’s rings. Let m � n be two integers.
A k-algebra epimorphism � W kŒX1; : : : ;Xn�� kŒY1; : : : ;Ym� is said to be rectifiable if there
exists a k-algebra automorphism of kŒX1; : : : ;Xn� such that �ı .Xi /D Yi for 1� i �m

and �ı .Xj /D 0 formC 1� j � n. Equivalently, over an algebraically closed field k, a k-
embedding ˆ W Am

k
,! An

k
is said to be rectifiable if there exists an automorphism ‰ of An

k

such that‰ıˆ is the canonical embedding mapping .y1; : : : ; ym/! .y1; : : : ; ym; 0; : : : ; 0/.
A famous theorem of Abhyankar–Moh and Suzuki proves that any epimorphism

� W kŒX; Y � ! kŒT � is rectifiable in characteristic zero [5,86]. On the other hand, in positive
characteristic, there exist nonrectifiable epimorphisms from kŒX;Y � to kŒT � (see Segre [83],
Nagata [71]). It is an open problem whether there exist nonrectifiable epimorphisms over the
field of complex numbers (see [38]).

Asanuma has described an explicit method for constructing affine rings which are
stably polynomial rings, by making use of nonrectifiable epimorphisms ([7], also see [38,

Proposition 3.7]). Such rings are considered to be potential candidates for counterexamples
to the ZCP. For instance, when k is of positive characteristic, nonrectifiable epimorphisms
from kŒX; Y � to kŒT � yield counterexamples to the ZCP.

Let � W RŒX; Y;Z� ! RŒT � be defined by

�.X/ D T 3
� 3T; �.Y / D T 4

� 4T 2; �.Z/ D T 5
� 10T:

Shastri constructed the above epimorphism � and proved that it defines a nonrectifiable
(polynomial) embedding of the trefoil knot in A3

R [84]. Using a result of Serre [63, Theo-

rem 1, p. 281], one knows that ker.�/ D .f; g/ for some f; g 2 kŒX; Y; Z�. Using f and g,
Asanuma constructed the ring B D RŒT �ŒX; Y;Z;U; V �=.T dU � f; T dV � g/ and proved
that B Œ1� D RŒT �Œ4� D RŒ5� (cf. [7, Corollary 4.2]). He asked [7, Remark 7.8]:

Question 2. Is B D RŒ4�?

The interesting aspect of the question is that once the problem gets solved, irrespec-
tive of whether the answer is “Yes” or “No,” that is, either way, one would have solved a
major problem in Affine Algebraic Geometry. Indeed:

If B D RŒ4�, then there exist nonlinearizable R�-actions on the affine four-space A4
R.

If B ¤ RŒ4�, then clearly B is a counterexample to the ZCP!!

3. Characterization Problem

The Characterization Problem in affine algebraic geometry seeks a “useful charac-
terization” of the polynomial ring or, equivalently (when the ground field is algebraically
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closed), an affine n-space. For instance, the following two results give respectively an alge-
braic and a topological characterization of kŒ1� (or A1

C).

Theorem 3.1. Let k be an algebraically closed field of characteristic zero. Then the poly-
nomial ring kŒ1� is the only one-dimensional affine UFD with A� D k�.

Theorem 3.2. Let k be the field of complex numbers C. Then the affine line A1
C is the only

acyclic normal curve.

While the Characterization Problem is one of the most important problems in affine
algebraic geometry in its own right, it is also closely related to some of the challenging
open problems on the affine space like the “Cancellation Problem.” For instance, each of the
above characterizations of kŒ1� immediately solves the Cancellation Problem in dimension
one: AŒ1� D kŒ2� H) A D kŒ1�. The complexity of the Characterization Problem increases
with the dimension of the rings.

In his attempt to solve the Cancellation Problem for the affine plane, Ramanujam
obtained a remarkable topological characterization of the affine plane C2 in 1971 [72]. He
proved that

Theorem 3.3. C2 is the only contractible smooth surface which is simply connected at infin-
ity.

Ramanujam also constructed contractible surfaces which are not isomorphic to C2.
Soon, in 1975, Miyanishi [67] obtained an algebraic characterization of the polynomial ring
kŒ2�. He proved that

Theorem 3.4. Let k be an algebraically closed field of characteristic zero and A be a two-
dimensional affine factorial domain over k. Then A D kŒ2� if and only if it satisfies the
following:

(i) A� D k�.

(ii) There exists an element f 2 A and a subring B of A such that AŒf �1� D

BŒf �1�
Œ1�.

This algebraic characterization was used by Fujita, Miyanishi, and Sugie [43,70] to
solve the Cancellation Problem for kŒX; Y �. In 2002 [50], using methods of Mumford and
Ramanujam, Gurjar gave a topological proof of the cancellation property of CŒX; Y �.

Remarkable characterizations of the affine three space were obtained by Miyanishi
[68] and Kaliman [56] (also see [69] for a beautiful survey). We state below the version of
Kaliman.

Theorem 3.5. Let A be a three-dimensional smooth factorial affine domain over the field of
complex numbers C. LetX D SpecA. ThenAD CŒ3� if and only if it satisfies the following:

(i) A� D C�.

(ii) H3.X;Z/ D 0, or X is contractible.
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(iii) X contains a cylinder-like open set V such that V ŠU � A2 for some curveU
and each irreducible component of the complementX n V has at most isolated
singularities.

When AŒ1� D CŒ4�, it is easy to see that A possesses properties (i) and (ii) of Theo-
rem 3.5. Thus, by Theorem 3.5, the ZCP forCŒ3� reduces to examiningwhether condition (iii)
necessarily holds for a C-algebra A satisfying AŒ1� D CŒ4�.

In [29], we have obtained another characterization of the affine three-space using
certain invariants of an affine domain defined by locally nilpotent derivations. We state it
below.

Locally nilpotent derivations and a characterization of CŒ3�. Let B be an affine domain
over a field k of characteristic zero. A k-linear derivation D on B is said to be a locally
nilpotent derivation if, for any a 2 B there exists an integer n (depending on a) satisfying
Dn.a/ D 0. Let LND.B/ denote the set of all locally nilpotent k-derivations of B and let

LND�.B/ D
®
D 2 LND.B/ j Ds D 1 for some s 2 B

¯
:

Then we define

ML.B/ WD

\
D2LND.B/

kerD and ML�.B/ WD

\
D2LND�.B/

kerD:

The above ML.B/, introduced byMakar-Limanov, is now called the Makar-Limanov invari-
ant of B; ML�.B/ was introduced by Freudenburg in [41, p. 237]. We call it the Makar-
Limanov–Freudenburg invariant or ML-F invariant. If LND�.B/ D ;, we define ML�.B/

to be B . We have obtained the following theorem [29, Theorem 4.6].

Theorem 3.6. Let A be a three-dimensional affine factorial domain over an algebraically
closed field k of characteristic zero. Then the following are equivalent:

(I) A D kŒ3�.

(II) ML�.A/ D k.

(III) ML.A/ D k andML�.A/ ¤ A.

A similar result has also been proved in dimension two under weaker hypotheses [29,
Theorem 3.8]. The above characterization of the affine three-space does not extend to higher
dimensions [29, Example 5.6]. So far, no suitable characterization of the affine n-space for
n � 4 is known to the author.

4. Affine fibrations

LetR be a commutative ring. A fundamental theorem of Bass–Connell–Wright and
Suslin [10,85] on the structure of locally polynomial algebras states that:

1584 N. Gupta



Theorem 4.1. Let A be a finitely presented algebra over a ring R. Suppose that for each
maximal ideal m of R, Am D RŒn�

m for some integer n � 0. Then A Š SymR .P / for some
finitely generated projective R-module P of rank n.

Now for a prime ideal P of R, let k.P / denote the residue field RP =PRP . The
area of affine fibrations seeks to derive information about the structure and properties of an
R-algebra A from the information about the fiber rings A˝R k.P /.D AP =PAP / of A at
the points P of the prime spectrum of R, i.e., at the prime ideals P of R.

An R-algebra A is said to be an An-fibration over R if A is a finitely generated flat
R-algebra and for each prime ideal P of R, A˝R k.P / D k.P /Œn�.

The most important problem on An-fibrations, due to Veǐsfeǐler and Dolgačev [87],
can be formulated as follows:

Question 3. LetR be a Noetherian domain of dimension d andA be anAn-fibration overR.

(i) IfR is regular, isAŠ SymR.Q/ for some projective moduleQ overR? (In par-
ticular, if R is regular local, is then A D RŒn�?)

(ii) In general, what can one say about the structure of A?

Question 3 is considered a hard problem. When n D 1, it has an affirmative answer
for all d . This has been established in the works of Kambayashi, Miyanishi, and Wright
[59,60]. Their results were further refined by Dutta who showed that it is enough to assume
the fiber conditions only on generic and codimension-one fibers ([34]; also see [14,17,40]).

In case n D 2, d D 1, and R contains the field of rational numbers, an important
theorem of Sathaye [81] gives an affirmative answer to Question 3 (i). To prove this theorem,
Sathaye first generalized the Abhyankar–Moh expansion techniques originally developed
over kŒŒx�� to kŒŒx1; : : : ; xn�� [80]. The expansion techniques were used by Abhyankar–Moh
to prove their famous epimorphism theorem. The generalized expansion techniques were
further developed by Sathaye [82] to prove a conjecture of Daigle and Freudenburg. The
result was a crucial step in Daigle–Freudenburg’s theorem that the kernel of any triangular
derivation of kŒX1; X2; X3; X4� is a finitely generated k-algebra [23].

When the residue field of R is of positive characteristic, Asanuma has shown in
[6, Theorem 5.1] that Question 3 (i) has a negative answer for n D 2, d D 1, and the author
has generalized Asanuma’s ring [47] to give a negative answer to Question 3 (i) for n D 2

and any d > 1 (also see [48]). In Theorem 5.4, the author proved that in a special situation
A2-fibration is indeed trivial.

However, if nD 2, d D 2, andR contains the field of rational numbers, Question 3 (i)
is an open problem. A candidate counterexample is discussed in Section 7.

In the context of Question 3 (ii), a deep work of Asanuma [6] provides a stable struc-
ture theorem for A. As a consequence of Asanuma’s structure theorem, it follows that if R
is regular local, then there exists an integer m � 0 such that AŒm� D RŒmCn�. Thus it is very
tempting to look for possible counterexamples to the affine fibration problem in order to
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obtain possible counterexamples to the ZCP in characteristic zero. One can see [12,24,36,37]

and [38, Section 3.1] for more results on affine fibrations.
So far we have considered affine fibrations where the fibre rings are polynomial

rings. Bhatwadekar and Dutta have obtained some nice results on rings whose fiber rings
are of the form kŒX; 1=X� [15,16]. Later Bhatwadekar, the author, and A. Abhyankar studied
rings whose fiber rings are Laurent polynomial algebras or rings of the form kŒX; 1=f .X/�,
or of the form kŒX; Y; 1=.aX C b/; 1=.cY C d/� for some a; b; c; d 2 k [1, 2, 18, 19, 44].
One of the results of Bhatwadekar and the author provides a Laurent polynomial analogue
of Theorem 4.1 and the affine fibration problem Question 3. More generally, we have [19,

Theorems A and C]:

Theorem 4.2. Let R be a Noetherian normal domain with field of fractions K and A be a
faithfully flat R-algebra such that

(i) A˝R K Š KŒX1;
1

X1
; : : : ; Xn;

1
Xn
�,

(ii) for each height-one prime ideal P of R, A ˝R k.P / Š k.P /ŒX1;
1

X1
; : : : ;

Xn;
1

Xn
�.

Then A is a locally Laurent polynomial algebra in n variables over R, i.e.,

Am D Rm ŒX1;
1

X1

; : : : ; Xn;
1

Xn

�

and is of the form BŒI�1�, where B is the symmetric algebra of a projective R-moduleQ of
rank n,Q is a direct sum of finitely generated projectiveR-modules of rank one, and I is an
invertible ideal of B .

5. Epimorphism Problem

The Epimorphism Problem for hypersurfaces asks the following fundamental ques-
tion:

Question 4. Let k be a field and f 2 B D kŒn� for some integer n � 2. Suppose

B=.f / Š kŒn�1�:

Does this imply that B D kŒf �Œn�1�, i.e., is f a coordinate in B?

This problem is generally known as theEpimorphismProblem. It is an open problem
and is regarded as one of the most challenging and celebrated problems in the area of affine
algebraic geometry (see [38,69,75,77] for useful surveys).

The first major breakthrough on Question 4 was achieved during 1974–1975, inde-
pendently, by Abhyankar–Moh and Suzuki [5,86]. They showed that Question 4 has an affir-
mative answer when k is a field of characteristic zero and nD 2. Over a field of positive char-
acteristic, explicit examples of nonrectifiable epimorphisms from kŒX; Y � to kŒT � (referred
to in Section 2) and hence explicit examples of nontrivial lines had already been demon-
strated by Segre [83] in 1957 and Nagata [71] in 1971. However, over a field of characteristic
zero, we have the following conjecture:
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Abhyankar–Sathaye Conjecture. Let k be a field of characteristic zero and f 2 B D kŒn�

for some integer n � 2. Suppose that B=.f / Š kŒn�1�. Then B D kŒf �Œn�1�.

In case nD 3, some special cases have been solved by Sathaye, Russell, and Wright
[73,76,79,89]. In [79], Sathaye proved the conjecture for the linear planes, i.e., polynomials F
of the form aZ � b, where a; b 2 kŒX; Y �. This was further extended by Russell over fields
of any characteristic. They proved that

Theorem 5.1. Let F 2 kŒX; Y; Z� be such that F D aZ � b, where a.¤ 0/, b 2 kŒX; Y �,
and kŒX;Y;Z�=.F /D kŒ2�. Then there existX0;Y0 2 kŒX;Y � such that kŒX;Y �D kŒX0;Y0�

with a 2 kŒX0� and kŒX; Y;Z� D kŒX0; F �
Œ1�.

When k is an algebraically closed field of characteristic p � 0, Wright [89] proved
the conjecture for polynomials F of the form aZm � b with a; b 2 kŒX; Y �, m � 2 and
p − m. Das and Dutta showed [28, Theorem 4.5] that Wright’s result extends to any field k.
They proved that

Theorem 5.2. Let k be any field with ch k D p .� 0/ and F D aZm � b 2 kŒX; Y;Z� be
such that a.¤ 0/, b 2 kŒX;Y �,m� 2 and p −m. Suppose that kŒX;Y;Z�=.F /D kŒ2�. Then
there exists X0 2 kŒX; Y � such that kŒX; Y � D kŒX0; b� with a 2 kŒX0� and kŒX; Y; Z� D

kŒF;Z;X0�.

The condition that p − m is necessary in Theorem 5.2 (cf. [28, Remark 4.6]).
Most of the above cases are covered by the following generalization due to Russell

and Sathaye [76, Theorem 3.6]:

Theorem 5.3. Let k be a field of characteristic zero and let

F D amZ
m

C am�1Z
m�1

C � � � C a1Z C a0 2 kŒX; Y;Z�

where a0; : : : ; am 2 kŒX; Y � are such that GCD .a1; : : : ; am/ … k. Suppose that

kŒX; Y;Z�=.F / D kŒ2�:

Then there exists X0 2 kŒX; Y � such that kŒX; Y � D kŒX0; b� with am 2 kŒX0�. Further,
kŒX; Y;Z� D kŒF �Œ2�.

Thus, for kŒX; Y;Z�, the Abhyankar–Sathaye conjecture remains open for the case
when GCD.a1; : : : ; am/ D 1.

A common theme in most of the partial results proved in the Abhyankar–Sathaye
conjecture for kŒX;Y;Z� is that, ifF is considered as a polynomial inZ, then the coordinates
of kŒX; Y � can be so chosen that the coefficient of Z becomes a polynomial in X . The
Abhyankar–Sathaye conjecture for kŒX; Y;Z� can now be split into two parts.

Question 4A. Let k be a field of characteristic zero and let

F D amZ
m

C am�1Z
m�1

C � � � C a1Z C a0 2 kŒX; Y;Z�

where a0; : : : ; am 2 kŒX; Y �. Suppose that kŒX; Y; Z�=.F / D kŒ2�. Does there exist
X0 2 kŒX; Y � such that kŒX; Y � D kŒX0�

Œ1� with am 2 kŒX0�?
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Question 4B. Let k be a field of characteristic zero and suppose

F D am.X/Z
m

C am�1Z
m�1

C � � � C a1Z C a0 2 kŒX; Y;Z�

where a0; : : : ; am�1 2 kŒX; Y � and am 2 kŒX�. Suppose that kŒX; Y;Z�=.F / D kŒ2�. Does
this imply that kŒX; Y;Z� D kŒF �Œ2�?

Sangines Garcia in his PhD thesis [78] answered Question 4A affirmatively for the
casemD 2. In [21], Bhatwadekar and the author have given an alternative proof of this result
of Garcia.

When k is any field, as a partial generalization of Theorem 5.1 and Question 4B
in four variables, the author proved the Abhyankar–Sathaye conjecture for a polynomial F
of the form XmY � F.X;Z; T / 2 kŒX; Y;Z; T �. This was one of the consequences of her
general investigation on the ZCP [46]. In the process, she related it with other central prob-
lems on affine spaces like the affine fibration problem and the ZCP. The author has proved
equivalence of ten statements, some of which involve an invariant introduced by Derksen,
which is called the Derksen invariant.

The Derksen invariant of an integral domain B , denoted by DK.B/, is defined as
the smallest subring of B generated by the kernel of D, where D varies over the set of all
locally nilpotent derivations of B .

Theorem 5.4. Let k be a field of any characteristic and A an integral domain defined by

A D kŒX; Y;Z; T �=
�
XmY � F.X;Z; T /

�
; where m > 1:

Let x, y, z, and t denote, respectively, the images of X , Y , Z, and T in A. Set f .Z; T / WD

F.0;Z; T / and G WD XmY � F.X;Z; T /. Then the following statements are equivalent:

(i) kŒX; Y;Z; T � D kŒX;G�Œ2�.

(ii) kŒX; Y;Z; T � D kŒG�Œ3�.

(iii) A D kŒx�Œ2�.

(iv) A D kŒ3�.

(v) AŒ`� Šk k
Œ`C3� for some integer ` � 0 and DK.A/ ¤ kŒx; z; t �.

(vi) A is an A2-fibration over kŒx� and DK.A/ ¤ kŒx; z; t �.

(vii) A is geometrically factorial over k, DK.A/ ¤ kŒx; z; t � and the canonical
map k� ! K1.A/ (induced by the inclusion k ,! A) is an isomorphism.

(viii) A is geometrically factorial over k, DK.A/¤ kŒx; z; t � and .A=xA/� D k�.

(ix) kŒZ; T � D kŒf �Œ1�.

(x) kŒZ; T �=.f / D kŒ1� and DK.A/ ¤ kŒx; z; t �.

The equivalence of (ii) and (iv) provides an answer to Question 4 for the special case
of the polynomial XmY � F.X;Z; T /. The equivalence of (i) and (iii) provides an answer
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to a special case of Question 40 (stated below) for the ringR D kŒx�. The equivalence of (iii)
and (vi) answers Question 3 in a special situation. For more discussions, see [48].

In a remarkable paper Kaliman proved the following result over the field of complex
numbers [56]. Later, Daigle and Kaliman extended it over any field k of characteristic zero
[25].

Theorem 5.5. Let k be a field of characteristic zero. Let F 2 kŒX; Y; Z� be such that
kŒX; Y;Z�=.F � �/ D kŒ2� for almost every � 2 k. Then kŒX; Y;Z� D kŒF �Œ2�.

A general version of Question 4 can be asked as:

Question 40. Let R be a ring and f 2 A D RŒn� for some integer n � 2. Suppose

A=.f / Š RŒn�1�:

Does this imply that A D RŒf �Œn�1�, i.e., is f a coordinate in A?

There have been affirmative answers to Question 40 in special cases by Bhatwadekar,
Dutta, and Das [11, 13, 28]. Bhatwadekar and Dutta had considered linear planes, i.e., poly-
nomials F of the form aZ � b, where a; b 2 RŒX; Y � over a discrete valuation ring R and
proved that special cases of the linear planes are actually variables. Bhatwadekar–Dutta have
also shown [12] that a negative answer to Question 40 in the case when n D 3 and R is a dis-
crete valuation ring containing Q will give a negative answer to the affine fibration problem
(Question 3 (i)) for the case n D 2 and d D 2. An example of a case of linear planes which
remains unsolved is discussed in Section 7.

6. An-forms

Let A be an algebra over a field k. We say that A is an An-form over k if
A˝k L D LŒn� for some finite algebraic extension L of k. Let A be an An-form over a
field k.

When n D 1, it is well known that if Ljk is a separable extension, then A D kŒ1�

(i.e., trivial) and that ifLjk is purely inseparable thenA need not be kŒ1�. An extensive study
of such purely inseparable algebras was made by Asanuma in [8]. Over any field of positive
characteristic, the nontrivial purely inseparable A1-forms can be used to give examples of
nontrivial An-forms for any integer n > 1.

When n D 2 and Ljk is a separable extension, then Kambayashi established that
A D kŒ2� [57]. However, the problem of existence of nontrivial separable A3-forms is open
in general. A few recent partial results on the triviality of separable A3-forms are mentioned
below.

Let A be an A3-form over a field k of characteristic zero and Nk be an algebraic
closure of k. Then A D kŒ3� if it satisfies any one of the following:

(1) A admits a fixed point free locally nilpotent derivationD (Daigle and Kaliman
[25, Corollary 3.3]).
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(2) A contains an element f which is a coordinate of A˝k
Nk (Daigle and Kaliman

[25, Proposition 4.9]).

(3) A admits an effective action of a reductive algebraic k-group of positive dimen-
sion (Koras and Russell [61, Theorem C]).

(4) A admits either a fixed point free locally nilpotent derivation or a nonconfluent
action of a unipotent group of dimension two (Gurjar, Masuda, and Miyanishi
[51]).

(5) A admits a locally nilpotent derivation D such that rk.D ˝ 1 Nk/ � 2 (Dutta,
Gupta, and Lahiri [39]).

Now let R be a ring containing a field k. An R-algebra A is said to be an An-form
over R with respect to k if A˝k

Nk D .R ˝k
Nk/Œn�, where Nk denotes the algebraic closure

of k. A few results on triviality of separable An-forms over a ring R are listed below.
Let A be an An-form over a ring R containing a field k of characteristic 0. Then:

(1) If n D 1, then A is isomorphic to the symmetric algebra of a finitely generated
rank one projective module over R [35, Theorem 7].

(2) If n D 2 and R is a PID containing Q, then A D RŒ2� [35, Remark 8].

(3) If n D 2, then A is an A2-fibration over R.

(4) If n D 2 and R is a one-dimensional Noetherian domain, then there exists a
finitely generated rank-one projectiveR-moduleQ such thatAŠ .SymR.Q//

Œ1�

[39, Theorem 3.7].

(5) If n D 2 and A admits has a fixed point free locally nilpotent R-derivation over
any ring R, then there exists a finitely generated rank one projective R-module
Q such that A Š .SymR.Q//

Œ1� [39, Theorem 3.8].

The result (3) above shows that an affirmative answer to the A2-fibration problem
(Question 3 (i)) will ensure an affirmative answer to the problem of A2-forms over general
rings. Over a field F of any characteristic, Das has shown [27] that any factorial A1-form A

over a ring R containing F is trivial if there exists a retraction map from A to R.
We cannot say much about A3-forms over general rings till the time we solve it over

fields.

7. An example of Bhatwadekar and Dutta

The following example arose from the study of linear planes over a discrete valuation
ring by Bhatwadekar and Dutta [12]. Question 5 stated below is an open problem for at least
three decades. Let

A D CŒT;X; Y;Z� and R D CŒT; F � � A;

where F D TX2Z CX C T 2Y C TXY 2.
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Let

P WD XZ C Y 2;

G WD T Y CXP;

and
H WD T 2Z � 2T YP �XP 2

Then, we can see that
XH CG2

D T 2P

and F D X C TG. Clearly, CŒT; T �1�ŒF;G;H� � CŒT; T �1�ŒX; Y;Z�.
Then the following statements hold:

(i) CŒT; T �1�ŒX; Y;Z� D CŒT; T �1; F;G;H� D CŒT; T �1�ŒF �Œ2�.

(ii) CŒT;X; Y;Z� is an A2-fibration over CŒT; F �.

(iii) CŒT;X; Y;Z�Œ1�
D CŒT; F �Œ3�.

(iv) CŒT;X; Y;Z�=.F / D CŒT �Œ2� D CŒ3�.

(v) CŒT;X; Y;Z�=.F � f .T // D CŒT �Œ2� for every polynomial f .T / 2 CŒT �.

(vi) CŒT;X; Y;Z�Œ1=F � D CŒT; F; 1=F;G�Œ1�.

(vii) For any u 2 .T; F /R, AŒ1=u� D RŒ1=u�Œ2�, i.e., CŒT; X; Y; Z�Œ1=u� D

CŒT; F; 1=u�Œ2�.

Question 5. (a) Is A D CŒT; F �Œ2�.D RŒ2�/?

(b) At least is A D CŒF �Œ3�?

If the answer is “No” to (a), then it is a counterexample to the following problems:

(1) A2-fibration Problem over CŒ2� by (ii).

(2) Cancellation Problem over CŒ2� by (iii).

(3) Epimorphism problem over the ring CŒT � (see Question 40) by (iv).

If the answer is “No” to (b) and hence to (a), then it is a counterexample also to the
Epimorphism Problem for CŒ4� � CŒ3�.

Though the above properties have been proved in several places, a proof is presented
below. A variant of the Bhatwadekar–Dutta example was also constructed by Vénéreau in
his thesis [88]; for a discussion on this and related examples, see [24,41,64].

Proof. (i) We show that

C
�
T; T �1

�
ŒX; Y;Z� D C

�
T; T �1

�
ŒF;G;H�: (1)
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Note that

X D F � TG; P D
XH CG2

T 2
;

Y D .G �XP/=T;

and
Z D .H C 2T YP CXP 2/=T 2;

and hence equation (1) follows.
(ii) Clearly, A is a finitely generated R-algebra. It can be shown by standard argu-

ments that A is a flat R-algebra [66, Theorem 20.H]. We now show that A˝R k.p/ D k.p/Œ2�

for every prime ideal p of R. We note that F �X 2 TA and hence the image of F in A=TA
is same as that of X . Now let p be a prime ideal of R. Then either T 2 p or T … p. If T 2 p,
then A˝R k.p/ D k.p/ŒY;Z� D k.p/Œ2�. If T … p, then image of T in k.p/ is a unit and the
result follows from (i).

(iii) LetD D AŒW � D CŒT;X; Y;Z;W � D CŒ5�. We shall show that

D D CŒT; F �Œ3�
D RŒ3�:

Let

W1 WD T W C P;

G1 WD
.G � FW1/

T
D Y �XW � .T Y CXP/.T W C P / D Y �XW �GW1;

H1 WD
¹H C 2GW1 � .F �GT /W 2

1 º

T 2
D Z C 2YW �XW 2:

Now let

G2 WD G1 C FW 2
1 D .Y �XW / � T W1.Y �XW �GW1/ D Y �XW � T W1G1

and

W2 WD
W1 � .H1F CG2

2/

T
D W C 2G1W1.Y �XW / �GH1 � TG2

1W
2

1

Then, it is easy to see that

D
�
T �1

�
D C

�
T; T �1

�
ŒX; Y;Z;W �

D C
�
T; T �1

�
ŒF;G;H;W1�

D C
�
T; T �1

�
ŒF;G1;H1;W1�

D C
�
T; T �1

�
ŒF;G2;H1;W2�

and that CŒT;F;G2;H1;W2� �D. LetD=TD D CŒx; y; z;w�, where x; y; z;w denote the
images of X; Y;Z;W in D=TD. We now show that D � CŒT; F; G2; H1; W2�. For this, it
is enough to show that the kernel of the natural map � W CŒT; F;G2; H1; W2� ! D=TD is
generated by T . We note that the image of � is

C
�
x;y � xw;zC 2yw � xw2;wC 2p.y � xw � xp2/.y � xw/� xp.zC 2yw � xw2/

�
;
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which is of transcendence degree 4 over C. Hence the kernel of � is a prime ideal of height
one and is generated by T . Therefore,D D CŒT; F;G2;H1;W2�.

(iv)–(v) Let B D CŒT; X; Y; Z�=.F � f .T // for some polynomial f 2 CŒT � and
S D CŒT �. By (ii), it follows that B is an A2-fibration over S . Hence, by Sathaye’s theorem
[81], B is locally a polynomial ring over S and hence by Theorem 4.1, B is a polynomial
ring over S .

(vi) LetH1 WD
FHCG2

T
. Then

H1 D
.X C TG/.T 2Z � 2T YP �XP 2/C .T Y CXP/2

T
D TP CGH:

LetH2 WD
FH1CG3

T
. Then

H2 D
.X C TG/.TP CGH/CG3

T

D
T .G2H C TGP CXP/CG.XH CG2/

T

D
T .G2H C TGP CXP/CGT 2P

T

D G2H CXP C 2TGP:

LetH3 WD
F .H2�G/CG4

T
. Then

H3 D
F.G2H CXP C 2TGP �XP � T Y /CG4

T

D
F.2TGP � T Y /CG2.FH CG2/

T

D
TF.2GP � Y /C TH1G

2

T

D F.2GP � Y /CH1G
2:

Now it is easy to see that

C
�
T;X; Y;Z; F �1

��
T �1

�
D C

�
T; T �1

��
F;F �1; G;H

�
D C

�
T; T �1

��
F;F �1; G;H1

�
D C

�
T; T �1

��
F;F �1; G;H2

�
D C

�
T; T �1

��
F;F �1; G;H3

�
;

and that the image ofCŒT;F;F �1;G;H2� inAŒF �1�=TAŒF �1� is of transcendence degree 3.
Hence AŒF �1� D CŒT; F; F �1; G;H3� D CŒT; F; F �1; G�Œ1�.

(vii) Let m be any maximal ideal of R other than .T; F /. Then either T … m or
F … m . Thus, in either case, from (i) and (vi), we have Am D RŒ2�

m .
Let u 2 .T; F /R. Then a maximal ideal of RŒ1=u� is an extension of a maximal

ideal of R other than .T; F /R. Hence AŒ1=u� is a locally polynomial ring in two variables
over RŒ1=u�. Further any projective module over RŒ1=u� is free. Thus, by Theorem 4.1, we
have AŒ1=u� D RŒ1=u�Œ2�.
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manifolds
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Abstract

The formal model of semi-infinite flag manifold is a variant of an affine flag variety that
was recognized from the 1980s but not studied extensively until the late 2010s. In this
note, we exhibit constructions and ideas appearing in our recent study of the formal model
of semi-infinite flag manifold of a simple algebraic group. Our results have some impli-
cations to the theory of rational maps from a projective line to partial flag manifolds, and
also on the structures of quantum cohomologies and quantum K-groups of partial flag
manifolds.
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1. Introduction

Compact complex-analytic spaces that admit homogeneous Lie group actions are
quite rare in nature, and their classification reduces into three primitive classes: finite groups,
tori, and (partial) flag manifolds. The first have discrete topology and the role of geometric
consideration is rather small, in general. The second, particularly those admit polarizations,
offer a major subject known as abelian varieties. The third, the (partial) flag manifolds of
compact simple Lie groups, are ubiquitous in representation theory of semisimple algebraic
groups and quantum groups. By the universal nature of general linear groups, flag manifolds
of unitary groups are extensively studied from the geometric perspective.

In representation-theoretic considerations, we usually consider flag manifolds as
projective algebraic varieties defined over an algebraically closed field (that form a family
over SpecZ). This definition naturally extends to an arbitrary Kac–Moody setting, but the
resulting objects have at least two variants, thin flag varieties and thick flag manifolds
(defined by Kac–Peterson [75] and Kashiwara [40], respectively). In case the Kac–Moody
group is of affine type, we have a loop realization of the corresponding Kac–Moody group,
essentially identifying the corresponding group with the set of k..z//-valued points of a
simple algebraic group over a field k. This motivates us to consider yet other versions of flag
manifolds of affine type that can be understood as an enhancement of arc schemes of usual
flag manifolds. These are the semi-infinite flag manifolds that originate from the ideas of
Lusztig [63, §11] and Drinfeld [22]. Lusztig’s original idea is to construct varieties that natu-
rally encode representation theory of simple algebraic groups over finite fields. The Lusztig
program (see, e.g., [44,63]) adds representation theory of quantum groups at roots of unity
and representation theory of affine Lie algebras at negative rational levels into the picture,
and Feigin–Frenkel [19] put representation theory of affine Lie algebras at the critical level
into the picture. The semi-infinite flag manifolds itself have two realizations, that we refer to
as the ind-model and the formal model. The geometry of the ind-model of semi-infinite flag
manifolds, also known as the space of quasimaps from a projective line to a flag manifold,
was studied extensively by Braverman, Finkelberg, Mirković, and their collaborators (see
[8,18,21,22]).

One instance of the ind-model of semi-infinite flag manifold is the space of prin-
cipal bundles on an algebraic curve equipped with some reduction. This interpretation
realizes some portion of the above representation-theoretic expectations [2, 31]. The formal
model of semi-infinite flag manifolds is expected to add a concrete understanding of related
representation-theoretic patterns [19,22,63]. Unfortunately, such an idea needs to be polished
as its implementation faces difficulty due to its essential infinite-dimensionality. This forces
us to employ affine Grassmannians instead of semi-infinite flag manifolds in some cases (see
[26,30,78]) at the moment, that is possible by some tight connections [27,70].

Meanwhile, it is realized that the semi-infinite flag manifold is a version of the loop
space of a flag manifold, and hence it is related to its quantum cohomology [32]. In fact, the
ind-model of a semi-infinite flag manifold offers a description of the quantum K-theoretic
J -function of a flag manifold [9] that encodes its small quantum K-group.
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In both contexts of the above two paragraphs, the Peterson isomorphism [59, 74],
that connects the quantum cohomology of a flag manifold with the homology of an affine
Grassmannian, should admit an interpretation using a semi-infinite flag manifold. However,
such an interpretation is not known today (though we have Corollary 7.3).

The main goal of this note is to explain a realization of the formal model of semi-
infinite flag manifold [46,50,52], that is reminiscent to the classical description of the original
flag manifolds. Our realization is supported by recent developments in representation theory
of affine Lie algebras [14,15,51], that is also reminiscent to the representation theory of simple
Lie algebras. It turns out that the study of the formal model of the semi-infinite flag mani-
fold has implications to the corresponding ind-model [50], as well as the study of quantum
K-groups of partial flag manifolds and the K-groups of affine Grassmannians [45, 47, 48].
This includes an interpretation (and a proof) of the K-theoretic analogue of the Peterson
isomorphism using semi-infinite flag manifolds (Theorem 8.2).

The results presented here describe the formal model of semi-infinite flag manifolds
in a down-to-earth fashion, and also provide first nontrivial conclusions deduced from them.
However, we have not yet reached our primary goal to understand representation theory from
this perspective in a satisfactory fashion.We hope to improve this situation in the near future.

The organization of this note is as follows: We first recall the construction of flag
manifolds that is parallel to our later construction in Section 2. We explain the role of quan-
tum groups in the structure theory of Kac–Moody algebras and exhibit two versions of flag
varieties of Kac–Moody groups in Section 3. In Section 4, we exhibit some representation
theory of affine Lie algebras. Based on it, we explain our construction of the formal model of
semi-infinite flagmanifolds in Section 5. This enables us to present our idea on the Frobenius
splitting of semi-infinite flag manifolds in Section 6. We explain the connection between its
Richardson varieties and quasimap spaces in Section 7, and explain how they fit into the
study of quantum cohomology of flag manifolds. We exhibit the K-theoretic Peterson iso-
morphism in Section 8. We discuss the functoriality of the quantum K-groups of partial flag
manifolds in Section 9. We finish this note by discussing some perspectives in Section 10.

We assume that every field k has characteristic ¤ 2. A variety is some algebraic-
geometric object that admits singularity, and a manifold is a variety that is supposed to be
smooth in some sense. An algebraic variety is a separated scheme of finite type defined over
a field (i.e., our variety is not necessarily irreducible or reduced). We set N WD Z�0.

2. Flag manifolds via representation theory

Let G be a simply connected semisimple algebraic group over an algebraically
closed field k. Let T � B be its maximal torus and a Borel subgroup (maximal solvable
subgroup). Let W .D NG.T /=T / be the Weyl group of G. Let X be the set of one-
dimensional rational T -characters (the set of T -weights), that admits a naturalW -action.We
set XC WD

Pr
iD1 N$i , where $1; : : : ; $r 2 X are fundamental weights with respect to B .

The set of isomorphism classes of irreducible rational representations ¹L.�/º� of G is
labeled by XC in such a way that each L.�/ contains a unique (up to scalar) B-eigenvector
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v� with its T -weight �. We refer � .2 XC/ as the highest weight of L.�/. The flag manifold
B WD G=B of G is the maximal G-homogeneous space that is projective.

In case k D C, we have

B D .Y nE/=T;

where Y is an affine algebraic variety with .G � T /-action whose ring CŒY� of regular func-
tions is written as

CŒY� Š
M

�2XC

L.�/� .as G � T -modules/; (2.1)

and E � Y is the locus where the T -action is not free. Here, the G-action on CŒY� is the
natural actions on L.�/, and the T -action on CŒY� comes from the grading XC � X in the
RHS of (2.1). These data, together with the condition E ¤ Y, essentially determine CŒY�

as C-algebras generated by L.$i /
� for 1 � i � r . Consider a point x0 2 Y given by ¹v�º�,

seen as linear maps on ¹L.�/�º�. The image Œx0� of this point x0 has its G-stabilizer equal
to B . This induces an inclusion

G=B ,! B �

rY
iD1

P
�
L.$i /

�
induced from B=B 7! Œx0� by the G-action. (One needs additional representation-theoretic
analysis to conclude G=B Š B.) This consideration transfers all geometric statements rel-
evant to B to algebraic statements on the space in (2.1) in principle, but most of the geo-
metric results on B and its subvarieties were proved for the first time by other methods (see,
e.g., [56]).

Note that the vector space (2.1) does not acquire the structure of a ringwhen charkD
p > 0. The reason is that we do not have a map L.�/� ˝ L.�/� ! L.�C �/�, or equiva-
lently,L.�C�/!L.�/˝L.�/ for general �;� 2XC. One way to improve the situation is
to replace ¹L.�/º�2XC

with a suitable family of modules ¹Y.�/º�2XC
with larger members

such that the G-module map

Y.�C �/! Y.�/˝ Y.�/ (2.2)

exists uniquely (up to constant) for every �; � 2 XC. It yields an analogous ring of (2.1)
that should be closely related to B. A standard choice of Y.�/ (� 2 XC) is the Weyl module
V.�/ of G, that is, the projective cover of L.�/ in the categories of rational G-modules
whose composition factors are in ¹L.�/º���2XC

, where� is the dominance ordering on X.
This produces B for all characteristics.

Theorem 2.1 (Orthogonality of Weyl modules, [36, II §4.13]). For each �; � 2 XC, we have

ExtiG
�
V.�/; V .�/�

�
Š k˚ıi;0ı�;�� ;

where �� is the highest weight of L.�/�. By taking the Euler–Poincaré characteristic, this
Ext-orthogonality implies the orthogonality of the T -characters of V.�/. In particular, the
T -characters of V.�/ do not depend on k.
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Note that L.�/ D V.�/ for char k D 0 by the semisimplicity of representations,
and hence Theorem 2.1 is Schur’s lemma in such a case. As V.�/ D k˝Z VZ.�/ holds for
a collection of free Z-modules VZ.�/ (� 2 XC), we find that B extends to a scheme flat
over Z. Another possible choice of Y.�/ (� 2 XC), the Verma module M.�/ of the (divided
power) enveloping algebra of LieG, produces an open dense B-orbit in B.

3. Kac–Moody flag varieties

Let us keep the setting of the previous section.

3.1. Reminder on Kac–Moody algebras and their quantum groups
Let gC be the Kac–Moody algebra associated to a symmetrizable generalized

Cartan matrix (D GCM) C (see [38]). In case char k D 0, we have the notion of the highest
weight integrable representations of gC parametrized by the set of dominant weights PC

defined similarly to XC. Let L.ƒ/ denote the highest weight integrable representation of
gC corresponding to ƒ 2 PC.

We have the quantum group (or the quantized enveloping algebra) Uq.gC / of gC

originally defined by Drinfeld and Jimbo in the 1980s [17, 37]. It is an algebra defined over
Q.q/, and the specialization q 7! 1 recovers the universal enveloping algebra U.gC / of gC .
Kashiwara [41] and Lusztig [63] defined the canonical/global bases (of the positive/negative
parts U ˙

q .gC /) of Uq.gC / and their integrable representations that generate their QŒq�-
lattices. The construction of Lusztig [64] clarified that quantum groups are, in fact, defined
over ZŒq˙1� (or even over NŒq˙1� if one can say). In the 2010s, the categorification theo-
rems of a quantum group and its integrable representations appeared [39,53,76,77], and there
every algebra that admits a categorification has a suitable ZŒq�-integral structure with dis-
tinguished bases, being the Grothendieck group of a module category of a finitely-generated
graded algebras (called KLR algebras or quiver Hecke algebras). Therefore, the following is
now widely recognized:

Theorem 3.1 (Lusztig [63,64,66] and Kashiwara [41–43]). Assume that k D C. The (lower)
global bases of U ˙

q .gC / induce a Z-integral form UZ.gC / of U.gC / via q 7! 1. For each
ƒ 2 PC, we have a Z-lattice L.ƒ/Z of L.ƒ/ obtained from the (lower) global base of the
corresponding integrable highest weight module ofUq.gC /. In addition,L.ƒ/Z is generated
by the UZ.gC /-action from a highest weight vector of L.ƒ/.

By a specialization of L.ƒ/Z, we obtain a highest weight integrable module L.ƒ/

over an arbitrary field k. The module L.ƒ/ is no longer irreducible when char k > 0 (in gen-
eral), and hence it is a gC -analogue of Weyl modules rather than L.�/ for G; it is a lack of
brevity of the author to choose this notation here. We close this subsection by noting that the
integral forms at the end of Section 2 coincide with the integral forms in Theorem 3.1.
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3.2. Thin and thick flag varieties
Presentations of the flag varieties for general Kac–Moody groups G associated to a

GCMC are similar to those in the previous section. A triangular decomposition of gC yields
an analogous group I to the Borel subgroup. Let T be a (standard) maximal torus of I. The
highest weight vector in L.ƒ/ is precisely an I-eigenvector with its T -weight ƒ. Therefore,
the construction in the previous section produces G =I via the ringM

ƒ2PC

L.ƒ/_
�

M
ƒ2PC

L.ƒ/�; (3.1)

where L.ƒ/� is the vector space dual of L.ƒ/, and L.ƒ/_ is the restricted dual of L.ƒ/,
defined to be the direct sum of (finite-dimensional) vector space duals offered by the T -weight
decomposition of L.ƒ/.

In this case, both vector spaces in (3.1) are naturally rings. This corresponds to the
choice of G . The former ring defines B thick

C D G=I [40,49,71] if we take G to be a version of
the Kac–Moody group that is completed with respect to the opposite direction to I. (This is
the maximal Kac–Moody group, but the completion is taken in the opposite way as in the
literature.) The latter ring can be seen as the projective limit of finitely-generated algebras,
and the union of the spectrums of these rings yields B thin

C D G =I [56, 75] if we take G as
the uncompleted Kac–Moody group (the Kac–Peterson group or the minimal Kac–Moody
group), or as the maximal Kac–Moody group completed with respect to the direction of I.
In other words, we have variants of flag manifolds of Kac–Moody groups associated to a
GCM C as: [

n

B thin
C;n D B thin

C � B thick
C : (3.2)

The scheme B thick
C is a union of infinite-dimensional affine spaces, and hence is smooth.

However, B thick
C is not compact in an essential way [24]. This picture is compatible with the

fact that the Kac–Peterson group is defined by one-parameter generators (and relations), and
hence B thin

C is a union of finite-dimensional subvarieties B thin
C;n consisting of points presented

by a product of at most n generating elements. As such, each scheme B thin
C;n is singular, and

hence B thin
C is understood to be singular. In fact, it does not admit an inductive limit descrip-

tion by finite-dimensional smooth pieces [24].

4. Global Weyl modules and their projectivity

Let us consider the untwisted affine Kac–Moody case hereafter, with the same con-
ventions as in the previous sections. In particular, our Kac–Moody groups are extensions of
the groups

G..z// WD G
�
k..z//

�
and G

�
z˙1

�
WD G

�
k
�
z˙1

��
by the loop rotation Gm-actions (that we denote by Grot

m ) and the central extension Gm-
actions. (These correspond to the maximal/minimal realizations of the Kac–Moody groups
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in the previous section.) These are not (pro-)algebraic groups, and it sometimes causes dif-
ficulty. Nevertheless, each rational representation V of G induces representations

V..z// WD V ˝k k..z// and V
�
z˙1

�
WD V ˝k k

�
z˙1

�
of G..z// and GŒz˙1�, respectively. These representations are not of highest weight, but still
integrable representations when we lift them to the central extensions of G..z// and GŒz˙1�

by letting the center Gm act trivially (i.e., they are level-zero integrable representations
viewed as representations of affine Lie algebras).

In addition to the T -action, the representation V Œz˙1� carries Grot
m -action. Let ı be

the degree-one character ofGrot
m , and set q WD eı . By abuse of notation, wemight consider qn

(n 2 Z) as the functor that twists the Grot
m -action by degree n. We define a graded character

of a semisimple .T �Grot
m /-module U as

gch U WD
X
n2Z

X
�2X

qne� dimHomT �Grot
m

.C�Cnı ; U /:

Then, gch V Œz˙1�makes sense as all the coefficients are inZ. However, if we take the second
symmetric power S2.V Œz˙1�/ of V Œz˙1� over k, then it contains an infinity as a coefficient.
To avoid such a complication, we sometimes restrict ourselves to the subgroups

GJzK WD G
�
kJzK

�
� G..z// and GŒz� WD G

�
kŒz�

�
� G

�
z˙1

�
:

We sometimes use the subgroup I�GJzK defined by the pullback of B under the evaluation
map ev0 W GJzK! G at z D 0. The group I is the Iwahori subgroup obtained from (the
completed version of) I by removing Grot

m and quotient out by the central extension.
By the quotient map kŒz�! k (and kJzK! k) sending z 7! 0, we can regard every

rational G-module V as a GŒz�-module or a GJzK-module with (trivial) Grot
m -action through

ev0. We also have a GJzK-module structure (without a Grot
m -action) on V JzK WD V ˝ kJzK

that surjects onto V .

Definition 4.1 (global Weyl modules). Let C.�/ be the category of rational GŒz�-modules
M that admits a decreasing filtration

M D F0M � F1M � F2M � � � � such that
\
k�0

FkM D ¹0º

and each FkM=Fk�1M (k � 1) belongs to ¹qmL.�/ºm2Z;���2XC
. For each � 2 XC, we

define the global Weyl module W .�/ of GŒz� as the projective cover of L.�/ in C.�/.

Note thatW .�/ automatically acquires aGrot
m -action by its universality (as it exists).

Theorem 4.2. For each � 2 XC with � D
Pr

iD1 mi $i , we have

EndGŒz� W .�/ Š

rO
iD1

kŒxi;1; : : : ; xi;mi
�Smi ;

where each xi;1; : : : ; xi;mi
is of degree one with respect to the Grot

m -action. In addition, the
action of EndGŒz� W .�/ on W .�/ is free.
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Theorem 4.2 was proved by Fourier–Littelmann [25] (for kDC andG of type ADE),
Naoi [72] (for k D C and G of type BCFG), and it was transferred to char k > 0 in [50] using
results from the global bases of quantum affine algebras [4,42].

By Theorem 4.2, we factor out the positive degree parts of EndGŒz� W .�/ to obtain

W.�/ WD k˝EndGŒz� W .�/ W .�/; � 2 XC:

We call it a local Weyl module of GŒz�.
The following result clarifies that our global/local Weyl modules are the best possi-

ble analogues of Weyl modules for G (see Theorem 2.1):

Theorem 4.3 (Chari–Ion [14] for char k D 0, and [50] C " for char k > 0). For each
�; � 2 XC, we have

ExtiGŒz�

�
W .�/; W.�/�

�
Š k˚ıi;0ı�;�� ; (4.1)

where�� is the highest weight ofL.�/�. By taking the graded Euler–Poincaré characteristic,
.4.1/ implies the orthogonality of Macdonald polynomials with respect to the Macdonald
pairing specialized to t D 0. In particular, gch W.�/ and gch W .�/ do not depend on k.

The proof of Theorem 4.3 in [50, §3.3] relies on the adjoint property of the Demazure
functors observed in [20, Proposition 5.7] and systematically utilized in [15]. The case �D ��

and i > 1 in Theorem 4.3 is not recorded in [50], and might appear elsewhere.

5. Semi-infinite flag manifolds

We keep the setting of the previous section. In view of the projectivity of W .�/’s
in C.�/’s, we find unique degree-zero GŒz�-module maps

W .�C �/!W .�/˝W .�/; � 2 XC: (5.1)

Therefore, the recipe described in Section 2 equips

RG WD

M
�2XC

W .�/_

with a structure of a commutative algebra compatible with the action of GŒz� Ì Grot
m � T .

Since theGrot
m -degree ofRG is bounded from the above, theGŒz�-action onRG automatically

extends to the GJzK-action. We set

QG WD .SpecRG nE/=T;

where E is a closed subset of SpecRG on which the T -action is not free. Let us consider
the G..z//-orbit of ®

Œv$i
�
¯r

iD1
2

rY
iD1

P
�
V.$i /..z//

�
; (5.2)
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viewed as a set of points, that we denote byQG . By examining the coefficients of the defining
relations of B with its k..z//-valued points, we find that the intersection

QG \

rY
iD1

P
�
V.$i /JzKzmi

�
�

rY
iD1

P
�
V.$i /JzKzmi

�
�

rY
iD1

P
�
V.$i /..z//

�
(5.3)

defines a closed subscheme for any choice of m1; : : : ; mr 2 Z. We denote this subscheme
by QG.tˇ /, where ˇ D

Pr
iD1 mi ˛

_
i is an element of the dual lattice (coroot lattice) X_ of

X equipped with a basis ¹˛_
i º

r
iD1 such that ˛_

i .$j / D ıi;j (i.e., ˛_
i is a simple coroot). We

note that P .V .$i /JzKzmi / is a scheme, but it is not of finite type, and QG.tˇ / is also of
infinite type.

Lemma 5.1. We haveQG.tˇ /ŠQG.t / for each pair ˇ;  2 X_ as schemes equipped with
GJzK-actions. Hence, the union

Qrat
G D

[
ˇ

QG.tˇ /

is a pure ind-scheme of ind-infinite type equipped with the action of GJzK Ì Grot
m . Moreover,

the set of GJzK-orbits in Qrat
G is in bijection with X_.

In effect, we have an open denseGJzK-orbitOG.tˇ /�QG.tˇ / that is isomorphic to
GJzK=.T � N JzK/. By the Bruhat decomposition, we divide OG.tˇ / into the disjoint union
of I-orbits as

F
w2W O.wtˇ / such that O.tˇ / � OG.tˇ / is open dense. Identifying ˇ 2 X_

with tˇ , we set Waf WD W Ë X_. We define

QG.w/ WD O.w/ � Qrat
G ; w 2 Waf:

The inclusion relation on ¹QG.w/ºw2Waf is described by the generic Bruhat
order [62]. We refer to the partial order on Waf induced from this closure ordering by �1

2
as

in [50,52] (there we sometimes called �1
2
as the semi-infinite Bruhat order).

Theorem 5.2. The scheme QG.w/ is normal for each w 2 Waf. In addition, the ind-scheme
Qrat

G is a strict ind-scheme in the sense that each inclusion is a closed immersion. The ind-
scheme Qrat

G coarsely ind-represents the coset G..z//=.T �N..z///.

The first two statements are proved in [52] when char k D 0. The proof valid for
char k ¤ 2, as well as the last assertion, are contained in [50]. This last assertion says that
the (ind-)scheme Qrat

G is the universal one that maps to every (ind-)scheme whose points
yield QG . It follows that if we take a family ¹Y .�/º�2XC

instead of ¹W .�/º�2XC
to define

QG.tˇ /, then the corresponding coordinate ring R0
G admits a map to RG . Let us point out

that this can be thought of as a family version of the properties of global Weyl modules
discussed in Section 4, and we indeed have several reasonable choices of ¹Y .�/º�2XC

other
than ¹W .�/º�2XC

including the coordinate ring of the arc scheme of G=N . For simplicity,
we may refer to QG.t0/ as QG below.

The inclusion

QG �

rY
iD1

P
�
V.$i /JzK

�
(5.4)
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induces a line bundle OQG
.$i / on QG , that is, the pull-back of O.1/ from P .V .$i /JzK/.

By taking the tensor products, we have OQG
.�/ WD

Nr
iD1 OQG

.$i /
˝ni for �D

Pr
iD1 ni $i

(ni 2Z). By Lemma 5.1, we haveOQrat
G

.�/ (� 2X) onQrat
G that yieldsOQG

.�/ by restriction.

Theorem 5.3 ([52] for char k D 0, and [50] for char k ¤ 2). For each � 2 X, we have

H i
�
QG ; OQG

.�/
�_
Š

8<: W .�/; i D 0; � 2 XC;

¹0º; otherwise:

The proof of Theorem 5.3 depends on the freeness of RG over an infinitely-many-
variable polynomial ring, that yields a regular sequence of infinite length. Such a situation
never occur for finite type schemes, or infinite type schemes like B thick

C . In case G D SL.2/,
Theorem 5.3 reduces to an exercise in algebraic geometry by QG Š P .k2JzK/.

Theorem 5.3 has an ind-model counterpart proved earlier [10]. The Frobenius split-
ting of QG (explained later) and Theorem 5.3 imply this ind-model counterpart. However,
the author is uncertain whether [10] implies Theorem 5.3 (even in case char k D 0) since the
natural ring coming from the ind-model is a completion ofRG , and the completion operation
of a ring loses information in general. We have an analogue of Theorem 5.3 for all I-orbit
closures, proved for the ind-model in [46,50] and for the formal model in [50,52].

6. Frobenius splittings

We continue to work in the setting of the previous section. We fix a prime p > 0. For
a schemeX over Fp , we have a Frobenius morphism Fr WX!X induced from the pth power
map. We have a natural map Fr�OX! OX that induces a map OX! Fr�OX by adjunction.
The Frobenius splitting � W Fr�OX ! OX is an OX-module map such that the composition

OX ! Fr�OX

�
! OX

is the identity. If X is projective (and is of finite type) and OX admits a Frobenius splitting,
then X is reduced and an ample line bundle has the higher cohomology vanishing [68].

For generality on Frobenius splittings, as well as their applications to B and B thin
C ,

we refer to Brion–Kumar [12] (note that [12] has a finite type assumption, that we drop in
case the proof does not require it. In the paragraph above, reducedness does not require
the finite type assumption, while the higher cohomology vanishing requires the finite type
assumption through the Serre vanishing). Frobenius splitting of B in char k D p is useful
in proving that Schubert and Richardson varieties are reduced, normal, and have rational
singularities. There are two major ways to construct a Frobenius splitting of B: one is to
investigate the global section of the .1 � p/th power of the canonical bundle, and the other
is to use a Bott–Samelson–Demazure–Hansen (DBSDH) resolution of B.

Since B thin
C is no longer smooth, we cannot use the canonical bundle to construct a

Frobenius splitting. Nevertheless, a (partial) BSDH resolution does the job. The situation of
B thick

C is a bit worse. The canonical bundle of B thick
C makes some sense, but the author does

not know whether it has enough power to produce a Frobenius splitting. The scheme B thick
C

1609 The formal model of semi-infinite flag manifolds



admits a BSDH resolution, but it is a successive P 1-fibration over an infinite-type scheme.
Thus, we cannot equip B thick

C with a Frobenius splitting by either of the above means at
present. Despite this, we can transfer a Frobenius splitting of B thin

C to B thick
C by using the

compatible splitting property of a point [49], following an idea of Mathieu.
Frobenius splitting ofQrat

G (or rather each of its ind-pieceQG.w/) is used below, and
hence we need a recipe to produce one. However, the situation of the BSDH resolution is
similar to that ofB thick

C , and the canonical bundle onQrat
G simply does not make sense naively

(e.g., its T -weight at a point must be infinity). Therefore, we need a new proof strategy. Our
strategy in [50] is to regardRG as a subalgebra of the corresponding coordinate ring ofB thick

C ,
and prove that a Frobenius splitting of B thick

C preserves RG . For this, we first see that each
W .m�/ (m 2 Z>0, � 2 XC) is a quotient of L.mƒ/ for some ƒ 2 PC by twisting the
GŒz�1�-action into a GŒz�-action as z�1 7! z. Let �m W L.mƒ/!W .m�/ be the quotient
map. This embeds (a suitable Z-graded subalgebra of) RG into (3.1) as an algebra with
GJzK Ë Grot

m -action. We need to show that the map �_ obtained by dualizing the Frobenius
splitting of B thick

C induces a map �_
W in the following diagram:

L.mƒ/
�_

//

�m

����

L.pmƒ/ //

�pm

����

L.mƒ/

�m

����
W .m�/

�_
W // W .pm�/ // W .m�/:

(6.1)

This is equivalent to seeing that �_.ker�m/ � ker�pm. We use the projectivity of W .m�/

in C.m�/ to assume that the GŒz�-module generators of ker �m have T -weights that do
not appear in W .m�/. In view of the fact that ker�pm contains all the T -weight spaces in
L.pmƒ/ whose T -weights do not appear in W .pm�/, we have necessarily �_.ker�m/ �

ker�pm by the T -weight comparison of the generators.
In fact, every L.ƒ/ admits a filtration by global Weyl modules when char k D 0 if

we twist the action of GŒz� on global Weyl modules into GŒz�1� [51]. Therefore, we indeed
obtain a Frobenius splitting ofQG via a novel proof based on the “universality” of the global
Weyl module W .�/ explained in Section 4. In conclusion, we have:

Theorem 6.1 ([50, Theorem B]). The ind-scheme Qrat
G admits a Frobenius splitting that is

compatible with all I-orbits when char k > 2.

7. Connection to the space of rational maps

Keep the setting as in Section 5. Let us consider the vector space embedding
k..z//� kJz; z�1K into the formal power series with unbounded powers. The space kJz; z�1K
no longer forms a ring. Nevertheless, we have an automorphism of kJz; z�1K by swapping
z with z�1. Together with the Chevalley involution of G (an automorphism of G that sends
each element of T to its inverse), it induces an involution � on the ambient space

Qrat
G �

rY
iD1

P
�
V.$i /

q
z; z�1

y�
:
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We remark that � induces an automorphism of G such that B \ �.B/ D T . Let w0 be the
longest element in W .

Theorem 7.1 ([50, Theorem B]). For all w; v 2 Waf, the scheme-theoretic intersection
QG.w/ \ �.QG.vw0// is reduced (we denote this intersection by QG.w; v/ and call it
a Richardson variety of Qrat

G below). It is normal when char k D 0 or char k� 0.

The scheme QG.w; v/ is always of finite type, and the case w; v 2 W yields a
Richardson variety of B. The normality part of the proof of Theorem 7.1 goes as follows:
Our Frobenius splitting ofQrat

G induces a Frobenius splitting of QG.w; v/. In particular, it is
reduced and weakly normal in char k > 2. (Here a weakly normal ring is essentially a normal
ring up to topology.) Then, we lift the weak normality to characteristic zero and prove the
normality of the intersection by a geometric consideration. Once we deduce the normality
in characteristic zero, we can reduce it to char k� 0 by a general result.

Let us exhibit some relevant geometric considerations here. To this end, we assume
kDC in the rest of this section. Recall that H2.B;Z/ŠX_. Let GB2;ˇ (resp. B2;ˇ ) be the
space of genus-zero stable maps with two marked points to .P 1 �B/ (resp.B) whose image
has class .1; ˇ/ 2 H2.P 1 �B; Z/ (resp. ˇ 2 H2.B; Z/), regarded as an algebraic variety
with rational singularities [28]. We have a subvariety GB[

2;ˇ
such that the first marked point

lands in 0 2 P 1 and the second marked point lands in1 2 P 1 through the composition�
C; ¹x1; x2º

� f
! P 1

�B
pr1
! P 1:

Consider the Schubert variety (a B-orbit closure) B.w/ � B corresponding to w 2 W and
the opposite Schubert variety (a �.B/-orbit closure) Bop.v/ � B corresponding to v 2 W .

Let evi W GB[
2;ˇ
! B (i D 1; 2) denote the evaluation at the point xi on C . We

define
GBˇ .w; v/ WD ev�1

1

�
B.w/

�
\ ev�1

2

�
Bop.v/

�
:

Similarly, let ei WB2;ˇ !B (i D 1;2) be the evaluation maps. For allw;v 2W and ˇ 2X_,
we set Bˇ .w; v/ WD .e�1

1 .B.w// \ e�1
2 .Bop.v///. Let VQG.ˇ/ denote the space of maps

from P 1 to B of degree ˇ. By adding the identity map to P 1, each point of VQG.ˇ/ yields a
map P 1! .P 1 �B/ of degree .1; ˇ/. In addition, the identification of two P 1’s completely
determines the marked points. Hence we have an inclusion VQG.ˇ/ � GB[

2;ˇ
.

Let QG.ˇ/ (ˇ 2 X_) denote the space of quasimaps from P 1 to B of degree ˇ [22],
that is, a natural compactification of VQG.ˇ/ such that

QG.ˇ/ D
G

0��ˇ

VQG.ˇ � / � .P 1/ ;

where  � ˇ is defined as ˇ �  2
Pr

iD1 Z�0˛_
i , and

.P 1/
D

rY
iD1

�
.P 1/mi =Smi

�
where  D

rX
iD1

mi ˛
_
i :

Here .P 1/ records the place where the degree of the genuine map drops in which degree
components (without ordering). By adding extra P 1 components and (compatible) maps to
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B to P 1 in .f W P 1!B/ 2 VQG.ˇ � / at the places (and total degrees) recorded by .P 1/

(for each 0 �  � ˇ), we obtain a map of topological spaces

� W GB[
2;ˇ ! QG.ˇ/;

that is an identity on VQG.ˇ/. Givental’s main lemma asserts that this is a birational morphism
of integral algebraic varieties.

Proposition 7.2 ([50, §5.2]). For each ˇ 2 X_, we have

QG.ˇ/ Š QG.e; tˇ /

as schemes. In addition, � restricts to a birational morphism

�ˇ;w;v W GBˇ .w; v/! QG.w; vtˇ /; w; v 2 W:

In particular, we have GBˇ .w; v/ ¤ ; if and only if w �1
2

vtˇ , and its dimension is given
by the distance between w and vtˇ with respect to �1

2
.

In other words, the Richardson varieties of Qrat
G are precisely the spaces of quasi-

maps, possibly with additional conditions imposed by the space of stable maps. According to
Buch–Chaput–Mihalcea–Perrin [13], the variety GBˇ .w; v/ is irreducible and has rational
singularities if it is nonempty. Hence, we find that QG.w; vtˇ / is irreducible in general.
Proposition 7.2 and properties of the maps �ˇ;w;v are used in our proof of Theorem 7.1.

Proposition 7.2 implies that QG.w; vtˇ / is the closure (in QG.ˇ/) of the space
of maps from P 1 to B such that 0;1 2 P 1 land in B.w/ and Bop.v/, respectively. By
examining the natural map GBˇ .w; v/!Bˇ .w; v/ (obtained by forgetting the map to P 1),
we obtain:

Corollary 7.3. For all w; v 2 W and 0 ¤ ˇ 2 X_, we have

dimBˇ .w; v/ D dimGBˇ .w; v/ � 1 if GBˇ .w; v/ ¤ ;;

and Bˇ .w; v/ ¤ ; if and only if GBˇ .w; v/ ¤ ;. Moreover, we have

Bˇ .w; v/ ¤ ; and dimBˇ .w; v/ D 0

if and only if w �1
2

vtˇ are adjacent with respect to �1
2
. In such a case, Bˇ .w; v/ is a

point.

Thanks to the dimension axiom in quantum correlators [54, (2.5)], Corollary 7.3
describes which (primary) two-point cohomological Gromov–Witten invariant of B with
respect to the Schubert bases is nonzero (we can also tell its exact value). By the divisor
axiom [54, §2.2.4] and the classical Chevalley formula [16], we find the Chevalley formula in
quantum cohomology of B from this [29]. This clarifies the role of QG.w; vtˇ / in the study
of quantum cohomology of B from our perspective.

Theorem 7.4 ([47]). Let ˇ 2 X_ and w; v 2 W . The variety QG.w; vtˇ / has rational sin-
gularities.
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Theorem 7.4 is proved by Braverman–Finkelberg [9,10] for the case w D e, v D w0

by an analysis of Zastava spaces, which does not extend to general w; v. Theorem 7.4 is the
most subtle technical point in [47] and its induction steps become possible by Theorem 7.1.

8. K-theoretic Peterson isomorphism

We follow the setting of the previous section with k D C. We understand that
the K-groups appearing here contain a suitable class of line bundles supported on sub-
varieties equipped with some group actions, and its scalar is extended from Z to C. Let
GrG WD G..z//=GJzK be the affine Grassmannian of G. The set of I-orbits in GrG is in bijec-
tion with X_, while the set of GJzK-orbits of GrG is in bijection with X_

< � X_ formed by
the set of antidominant coroots. For ˇ 2 X_, we set VGrG.ˇ/ � GrG as the corresponding
I-orbit and set GrG.ˇ/ WD VGrG.ˇ/ � GrG . We normalize so that GrG.ˇ/ is G-stable when
ˇ 2 X_

<, and we have dimGrG.ˇ/ D �2jˇj in such a case, where jˇj WD
Pr

iD1 ˇ.$i /.
We define

KT .GrG/ WD
[

ˇ2X_

KT

�
GrG.ˇ/

�
and KG.GrG/ WD

[
ˇ2X_

<

KG

�
GrG.ˇ/

�
:

These spaces are equipped with the convolution product, defined by the diagram

GrG �GrG
p
 G..z// � GrG

q
! G..z// �I GrG

mult
! GrG

as follows: For all cycles a; b 2 KT .GrG/ Š KI.GrG/, we find a left I-equivariant class
.a; b/ on G..z// �I GrG such that

p�.a � b/ D q�.a; b/

and set
aˇ0 b WD

X
i�0

.�1/i
�
Ri mult�.a; b/

�
2 KI.GrG/:

This yields an associative product structure on KT .GrG/ that contains a zero divisor. If we
restrict ourselves to KG.GrG/, then the algebra structure given by ˇ0 becomes commuta-
tive and integrally closed. Using an isomorphism KT .pt/˝KG.pt/ KG.GrG/ŠKT .GrG/ of
KT .pt/-modules, we find a multiplication ˇ of KT .GrG/ that extends ˇ0 on KG.GrG/ as
a KT .pt/-algebra. This product ˇ coincides with a K-theoretic analogue of the Pontrjagin
product (by the calculations in [47, §2.2]). In addition, we have

ŒOGrG.ˇC/� D ŒOGrG.ˇ/�ˇ ŒOGrG./� for ˇ;  2 X_
<:

This yields a multiplicative system in KT .GrG/, whose localization is denoted by
KT .GrG/loc.

The (localized) small T -equivariant quantum K-group of B is defined as a vector
space

qKT .B/loc WD KT .B/˝CX_
�
� KT .B/˝C CH2.B; Z/

�
:
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We denote the variable corresponding to ˇ 2 X_ as Qˇ . The quantum K-theoretic product
? is a binary operation on qKT .B/loc, defined by Givental [33] and Lee [61], whose value
(a priori) belongs to a completion of qKT .B/loc. It is one of the consequence of our analy-
sis that ? preserves qKT .B/loc. This is usually referred to as the finiteness of the quantum
K-theoretic product (for B) in the literature [1,13], and is one of the most fundamental ques-
tions in the study of qKT .B/. Lam–Li–Mihalcea–Shimozono [58] conjectured that:

Theorem 8.1 ([47]). We have an isomorphism of commutative algebras

KT .GrG/loc
Š
! qKT .B/loc

such that
ŒOGrG.wˇ/�ˇ ŒOGrG./�

�1
7! ŒOB.w/�Q

ˇ�

for ˇ;  2 X_
< such that ˇ.$i / < 0 for every 1 � i � r .

Note that a presentation of the ring qKT .B/ for G D SL.n/ can be read-off from
Givental–Lee [34], and a presentation of the ring KT .GrG/ is obtained in Bezrukavnikov–
Finkelberg–Mirković [6]. However, these are not enough to yield Theorem 8.1 (for
G D SL.n/) as the correspondence between Schubert bases is unclear.

We have an action of the nilpotent version HH nil of the double affine Hecke alge-
bra (associated to G) on KT .GrG/, coming from Kostant–Kumar [55]. In [47], we defined
the T -equivariant K-group KT .Qrat

G / of Qrat
G based on the construction of the .T � Grot

m /-
equivariantK-group ofQrat

G in [52]. The I-action onQrat
G induces aHH nil-action onKT .Qrat

G /.
The object KT .Qrat

G / needs a completion in order to admit an action of the line
bundle twists by OQrat

G
.�/ .� 2 X/. It reflects the fact that the right-hand side of Theo-

rem 5.3 (i.e., a global Weyl module) is infinite-dimensional in general, and hence the effect
of˝OQrat

G
.$i / (1 � i � r) requires infinitely many terms to describe.
Our main idea in the proof of Theorem 8.1 is to put Qrat

G into the picture:

Theorem 8.2 ([47, Theorem C]). We have a commutative diagram

KT .Qrat
G /

KT .GrG/loc //
+ �

ˆ
88

qKT .B/loc

3 S

‰
ff

that respects the Schubert bases in each object. In addition, the map ‰ is an embedding of
representations of HH nil, and the map ‰ intertwines the tensor product with OQrat

G
.�$i / in

KT .Qrat
G / and the quantum product of OB.�$i / on qKT .B/loc for each 1 � i � r .

The completion ofKT .Qrat
G / is compatible with the standard completion of qKT .B/

via themap‰. Theorem 8.2 implies that the inverse of the operation?OB.�$i /makes sense
only after the completion of qKT .B/loc.

Since the quantumK-theoretic correlators (see [33,61]) satisfy neither the dimension
axiom nor divisor axiom as in the theory of quantum cohomology, the proof of Theorem 8.2
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must be necessarily different from Corollary 7.3. Our construction of the map ‰ is based on
the following two observations:

• an interpretation of the (Gm-equivariant) quantum K-theoretic correlator

�
�
Q.w; w0tˇ /; OQ.w;w0tˇ /.�/

�
D �

�
GBˇ .w; w0/; ��

ˇ;w;w0
OQ.w;w0tˇ /.�/

�
;

(8.1)
valued in CŒT �Œq˙1� D CŒT �Gm�, for each w 2 W , ˇ 2 X_, � 2 XC;

• an interpretation of its asymptotic behavior

lim
ˇ!1

�
�
Q.w; w0tˇ /; OQ.w;w0tˇ /.�/

�
D �

�
QG.w/; OQG.w/.�/

�
2 C..q�1//ŒT �

(8.2)
for each w 2 W , � 2 XC as an element of KT .Qrat

G /.

Here we can further interpret �.GBˇ .w; w0/; ��
ˇ;w;w0

OQ.w;w0tˇ /.�// using the shift oper-
ators of line bundles in quantum K-theory [35, Proposition 2.13], and hence we obtain an
(abstract) presentation of qKT .B/ from (8.1) by the reconstruction theorem [35, Proposi-

tion 2.12]. The identity (8.1) is a consequence of Theorem 7.4, and (8.2) is a consequence
of compatible Frobenius splitting properties of QG.w; v/s and Qrat

G in char k > 2 (see the
explanation about the proof of Theorem 7.1).

There is a noncommutative version of Theorem 8.2, meaning that we include Grot
m

(the variable “q” above) in each item [49].

9. Functoriality of quantum K-groups

We continue to work in the setting as in the previous section. In [50], we have pre-
sented analogues of Theorems 5.2, 5.3, and 7.1 for partial flag manifolds of G. Let us find a
standard parabolic subgroupB �P �G and considerBP WDG=P . Our parabolic version of
the semi-infinite flag manifold Qrat

G;P has its set of k-valued points G..z//=.T � ŒP; P �..z///.
The fiber of the natural map

�P W Qrat
G ! Qrat

G;P

is isomorphic to the semi-infinite flag manifold of ŒL; L�, where L � P is the maximal
semisimple subgroup of P that contains T (the standard Levi subgroup). We also have the
higher cohomology vanishing of equivariant line bundles onQrat

G;P (or rather �P .QG/) as in
Theorem 5.3. These are enough to yield a morphism

KT �Grot
m

.Qrat
G /! KT �Grot

m
.Qrat

G;P /

obtained by the push-forward by �P (up to technical reservations neglected here and below).
By transferring Theorem 7.4 to Richardson varieties of Qrat

G;P , we find a map

‰P W qKT .BP /loc ! KT .Qrat
G;P /;
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that intertwines appropriate line bundle twists (and analogous quantum multiplications).
This yields a diagram

qKT .B/loc

��

‰ // KT .QG/

.�P /�

��
qKT .BP /loc

‰P // KT .QG;P /

where we set QG;P WD �P .QG/.
The resulting map qKT .B/! qKT .BP / is, in fact, an algebra map [48], and is easy

to describe. Note that we cannot have an analogous map between ordinaryK-groups because
of the higher direct images. It turns out this map sends Q˛_

i to 1 for a simple coroot ˛_
i

belonging toL, and hence is not compatible with a naive generalization of the corresponding
map in the Peterson isomorphism in homology [59].

We also have a restriction map qKT .B/! qKT .BL/, where BL WD L=.L \ B/

is the flag manifold of a standard Levi subgroup. This map extends to algebra maps [45]

KG�Grot
m

.GrG/! KL�Grot
m

.GrL/! KT �Grot
m

.GrT /

anticipated in Finkelberg and Tsymbaliuk [23].

10. Some perspectives

Compared with the theory of flag manifolds, many precise results and constructions
for Qrat

G are still missing. The most accessible set of problems might be to spell out ana-
logues of numerous explicit formulas in classical Schubert calculus purely combinatorially
by admitting geometric conclusions from [3,45,47,48,52] partly explained in the previous two
sections. We close this note by briefly discussing some of other problems.

10.1. Categorifications of the coordinate rings
The homogeneous coordinate rings of Schubert varieties of a usual flag manifold,

that are B-stable quotient rings of (2.1), can be seen as the Grothendieck groups of suitable
categories equipped with cluster structures ([60]; see also Section 3.1). Hence, it is natural
to expect categorifications of the homogeneous coordinate rings of Qrat

G .w/ and B thick
C . See

also [21] and [43] for related problems and partial answers.

10.2. Peterson isomorphism in quantum cohomology
The Peterson isomorphism in quantum cohomology [59,74] is an analogue of Theo-

rem 8.1 for homology. We may apply Corollary 7.3 to [69] (that is an essential ingredient in
[59]) to utilize Qrat

G in its proof (that looks similar to the original strategy in [74]). However,
we do not know an analogue of Theorem 8.2 as we lack a proper definition of H �.QG/.

10.3. Constructible sheaves on semi-infinite flags
In representation-theoretic analysis on B, we sometimes encounter constructible

sheaves that are not N -equivariant. Also, we want some notion of (co)homology of QG in
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Section 10.2. Therefore, it is desirable to understand constructible sheaves onQG following
[7]. The resulting objects should have connection to [30]. Note that the combinatorics that
should be satisfied by the I-equivariant sheaves (equipped with Frobenius endomorphisms)
have been worked out in detail [62,65].

10.4. Tensor product decompositions
The tensor product decomposition of rational representations of G is deeply con-

nected with our whole story due to the presentation (2.1). In [57], the geometry of flag
varieties is used to deduce subtle information on the tensor products beyond the classical
Littlewood–Richardson rule. It would be interesting to pursue their analogues inQrat

G , possi-
bly utilizing some modular interpretation [11] and connecting with the perspectives in [5].

10.5. The cotangent bundle of semi-infinite flags
A version of the cotangent bundle of Qrat

G would make it possible to compare our
results with the perspectives in [21, 67, 73]. In addition, its quantization should realize some
numerics in Section 10.3. The author hopes to say a bit more on this in St. Petersburg.
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Character estimates
for finite simple
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applications
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Abstract

Let G be a finite simple group, � an irreducible complex character, and g an element of G.
It is often desirable to have upper bounds for j�.g/j in terms of �.1/ and some measure of
the regularity of g. This paper reviews what is known in this direction and presents typical
applications of such bounds: to proving certain products of conjugacy classes cover G, to
solving word equations over G, and to counting homomorphisms from a Fuchsian group
to G.
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1. Introduction

Let G be a finite group, � the character of an irreducible complex representation
� of G, and g an element of G. As the eigenvalues of �.g/ are roots of unity, the bound
j�.g/j � �.1/ is trivial. For central elements g, no stronger upper bound than�.1/ is possible.
However, according to Schur, we know thatX

g2G

�.g/�.g/ D jGj;

and since �.x/ D �.g/ for all x in the conjugacy class gG , we obtain the centralizer boundˇ̌
�.g/

ˇ̌
�

s
jGj

jgG j
D

p
jCG.g/j:

Other known upper bounds typically hold only for special classes of groups.
This paper reviews what is known about character bounds when G is a finite simple

group or is closely related to such a group. There is a substantial literature on upper bounds
for character ratios j�.g/j

�.1/
; seeMartin Liebeck’s survey [29] for recent results and applications

in the case of groups of Lie type. These bounds are typically weakest for characters � of low
degree, which points to the desirability of exponential bounds, that is, bounds of the form
j�.g/j � �.1/˛.g/, where the size of ˛.g/ is typically related to the size of the centralizer
of g compared to jGj. The next two sections focus on alternating groups and groups of Lie
type, respectively. The remaining sections give some applications of these results and present
some open problems.

2. Symmetric and alternating groups

Motivated by questions in probability theory, a number of people have considered
character ratio bounds for symmetric groups. In this series of groups, unlike groups of Lie
type, character ratios for nontrivial elements and nontrivial characters can be arbitrarily close
to 1. The worst case for G D Sn is the ratio n�3

n�1
, achieved when g is a transposition and � is

a character of degree n � 1. Persi Diaconis and Mehrdad Shahshahani considered the case
that g is a transposition and � is any irreducible character, proving in [4] that if both the
first row and the first column of the Young diagram for � D �� have length � n=2, then the
character ratio is less than 1=2, while if, for instance, the first row satisfies �1 > n=2, then

0 <
�.g/

�.1/
�

�1.�1 � 1/ C .n � �1 � 1/.n � �1 � 2/ � 2

n.n � 1/
:

A similar bound was given by Leopold Flatto, Andrew Odlyzko, and David Wales [8, Theo-

rem 5.2].
Yuval Roichman [39] gave a character bound of the form

j�.g/j

�.1/
� max

�
�1=n; �0

1=n; c
�supp.g/

;

where supp.g/ denotes the number of elements of ¹1; : : : ; nº not fixed by g, and c < 1

is an absolute constant. This reflects the fact that elements with high support tend to have
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small centralizers. The bound is quite good when � has small degree. However, for large n,
most characters of Sn have degree greater than An for any fixed A, and for such characters,
Roichman’s bound is weaker than the centralizer bound for most elements g 2 G.

Philippe Biane [3] gave character ratio bounds for elements of bounded support and
“balanced” characters, namely those where �1=

p
n and �0

1=
p

n are bounded. By the work
of Logan–Shepp [34] and Veršik–Kerov [44], high degree characters are typically balanced.
To be more precise, this is true for characters chosen randomly, weighted by the Plancherel
measure. Amarpreet Rattan and Piotr Śniady [38] generalized Biane’s character bound so it
applies whenever supp.g/ is small enough compared to n; if g cannot be expressed as the
product of less than � transpositions, then

j�.g/j

�.1/
�

�
D max.1; �2=n/

p
n

��

;

where D depends on the sizes of �1=
p

n and �0
1=

p
n. Valentin Féray and Śniady [7] proved

a bound of the form
j�.g/j

�.1/
�

�
amax.�1; �0

1; �/

n

��

;

which simultaneously improves on the results of [39] and [38].
Thomas Müller and Jan-Christoph Schlage-Puchta gave a character bound of expo-

nential type [37, Theorem B] which is good in a wide variety of situations. They proved that
j�.g/j � �.1/˛.g/, where

˛.g/ D 1 �

��
1 � .1= logn/

��1 12 logn

log.n=fix.g//
C 18

��1

:

Being exponential, it works well whether �.1/ is large or small. The exponent is optimal,
up to a multiplicative constant, for elements g consisting of many cycles, for instance, for
involutions. However, it can be greatly improved upon for elements consisting of few cycles.
In particular, ˛.g/ is no smaller when g is an n-cycle than when it is of shape 2n=2.

Sergey Fomin and Nathan Lulov [9] gave a bound specifically for elements g of the
shape rn=r . For fixed r and varying n, it takes the formˇ̌

�.g/
ˇ̌

D O
�
n

r�1
2r �.1/1=r

�
;

so it is essentially a bound of exponential type. Aner Shalev and I gave an exponential bound
[22] for elements g of arbitrary shape 1a12a2 � � � which is roughly comparable in strength to
the Fomin–Lulov bound. Define the sequence e1; e2; : : : such that for all k � 1,

ne1C���Cek D

kX
iD1

iai :

Then ˇ̌
�.g/

ˇ̌
� �.1/

Pn
iD1 ei =iCo.1/:

This result is stronger than the exponential bound of Müller–Schlage-Puchta for almost all
elements but inferior to it when the number of fixed points of g is very large.
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None of these bounds can compete with the centralizer bound for elements con-
sisting of very few cycles, for instance, for n-cycles, where the centralizer bound gives
j�.g/j �

p
n. For such elements, the Murnaghan–Nakayama rule asserts j�.g/j � 1, which

is obviously optimal.
From symmetric group bounds, we easily obtain alternating group bounds of com-

parable strength. Recall that for � ¤ �0, the characters �� and ��0 restrict to the same
irreducible character of An. All other irreducible characters of An arise from partitions sat-
isfying � D �0; for each such �, the restriction of �� to An decomposes as a sum of two
irreducibles �1

�
and �2

�
. The �i

�
take the character value ��.g/=2 for all g 2 Sn n C , where

C is a single Sn-conjugacy class which decomposes into two An-conjugacy classes. For
elements of C , a theorem of Frobenius gives character values, which are of the form

1 ˙
p

˙n1 � � � nk

2
;

where ni D �i � i for 1 � i � k. Character degree estimates, like those in [22], now imply
that j�i

�
.g/j � ��.1/" whenever n is sufficiently large compared to " > 0.

3. Groups of Lie type

Character estimates for finite simple groups of Lie type go back to the work of David
Gluck [13–15]. Unlike in the case of alternating and symmetric groups, there is a uniform
bound [15] on character ratios for nontrivial characters and nontrivial g, namely

j�.g/j

�.1/
�

19

20
:

When the cardinality q of the field of definition of G is large, this upper bound can be
improved; Gluck [14] gives an upper bound of the form C=

p
q for large q. The q-exponent

is optimal, since for odd q, PSL2.q/ has characters of degree qC1
2

or q�1
2
, and the value of

such a character at a nontrivial unipotent element g is ˙1˙

q
.�1/

q�1
2 q

2
.

If G is a finite simple group of bounded rank, then �.1/ < jGj D O.qD/, where D

denotes the dimension associated to the Lie type of G. Therefore, the Gluck bound C=
p

q

can be converted to an exponential bound j�.g/j � �.1/˛ , where ˛ < 1 depends only on the
rank. To achieve exponential bounds in general, therefore, it suffices to limit our attention
to the case that G is a classical group, that is, one of PSLrC1.q/, PSUrC1.q/, P�˙

2r .q/,
PSp2r .q/, or P�2rC1.q/.

We cannot expect that character ratios go to 0 as the order of a classical group goes
to infinity. For instance, letG D PSLrC1.q/. The permutation representation associated with
the action of G on PF r

q can be expressed as � C 1, for � irreducible. Let g be the image of a
transvection in SLrC1.Fq/ in G. Then the fixed points of g form a hyperplane in PFn

q , and
�.g/ D qn�1 C qn�2 C � � � C q. Thus,

lim
n!1

�.g/

�.1/
D

1

q
:
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Defining the support supp.g/ as the smallest codimension of any eigenspace of g for
the natural projective representation ofG, the elements g in the above example have constant
support 1 even as the rank of G goes to infinity. Shalev, Pham Huu Tiep, and I proved [24,

Theorem 4.3.6] that as the support goes to infinity, the character ratio goes to 0:
j�.g/j

�.1/
� q�

p
supp.g/=481:

This falls well short of a uniform exponential character bound, even for elements
of maximal support. Robert Guralnick, Tiep, and I found uniform exponential bounds for
elements g whose centralizer is small compared to the order of G. For instance, we proved
[16, Theorem 1.4] that if G is of the form PSLn.q/ or PSUn.q/ and jCG.g/j � qn2=12, then
j�.g/j � �.1/8=9. More generally, but less explicitly, we proved [17, Theorem 1.3] that for all
" > 0, there exists ı > 0 such that jCG.g/j � jGjı implies j�.g/j � �.1/". However, the
method of these papers applies only to elements with small centralizer, for instance, it does
not give any bound at all for involutions.

This defect was remedied in the sequel [28], which proved that for all positive ı < 1

there exists " < 1 such that jCG.g/j � jGjı implies j�.g/j � �.1/". More precisely, j�.g/j �

�.1/˛.g/ where
˛.g/ D 1 � c C c

log jCG.g/j

log jGj
;

and c > 0 is an absolute constant, which can bemade explicit (but is, unfortunately, extremely
small). This theorem holds more generally for quasisimple finite groups of Lie type.

For many elements g in a classical group of rank r , much better exponents are avail-
able, thanks to the work of Roman Bezrukavnikov, Liebeck, Shalev, and Tiep [2]. For q odd,
if the centralizer of g is a proper split Levi subgroup, then j�.g/j � f .r/�.1/˛.g/, where
˛.g/ is an explicitly computable rational number which is known to be optimal in many
cases. This idea was further developed by Jay Taylor and Tiep, who proved [43], among
other things, that for every nontrivial element g 2 PSLn.q/,ˇ̌

�.g/
ˇ̌

� h.r/�.1/
n�1
n�2 :

All of these estimates are poor for elements with small centralizers, such as regular
elements. A general result, due to Shelly Garion, Alexander Lubotzky, and myself, which
sometimes gives reasonably good bounds for regular elements, is the following [10, The-

orem 3]. Let G be a finite group, not necessarily simple, and g an element of G whose
centralizer A is abelian. Suppose A1; : : : ; An are subgroups of A not containing g such
that the centralizer of every element of A n

S
i Ai is A. Then, for every irreducible character

of G, ˇ̌
�.g/

ˇ̌
� .4=

p
3/n

�
NG.A/ W A

�
:

For example, this gives an upper bound of 2.n � 1/2=
p

3 for j�.g/j when G D PSLn.q/ and
g is the image of an element with irreducible characteristic polynomial. It would be nice to
have optimal upper bounds for j�.g/j for general regular semisimple elements g.
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4. Products of conjugacy classes

If C1; : : : ; Cn are conjugacy classes of a finite group G, then the number N of n-
tuples .g1; : : : ; gn/ 2 C1 � � � � � Cn satisfying g1g2 � � � gn D 1 is given by the Frobenius
formula

N D
jC1j � � � jCnj

jGj

X
�

�.C1/ � � � �.Cn/

�.1/n�2
;

where � ranges over all irreducible characters of G. In conjunction with upper bounds for
the j�.Ci /j, this can sometimes be used to prove that N ¤ 0, as the contribution from � D 1

often dominates the sum. Exponential bounds for the �.Ci / are especially convenient, since
results of Liebeck and Shalev [32] give a great deal of information about when we can expectX

�¤1

�.1/�s < 1:

Awell-known conjecture attributed to Thompson asserts that for every finite simple
group G, there exists a conjugacy class C such that C 2 D G. Thanks to work of Erich Ellers
and Nikolai Gordeev [6], we know that this is true except for a list of possible counter-
examples, all finite simple groups of Lie type with q � 8. Tiep and I used our uniform
exponential bounds to show that several of the infinite families on this list, in particular,
the symplectic groups for all q � 2, can be eliminated in sufficiently high rank [28, Theo-

rem 7.7]. It would be interesting if these results could be extended to the remaining families
on the list, giving an asymptotic version of Thompson’s conjecture.

Andrew Gleason and Cheng-hao Xu [18,19] proved Thompson’s conjecture for alter-
nating groups, using the conjugacy class of an n-cycle if n is odd or a permutation of shape
21.n � 2/1 if n is even. In [22, Theorem 1.13], Shalev and I proved that in the limit n ! 1

the probability that a randomly chosen g 2 An belongs to a conjugacy class with C 2 D An

rapidly approaches 1.
The analogous claim cannot be true for all finite simple groups since C 2 D G

implies that C D C �1, and for, e.g., PSL3.q/ as q ! 1, the probability that a random
element is real goes to 0. However, there are several variants of this question which do not
have an obvious counterexample. As the order of G tends to infinity, does the probability
that a random real element belongs to a conjugacy class with C 2 D G approach 1? Does
the probability that a random element g belongs to a conjugacy class C with C 2 [ ¹1º D G

approach 1? Also, as the order of G tends to infinity, does the probability that a random
element belongs to a conjugacy class with CC �1 D G approach 1?

The weaker claim that every element g 2 G lies in CC �1 for some conjugacy class
(depending, perhaps, on g) is equivalent to the statement that every element of G is a com-
mutator. This was was an old conjecture of Ore and is now a theorem of Liebeck, Eamonn
O’Brien, Shalev, and Tiep [30].

One can also ask about S2 where S is an arbitrary conjugation-invariant subset
of G. On naive probabilistic grounds, it might seem plausible that given " > 0 fixed, for G

sufficiently large, every normal subset of G with at least "jGj elements satisfies S2 D G.
However, a moment’s reflection shows that, unless " > 1

2
, there is no reason to expect 1 2 S2.
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Is it true, for G sufficiently large, that S2 [ ¹1º D G? For alternating groups and for groups
of Lie type in bounded rank, the answer is affirmative [26], but we do not know in general.

In a different direction, given a conjugacy class C , how large must n be so that
the nth power C n is all of G? More generally, given conjugacy classes C1; : : : ; Cn with
sufficiently strong character bounds, the Frobenius formula can be used to show that each
element of G is represented as a product g1 � � � gn, with gi 2 Ci , in approximately jC1j���jCnj

jGj

ways. For instance, it follows from the exponential character bounds given above that there
exists an absolute constant k such that ifG is a finite simple group of Lie type andC1; : : : ;Cn

are conjugacy classes in G satisfying jC1j � � � jCnj > jGjk , then for each g 2 G,ˇ̌®
.g1; : : : ; gn/ 2 C1 � � � � � Cn j g1 � � � gn D g

¯ˇ̌
D

�
1 C o.1/

� jC1j � � � jCnj

jGj
:

Via Lang–Weil estimates, this further implies that if C 1; : : : ; C n are conjugacy classes of a
simple algebraic group G, and

dimC 1 C � � � C dimC n > k dimG;

then the product morphism of varieties C 1 � � � � � C n ! G has the property that every fiber
is of dimension dimC 1 C � � � C dimC n � dimG.

In the special case that C1 D � � � D Cn D C , the question of the distribution of
products g1 � � � gn, gi 2 C , can be expressed in terms of the mixing time of the random walk
on the Cayley graph of .G; C /. A consequence of the exponential character bounds [28] is
that for groups of Lie type, the mixing time of such a random walk is O.log jGj= log jC j/.
This is the same order of growth as the diameter of the Cayley graph, thus settling conjectures
of Lubotzky [35, p. 179] and Shalev [42, Conjecture 4.3].

The situation is different for alternating groups G D An. For instance, if C is the
class of 3-cycles and n � 6, then log jGj= log jC j < n, and C bn=2c D G [5, Theorem 9.1].
However, for any fixed k, the probability that the product of kn random 3-cycles gi fixes 1 is
at least the probability that each individual gi fixes 1, which goes to e�3k as n ! 1. Thus
the expected number of fixed points of g1 � � �gn grows linearly with n. It would be interesting
to know, for general C � An, what the mixing time is.

5. Waring’s problem

Waring’s problem for finite simple groups originally meant the following question.
Does there exist a function f W N ! N such that for all positive integers n and all sufficiently
large finite simple groups G (in terms of n), every element of G is a product of f .n/ nth
powers? Positive solutions were given by Martinez–Zelmanov [36] and Saxl–Wilson [40].

This can be extended as follows. Letw denote a nontrivial element in any free group
Fd . For every finite simple group G, w determines a function Gd ! G. We replace the nth
powers with word values, that is, elements of G in the image of w. Liebeck and Shalev
proved [31] that for G sufficiently large (in terms of w), every element of G can be written as
a product of a bounded number of word values (where the bound may depend on w, just as
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in the classical version of Waring’s problem, the minimum number of the nth powers needed
to represent a given integer may depend on n).

It was therefore, perhaps, surprising when Shalev proved [41] that the Waring
number for finite simple groups is uniform in w and is, in fact, at most three. This has
now been improved to the optimal bound, two [23,24]. More generally, for any two nontrivial
words w1 and w2, if G is a sufficiently large finite simple group, every element of G is a
product of their word values. In fact, it is even possible [27] to choose subsets S1 and S2 of
the sets of word values of w1 and w2 such that S1S2 D G and jSi j D O.jGj1=2 log1=2

jGj/.
The set of values of any word is a union of conjugacy classes, and the basic strategy of the
proof is to try to find conjugacy classes C1 and C2 contained in the word values of w1 and
w2, respectively, such that C1C2 D G and very few elements of G have significantly fewer
representations as such products than one would expect. Then a random choice of subsets
Si � Ci of suitable size can almost always be slightly modified to work.

In general, the probability distribution on the word values of w obtained by eval-
uation at a uniformly distributed random element of Gd is far from uniform. For instance,
for g 2 A3n uniformly distributed, the probability that g3 D 1 is at least jA3nj�1 times the
number of elements of shape 3n, i.e.,

.3n � 1/.3n � 2/ � .3n � 4/.3n � 5/ � � � .2/.1/ > .3n � 1/Š
2
3 > jA3nj

2
3 � 1

3n

for n sufficiently large. Thus, settingw1 D w2 D x3, the probability that the product of cubes
of two randomly chosen elements is 1 is at least jA3nj�2=3�2=3n, which, for large n, makes
the distribution far from uniform, at least in the L1 sense.

Using exponential character estimates, Shalev, Tiep, and I proved [25, Theorem 4]

that for any word w, there exists k such that as jGj ! 1, the L1-deviation from uniformity
in the product of k independent randomly generated values of w goes to 0. The dependence
of k onw is unavoidable, as the above example suggests. On the other hand, theL1-deviation
from uniformity goes to 0 in the product of two independent randomly generated values of
w, for any nontrivial word w [25, Theorem 1]. I do not know what to expect for Lp-deviation
for 1 < p < 1.

6. Fuchsian groups

For g; m � 0, let d1; : : : ; dm � 2 be integers. For

� D
˝
x1; : : : ; xm; y1; : : : ; yg ; z1; : : :; zg j x

d1
1 ; : : : ; xdm

m ;

x1 � � � xmŒy1; z1� � � � Œyg ; zg �
˛
;

define the Euler characteristic

e D 2 � 2g �

mX
iD1

�
1 � d �1

i

�
:

Assume e < 0, so � is an oriented, cocompact Fuchsian group. Let G be a finite group, and
let C1; : : : ; Cm denote conjugacy classes in G of elements whose orders divide d1; : : : ; dm,
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respectively. The Frobenius formula can be regarded as the g D 0 case of a more general
formula for the number of homomorphisms � ! G mapping xi to an element of Ci for all i ,ˇ̌

Hom¹Ci º.�; G/
ˇ̌

D jGj
2g�1

jC1j � � � jCmj

X
�

�.C1/ � � � �.Cm/

�.1/mC2g�2
:

In favorable situations, one can prove that the � D 1 term dominates all the others
combined, in which case one has a good estimate for the number of such homomorphisms.
Using this, Liebeck and Shalev proved [32, Theorem 1.5] that if g � 2, and G is a simple of
Lie type group of rank r , thenˇ̌

Hom.�; G/
ˇ̌

D jGj
1�eCO.1=r/:

By the same method, employing the character bounds of [28], one obtains the same estimate
whenever e is less than some absolute constant, regardless of the value of g. It would be
interesting to know whether this is true in general for e < 0. Some evidence in favor of this
idea is given in [21,33], but for small q the problem is open.

An interesting geometric consequence of the method of Liebeck–Shalev is that if
G is a simple algebraic group of rank r and g � 2, the morphism G2g

! G given by the
word Œy1; z1� � � � Œyg ; zg � has all fibers of the same dimension, .2g � 1/dimG. This has been
refined by AvrahamAizenbud and Nir Avni, who proved [1] that for g � 373, the fibers of this
morphism are reduced and have rational singularities. It would be interesting to extend this to
the case of general Fuchsian groups. For instance, does there exist an absolute constant k such
that for all simple algebraic groups G and conjugacy classes C 1; : : : ; C m with dimC 1 C

� � � C dimC m > k dimG, all fibers of the multiplication morphism C 1 � � � � � C m ! G are
reduced with rational singularities The ideas of Glazer–Hendel [11,12] may be applicable.

For g D 1, we can no longer hope for equidimensional fibers, since the generic fiber
dimension is dim G, while the fiber over the identity element has dimension r C dim G.
However, Zhipeng Lu and I proved [20] that for G D SLn, all fibers over noncentral elements
have dimension G. It would be interesting to know whether this is true for general simple
algebraic groups G.
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Finite approximations
as a tool for studying
triangulated
categories
Amnon Neeman

Abstract

Small, finite entities are easier and simpler to manipulate than gigantic, infinite ones. Con-
sequently, huge chunks of mathematics are devoted to methods reducing the study of big,
cumbersome objects to an analysis of their finite building blocks. The manifestation of this
general pattern, in the study of derived and triangulated categories, dates back almost to
the beginnings of the subject—more precisely to articles by Illusie in SGA6, way back in
the early 1970s.
What is new, at least new in the world of derived and triangulated categories, is that one
gets extra mileage from analyzing more carefully and quantifying more precisely just how
efficiently one can estimate infinite objects by finite ones. This leads one to the study of
metrics on triangulated categories, and of how accurately an object can be approximated
by finite objects of bounded size.
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1. Introduction

In every branch of mathematics, we try to solve complicated problems by reducing
to simpler ones, and from antiquity people have used finite approximations to study infinite
objects. Naturally, whenever a new field comes into being, one of the first developments is
to try to understand what should be the right notion of finiteness in the discipline. Derived
and triangulated categories were introduced by Verdier in his PhD thesis in the mid-1960s
(although the published version only appeared much later in [38]). Not surprisingly, the idea
of studying the finite objects in these categories followed suit soon after, see Illusie [13–15].

Right from the start there was a pervasive discomfort with derived and triangulated
categories—the intuition that had been built up, in dealing with concrete categories, mostly
fails for triangulated categories. In case the reader is wondering: in the previous sentence the
word “concrete” has a precise, technical meaning, and it is an old theorem of Freyd [10, 11]

that triangulated categories often are not concrete. Further testimony, to the strangeness of
derived and triangulated categories, is that it took two decades before the intuitive notion of
finiteness, which dates back to Illusie’s articles [13–15], was given its correct formal defini-
tion. The following may be found in [23, Definition 1.1].

Definition 1.1. LetT be a triangulated categorywith coproducts. An objectC 2 T is called
compact if Hom.C; �/ commutes with coproducts. The full subcategory of all compact
objects will be denoted by T c .

Remark 1.2. I have often been asked where the name “compact” came from. In the preprint
version of [23], these objects went by a different name, but the (anonymous) referee did not
like it. I was given a choice: I was allowed to baptize them either “compact” or “small.”

Who was I to argue with a referee?

Once one has a good working definition of what the finite objects ought to be, the
next step is to give the right criterion which guarantees that the category has “enough” of
them. For triangulated categories, the right definition did not come until [24, Definition 1.7].

Definition 1.3. LetT be a triangulated category with coproducts. The categoryT is called
compactly generated if every nonzero object X 2 T admits a nonzero map C ! X , with
C 2 T a compact object.

As the reader may have guessed from the name, compactly generated triangulated
categories are those in which it is often possible to reduce general problems to questions
about compact objects—which tend to be easier.

All of the above nowadays counts as “classical,” meaning that it is two or more
decades old and there is already a substantial and diverse literature exploiting the ideas.
This article explores the recent developments that arose from trying to understand how effi-
ciently one can approximate arbitrary objects by compact ones. We first survey the results
obtained to date. This review is on the skimpy side, partly because there already are other,
more expansive published accounts in the literature, but mostly because we want to leave
ourselves space to suggest possible directions for future research. Thus the article can be
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thought of as having two components: a bare-bone review of what has been achieved to date,
occupying Sections 2 to 6, followed by Section 7 which comprises suggestions of avenues
that might merit further development.

Our review presents just enough detail so that the open questions, making up Sec-
tion 7, can be formulated clearly and comprehensibly, and so that the significance and poten-
tial applications of the open questions can be illuminated. This has the unfortunate side effect
that we give short shrift to themany deep, substantial contributions, made by numerousmath-
ematicians, which preceded and inspired the work presented here. The author apologizes in
advance for this omission, which is the inescapable corollary of page limits. The reader is
referred to the other surveys of the subject, where more care is taken to attribute the ideas
correctly to their originators, and give credit where credit is due.

We permit ourselves to gloss over difficult technicalities, nonchalantly skating by
nuances and subtleties, with only an occasional passing reference to the other surveys or to
the research papers for more detail.

The reader wishing to begin with examples and applications, to keep in mind
through the forthcoming abstraction, is encouraged to first look at the Introduction to [31].

2. Approximable triangulated categories—the formal

definition as a variant on Fourier series

It is now time to start our review, offering a glimpse of the recent progress that was
made by trying to measure how “complicated” an object is, in other words, how far it is from
being compact. What follows is sufficiently new for there to be much room for improvement:
the future will undoubtedly see cleaner, more elegant, and more general formulations. What
is presented here is the current crude state of this emerging field.

Discussion 2.1. This section is devoted to defining approximable triangulated categories,
and the definition is technical and at first sight could appear artificial, maybe even forbidding.
It might help therefore to motivate it with an analogy.

Let S1 be the circle, and let M.S1/ be the set of all complex-valued, Lebesgue-
measurable functions on S1. As usual we view S1 D R=Z as the quotient of its universal
cover R by the fundamental group Z; this identifies functions on S1 with periodic functions
on R with period 1. In particular the function g.x/ D e2�ix belongs to M.S1/. And, for
each ` 2 Z, we have that g.x/` D e2�i`x also belongs to M.S1/. Given a norm on the
space M.S1/, for example, the Lp-norm, we can try to approximate arbitrary f 2 M.S1/

by Laurent polynomials in g, that is, look for complex numbers ¹�
`

2 C j �n � ` � nº such
that f .x/ �

nX
`D�n

�`g.x/`


p

D

f .x/ �

nX
`D�n

�`e2�i`x


p

< "

with " > 0 small. This leads us to the familiar territory of Fourier series.

1638 A. Neeman



Now imagine trying to do the same, but replacingM.S1/ by a triangulated category.
Given a triangulated category T , which we assume to have coproducts, we would like to
pretend to do Fourier analysis on it. We would need to choose:

(1) Some analog of the function g.x/ D e2�ix . Our replacement for this will be
to choose a compact generator G 2 T . Recall that a compact generator is a
compact objectG 2 T such that every nonzero objectX 2 T admits a nonzero
map GŒi� ! X for some i 2 Z.

(2) We need to choose something like a metric, the analog of the Lp-norm on
M.S1/. For us this will be done by picking a t-structure .T �0; T �0/ on T .
The heuristic is that we will view a morphism E ! F in T as “short” if, in
the triangle E ! F ! D, the object D belongs to T ��n for large n. We will
come back to this in Discussion 6.10.

(3) We need to have an analog of the construction that passes, from the function
g.x/ D e2�ix and the integer n > 0, to the vector space of trigonometric Laurent
polynomials

Pn
`D�n �

`
e2�i`x .

As it happens our solution to (3) is technical. We need a recipe that begins with the object
G and the integer n > 0, and proceeds to cook up a collection of more objects. We ask the
reader to accept it as a black box, with only a sketchy explanation just before Remark 2.3.

Black Box 2.2. Let T be a triangulated category and let G 2 T be an object. Let n > 0 be
an integer. We will have occasion to refer to the following four full subcategories of T :

(1) The subcategory hGin � T is defined unconditionally, and if T has coprod-
ucts one can also define the larger subcategory hGin. Both of these subcate-
gories are classical, the reader can find the subcategory hGin in Bondal and
Van den Bergh [6, the discussion between Lemma 2.2.2 and Definition 2.2.3], and
the subcategory hGin in [6, the discussion between Definition 2.2.3 and Propo-

sition 2.2.4].

(2) If the category T has coproducts, we will also have occasion to consider the
full subcategory hGi

.�1;n�
. Once again this category is classical (although the

name is not). The reader can find it in Alonso, Jeremías, and Souto [1], where it
would go by the name “the cocomplete pre-aisle generated by GŒ�n�”.

(3) Once again assume that T has coproducts. Then we will also look at the full
subcategory hGi

Œ�n;n�

n . This construction is relatively new.

Below we give a vague description of what is going on in these constructions; but when it
comes to the technicalities, we ask the reader to either accept these as black boxes, or refer
to [29, Reminder 0.8 (vii), (xi) and (xii)] for detail. We mention that there is a slight clash of
notation in the literature: what we call hGin in (1), following Bondal and Van den Bergh,

1639 Finite approximations as a tool for studying triangulated categories



goes by a different name in [29, Reminder 0.8 (xi)]. The name it goes by there is the case
A D �1 and B D 1 of the more general subcategory hGi

ŒA;B�

n .
Now for the vague explanation of what goes on in (1), (2), and (3) above: in a trian-

gulated category T , there are not many ways to build new objects out of old ones. One can
shift objects, form direct summands, form finite direct sums (or infinite ones if coproducts
exist), and one can form extensions. In the categories hGin and hGin of (1), there is a bound
on the number of allowed extensions, and the difference between the two is whether infinite
coproducts are allowed. In the category hGi

.�1;n�
of (2), the bound is on the permitted shifts.

And in the category hGi
Œ�n;n�

n of (3), both the shifts allowed and the number of extensions
permitted are restricted.

Remark 2.3. The reader should note that an example would not be illuminating, the cate-
gories hGin, hGin, hGi

.�1;n�
, and hGi

Œ�n;n�

n are not usually overly computable. For exam-
ple, let R be an associative ring, and let T D D.R/ be the unbounded derived category of
complexes of left R-modules. The object R 2 T , that is, the complex which is R in degree
zero and vanishes in all other degrees, is a compact generator for T D D.R/.

But if we wonder what the categories hRin, hRin, hRi
.�1;n�

, and hRi
Œ�n;n�

n might
turn out to be, only the category hRi

.�1;n�
is straightforward: it is the category of all cochain

complexes whose cohomology vanishes in degrees > n. The three categories hRin, hRin,
and hRi

Œ�n;n�

n are mysterious in general. In fact, the computation of hGin is the subject of
conjectures that have attracted much interest. We will say a tiny bit about theorems in this
direction in Section 4, and will mention one of the active, open conjectures in the discussion
between Definition 7.7 and Problem 7.8.

Remark 2.4. In the definition of approximable triangulated categories, which is about to
come, the category hGi

Œ�n;n�

n will play the role of the replacement for the vector space of
trigonometric Laurent polynomials of degree � n, which came up in the desiderata of Dis-
cussion 2.1(3). The older categories hGin, hGin, and hGi

.�1;n�
will be needed later in the

article.

Remark 2.5. Let us return to the heuristics of Discussion 2.1. Assume we have chosen
the t-structure .T �0; T �0/ as in Discussion 2.1(2), which we think of as our replacement
for the Lp-norm on M.S1/. And we have also chosen a compact generator G 2 T as in
Discussion 2.1(1), which we think of as the analog of the exponential function g.x/ D e2�ix .
We have declared that the subcategories hGi

Œ�n;n�

n will be our replacement for the vector
space of trigonometric Laurent polynomials of degree � n, as in Discussion 2.1(3). It is now
time to start approximating functions by trigonometric Laurent polynomials.

Let us therefore assume we start with some object F 2 T , and find a good approx-
imation of it by the object E 2 hGi

Œ�m;m�

m , meaning that we find a morphism E ! F such
that, in the triangleE ! F ! D, the objectD belongs toT ��M for some suitably largeM .

Nowwe can try to iterate, and find a good approximation forD. Thus we can look for
a morphism E 00 ! D, with E 00 2 hGi

Œ�n;n�

n , and such that in the triangle E 00 ! D ! D0 the
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object D0 belongs to T ��N , with N > M even more enormous than M . Can we combine
these to improve our initial approximation of F ?

To do this, let us build up the octahedron on the composable morphisms F !

D ! D0. We end up with a diagram where the rows and columns are triangles

E // E 0 //

��

E 00

��
E // F //

��

D

��
D0 D0

and in particular the triangle E 0 ! F ! D0 gives that E 0 is an even better approximation
of F than E was. We are therefore interested in knowing if the triangle E ! E 0 ! E 00,
coupled with the fact that E 2 hGi

Œ�m;m�

m and E 00 2 hGi
Œ�n;n�

n , gives any information about
where E 0 might lie with respect to the construction of Black Box 2.2(3). Hence it is useful
to know the following.

Facts 2.6. Let T be a triangulated category with coproducts. The construction of Black
Box 2.2(3) satisfies

(1) If E is an object of hGi
Œ�n;n�

n , then the shifts EŒ1� and EŒ�1� both belong to
hGi

Œ�n�1;nC1�

nC1 .

(2) Given an exact triangleE ! E 0 ! E 00, withE 2 hGi
Œ�m;m�

m andE 00 2 hGi
Œ�n;n�

n ,
it follows that E 0 2 hGi

Œ�m�n;mCn�

mCn .

Combining Remark 2.5 with Facts 2.6 allows us to improve approximations through
iteration. Hence part (2) of the definition below becomes natural, it iterates to provide arbi-
trarily good approximations.

Definition 2.7. LetT be a triangulated category with coproducts. It is approximable if there
exist a t-structure .T �0;T �0/, a compact generator G 2 T , and an integer n > 0 such that

(1) G belongs to T �n and Hom.G; T ��n/ D 0;

(2) Every object X 2 T �0 admits an exact triangle E ! X ! D with E 2

hGi
Œ�n;n�

n and with D 2 T ��1.

Remark 2.8. While part (2) of Definition 2.7 comes motivated by the analogy with Fourier
analysis, part (1) of the definition seems random. It requires the t-structure, which is our
replacement for the Lp-norm, to be compatible with the compact generator, which is the
analog of g.x/ D e2�ix . As the reader will see in Proposition 5.5, this has the effect of
uniquely specifying the t-structure (up to equivalence). So maybe a better parallel would be
to fix our norm to be a particularly nice one, for example, the L2-norm on M.S1/.

Let me repeat myself: as with all new mathematics, Definition 2.7 should be viewed
as provisional. In the remainder of this survey, we will discuss the applications as they now

1641 Finite approximations as a tool for studying triangulated categories



stand, to highlight the power of the methods. But I would not be surprised in the slightest if
future applications turn out to requiremodifications, and/or generalizations, of the definitions
and of the theorems that have worked so far.

3. Examples of approximable triangulated categories

In Section 1we gave the definition of approximable triangulated categories. The def-
inition combines old, classical ingredients (t-structures and compact generators) with a new
construction, the category hGi

Œ�n;n�

n of Black Box 2.2(3). The first thing to show is that the
theory is nonempty: we need to produce examples, categories people care about which sat-
isfy the definition of approximability. The current section is devoted to the known examples
of approximable triangulated categories. We repeat what we have said before: the subject is
in its infancy, there could well be many more examples out there.

Example 3.1. Let T be a triangulated category with coproducts. If G 2 T is a compact
generator such that Hom.G; GŒi �/ D 0 for all i > 0, then the category T is approximable.

This example turns out to be easy, the reader is referred to [29, Example 3.3] for the
(short) proof. Special cases include

(1) T D D.R–Mod/, where R is a dga with H i .R/ D 0 for i > 0;

(2) The homotopy category of spectra.

Example 3.2. If X is a quasicompact, separated scheme, then the category Dqc.X/ is
approximable. We remind the reader of the traditional notation being used here: the cat-
egory D.X/ is the unbounded derived category of complexes of sheaves of OX -modules,
and the full subcategory Dqc.X/ � D.X/ has for objects the complexes with quasicoherent
cohomology.

The proof of the approximability of Dqc.X/ is not trivial. The category has a stan-
dard t-structure, that part is easy. The existence of a compact generatorG needs proof, it may
be found in Bondal and Van den Bergh [6, Theorem 3.1.1(ii)]. Their proof is not constructive,
it is only an existence proof, but it does give enough information to deduce that part (1) of
Definition 2.7 is satisfied by every compact generator (indeed, it is satisfied by every compact
object). See [6, Theorem 3.1.1(i)]. But it is a challenge to show that we may choose a compact
generator G and an integer n > 0 in such a way that Definition 2.7(2) is satisfied.

If we further assume that X is of finite type over a noetherian ring R, then the
(relatively intricate) proof of the approximability of Dqc.X/ occupies [33, Sections 4 and 5].
The little trick, that extends the result to all quasicompact and separatedX , was not observed
until later: it appears in [29, Lemma 3.5].

Example 3.3. It is a theorem that, undermild hypotheses, the recollement of any two approx-
imable triangulated categories is approximable. To state the “mild hypotheses” precisely:
suppose we are given a recollement of triangulated categories

R // Soo
oo // Too

oo
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with R and T approximable. Assume further that the category S is compactly generated,
and any compact object H 2 S has the property that Hom.H; HŒi�/ D 0 for i � 0. Then
the category S is also approximable.

The reader can find the proof in [7, Theorem 4.1], it is the main result in the paper. The
bulk of the article is devoted to developing the machinery necessary to prove the theorem—
hence it is worth noting that this machinery has since demonstrated usefulness in other
contexts, see the subsequent articles [27,28].

There is a beautiful theory of noncommutative schemes, and a rich literature study-
ing them.Andmany of the interesting examples of such schemes are obtained as recollements
of ordinary schemes, or of admissible pieces of them. Thus the theorem that recollements of
approximable triangulated categories are approximable gives a wealth of new examples of
approximable triangulated categories.

Since this ICM is being held in St. Petersburg, it would be remiss not to mention that
the theory of noncommutative algebraic geometry, in the sense of the previous paragraph,
is a subject to which Russian mathematicians have contributed a vast amount. The seminal
work of Bondal, Kontsevich, Kuznetsov, Lunts, and Orlov immediately springs to mind. For
a beautiful introduction to the field, the reader might wish to look at the early sections of
Orlov [34]. The later sections prove an amazing new theorem, but the early ones give a lovely
survey of the background. In fact, the theory sketched in this survey was born when I was
trying to read and understand Orlov’s beautiful article.

4. Applications: strong generation

We begin by reminding the reader of a classical definition, going back to Bondal
and Van den Bergh [6].

Definition 4.1. Let T be triangulated category. An object G 2 T is called a strong gen-
erator if there exists an integer ` > 0 with T D hGi`, where the notation is as in Black
Box 2.2(1). The category T is called regular or strongly generated if it contains a strong
generator.

The first application of approximability is the proof of the following two theorems.

Theorem 4.2. Let X be a quasicompact, separated scheme. The derived category of perfect
complexes on X , denoted here by Dperf.X/, is regular if and only if X has a cover by open
subsets Spec.Ri / � X , with each Ri of finite global dimension.

Remark 4.3. If X is noetherian and separated, then Theorem 4.2 specializes to saying that
Dperf.X/ is regular if and only ifX is regular and finite-dimensional. Hence the terminology.

Theorem 4.4. Let X be a noetherian, separated, finite-dimensional, quasiexcellent scheme.
Then the category Db.Coh.X//, the bounded derived category of coherent sheaves on X , is
always regular.
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Remark 4.5. The reader is referred to [33] and to Aoki [4] for the proofs of Theorems 4.2
and 4.4. More precisely, for Theorem 4.2 see [33, Theorem 0.5]. About Theorem 4.4: if we add
the assumption that every closed subvariety of X admits a regular alteration then the result
may be found in [33, Theorem 0.15], but Aoki [4] found a lovely argument that allowed him to
extend the statement to all quasiexcellent X .

There is a rich literature on strong generation, with beautiful papers by many
authors. In the introduction to [33], as well as in [26] and [31, Section 7], the reader can
find an extensive discussion of (some of) this fascinating work and of the way Theorems 4.2
and 4.4 compare to the older literature. For a survey taking an entirely different tack, see
Minami [22], which places in historical perspective a couple of the key steps in the proofs
that [33] gives for Theorems 4.2 and 4.4.

Since all of this is now well documented in the published literature, let us focus the
remainder of the current survey on the other applications of approximability. Those are all
still in preprint form, see [27–29], although there are (published) surveys in [31, Sections 8

and 9] and in [30]. Those surveys are fuller and more complete than the sketchy one we are
about to embark on. As we present the material, we will feel free to refer the reader to the
more extensive surveys whenever we deem it appropriate.

5. The freedom in the choice of compact generator and

t-structure

Definition 2.7 tells us that a triangulated category T with coproducts is approx-
imable if there exist, in T , a compact generator G and a t-structure .T �0; T �0/ satisfying
some properties. The time has come to explore just how free we are in the choice of the
compact generator and of the t-structure. To address this question we begin by formulating:

Definition 5.1. Let T be a triangulated category. Then two t-structures .T �0
1 ; T �0

1 / and
.T �0

2 ; T �0
2 / are declared equivalent if there exists an integer n > 0 such that

T ��n
1 � T �0

2 � T �n
1 :

Discussion 5.2. Let T be a triangulated category with coproducts. If G 2 T is a compact
object and hGi

.�1;0�
is as in Black Box 2.2(2), then Alonso, Jeremías, and Souto [1, Theo-

rem A.1], building on the work of Keller and Vossieck [16], teaches us that there is a unique
t-structure .T �0;T �0/ with T �0 D hGi

.�1;n�
. We will call this the t-structure generated

by G, and denote it .T �0
G ; T �0

G /.
In Black Box 2.2(2) we asked the reader to accept, as a black box, the construction

passing from an object G 2 T to the subcategory hGi
.�1;0�

. If G is compact, then [1, Theo-

rem A.1] allows us to express this asT �0
G for a unique t-structure. We ask the reader to accept

on faith that:

Lemma 5.3. If G and H are two compact generators for the triangulated category T , then
the two t-structures .T �0

G ; T �0
G / and .T �0

H ; T �0
H / are equivalent as in Definition 5.2.
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As it happens, the proof of Lemma 5.3 is easy, the interested reader can find it in
[29, Remark 0.15]. And Lemma 5.3 leads us to:

Definition 5.4. Let T be a triangulated category in which there exists a compact generator.
We define the preferred equivalence class of t-structures as follows: a t-structure belongs to
the preferred equivalence class if it is equivalent to .T �0

G ;T �0
G / for some compact generator

G 2 T , and by Lemma 5.3 it is equivalent to .T �0
H ; T �0

H / for every compact generator H .

The following is also not too hard, and may be found in [29, Propositions 2.4 and 2.6].

Proposition 5.5. Let T be an approximable triangulated category. Then for any t-structure
.T �0; T �0/ in the preferred equivalence class, and for any compact generator H 2 T ,
there exists an integer n > 0 (which may depend on H and on the t-structure), satisfying

(1) H belongs to T �n and Hom.H; T ��n/ D 0;

(2) Every object X 2 T �0 admits an exact triangle E ! X ! D with E 2

hH i
Œ�n;n�

n and with D 2 T ��1.

Moreover, if H is a compact generator, .T �0; T �0/ is a t-structure, and there exists an
integer n > 0 satisfying .1/ and .2/ above, then the t-structure .T �0; T �0/ must belong to
the preferred equivalence class.

Remark 5.6. Strangely enough, the value of Proposition 5.5 can be that it allows us to find
an explicit t-structure in the preferred equivalence class.

Consider the casewhereX is a quasicompact, separated scheme. ByBondal andVan
den Bergh [6, Theorem 3.1.1(ii)], we know that the category Dqc.X/ has a compact generator,
but in Example 3.2 we mentioned that the existence proof is not overly constructive, it does
not give us a handle on any explicit compact generator. Let G be some compact generator.
From Alonso, Jeremías, and Souto [1, Theorem A.1], we know that the subcategory hGi

.�1;0�

of Black Box 2.2(2) is equal to T �0
G for a unique t-structure .T �0

G ; T �0
G / in the preferred

equivalence class. But this does not leave us a whole lot wiser—the compact generator G is
not explicit, hence neither is the t-structure.

However, the combination of [33, Theorem 5.8] and [29, Lemma 3.5] tells us that the
category Dqc.X/ is approximable, and it so happens that the t-structure used in the proof,
that is, the t-structure for which a compact generator H and an integer n > 0 satisfying (1)
and (2) of Proposition 5.5 are shown to exist, happens to be the standard t-structure. From
Proposition 5.5, we now deduce that the standard t-structure is in the preferred equivalence
class.

6. Structure theorems in approximable triangulated

categories

An approximable triangulated category T must have a compact generator G, and
Definition 5.4 constructed for us a preferred equivalence class of t-structures—namely all
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those equivalent to .T �0
G ; T �0

G /. Recall that, for any t-structure .T �0; T �0/, it is custom-
ary to define

T �
D

1[
nD1

T �n; T C
D

1[
nD1

T ��n; T b
D T �

\ T C:

It is an easy exercise to show, directly from Definition 5.1, that equivalent t-structures give
rise to identical T �, T C, and T b . Therefore triangulated categories with a single compact
generator, and in particular approximable triangulated categories, have preferred subcate-
gories T �, T C, and T b , which are intrinsic—they are simply those corresponding to any
t-structure in the preferred equivalence class. In the remainder of this survey, we will assume
that T �, T C, and T b always stand for the preferred ones.

In the heuristics of Discussion 2.1(2), we told the reader that a t-structure
.T �0; T �0/ is to be viewed as a metric on T . In Definition 6.1 below, the heuristic is
that we construct a full subcategory T �

c to be the closure of T c with respect to any of the
(equivalent) metrics that come from t-structures in the preferred equivalence class.

Definition 6.1. Let T be an approximable triangulated category. The full subcategory T �
c

is given by

Ob.T �
c / D

8̂̂̂<̂
ˆ̂:F 2 T

ˇ̌̌̌
ˇ̌̌̌
ˇ

For every integer n > 0 and for every t-structure�
T �0; T �0

�
in the preferred equivalence class,

there exists an exact triangle E ! F ! D in T

with E 2 T c and D 2 T ��n

9>>>=>>>; :

The full subcategory T b
c is defined to be T b

c D T �
c \ T b .

Remark 6.2. Let T be an approximable triangulated category. Aside from the classical,
full subcategory T c of compact objects, which we encountered back in Definition 1.1, we
have in this section concocted five more intrinsic, full subcategories of T : they are T �,
T C, T b , T �

c , and T b
c . It can be proved that all six subcategories, that is, the old T c and

the five new ones, are thick subcategories of T . In particular, each of them is a triangulated
category.

Example 6.3. It becomes interesting to figure out what all these categories come down to
in examples.

Let X be a quasicompact, separated scheme. From Example 3.2, we know that
the category T D Dqc.X/ is approximable, and in Remark 5.6 we noted that the stan-
dard t-structure is in the preferred equivalence class. This can be used to show that, for
T D Dqc.X/, we have

T � D D�
qc.X/; T C D DC

qc.X/; T b D Db
qc.X/;

T c D Dperf.X/; T �
c D D�

coh.X/; T b
c D Db

coh.X/;

where the last two equalities assume that the scheme X is noetherian, and all six categories
on the right of the equalities have their traditional meanings.

The reader can find an extensive discussion of the claims above in [31], more pre-
cisely in the paragraphs between [31, Proposition 8.10] and [31, Theorem 8.16]. That discussion

1646 A. Neeman



goes beyond the scope of the current survey, it analyzes the categoriesT b
c � T �

c in the gen-
erality of non-noetherian schemes, where they still have a classical description—of course,
not involving the category of coherent sheaves. After all coherent sheaves do not behave well
for non-noetherian schemes.

Remark 6.4. In this survey we spent some effort introducing the notion of approximable
triangulated categories. In Example 3.2we told the reader that it is a theorem (and not a trivial
one) that, as long as a schemeX is quasicompact and separated, the derived categoryDqc.X/

is approximable. In this section we showed that every approximable triangulated category
comes with canonically defined, intrinsic subcategories T �, T C, T b , T c , T �

c , and T b
c ,

and in Example 6.3 we informed the reader that, in the special case whereT DDqc.X/, these
turn out to be D�

qc.X/, DC
qc.X/, Db

qc.X/, Dperf.X/, D�
coh.X/, and Db

coh.X/, respectively.
Big deal. This teaches us that the traditional subcategoriesD�

qc.X/,DC
qc.X/,Db

qc.X/,
Dperf.X/,D�

coh.X/, andDb
coh.X/ of the categoryDqc.X/ all have intrinsic descriptions. This

might pass as a curiosity, unless we can actually use it to prove something we care about that
we did not use to know.

Discussion 6.5. To motivate the next theorem, it might help to think of the parallel with
functional analysis.

Let M.R/ be the vector space of Lebesgue-measurable, real-valued functions on R.
Given any two functions f; g 2 M.R/, we can pair them by integrating the product, that is,
we form the pairing

hf; gi D

Z
fg d�;

where � is Lebesgue measure. This gives us a map

M.R/ � M.R/
h�;�i // R [ ¹1º;

where the integral is declared to be infinite if it does not converge.
We can restrict this pairing to subspaces of M.R/. For example, if f 2 Lp.R/ and

g 2 Lq.R/ with 1
p

C
1
q

D 1 then the integral converges, that is, hf; gi 2 R, and we deduce
a map

Lp.R/ // Hom
�
Lq.R/; R

�
which turns out to be an isometry of Banach spaces.

The category-theoretic version is that on any categoryT there is the pairing sending
two objects A; B 2 T to Hom.A; B/. Of course, this pairing is not symmetric, we have to
keep track of the position of A and of B in Hom.A; B/. If R is a commutative ring and T

happens to be anR-linear category, then Hom.A;B/ is anR-module and the pairing delivers
a map

T op � T
Hom.�;�/ // R–Mod;

where the op keeps track of the variable in the first position. And now we are free to restrict
to subcategories of T .
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If T happens to be approximable and R-linear, we have just learned that it comes
with six intrinsic subcategories T �, T C, T b , T c , T �

c , and T b
c . We are free to restrict

the Hom pairing to any couple of them. This gives us 36 possible pairings, and each of those
yields two maps from a subcategory to the dual of another. There are 72 cases we could
study, and the theorem below tells us something useful about four of those.

Theorem 6.6. Let R be a noetherian ring, and let T be an R-linear, approximable trian-
gulated category. Suppose there exists in T a compact generator G so that Hom.G; GŒn�/

is a finite R-module for all n 2 Z. Consider the two functors

Y W T �
c ! HomR

��
T c

�op
; R–Mod

�
; eY W

�
T �

c

�op
! HomR

�
T b

c ; R–Mod
�

defined by the formulasY .B/ DHom.�;B/ and eY .A/ DHom.A;�/, as in Discussion 6.5.
Now consider the following composites:

T b
c
� � i // T �

c
Y // HomR

��
T c

�op
; R–Mod

�
;�

T c
�op � � Qı //

�
T �

c

�op eY // HomR

�
T b

c ; R–Mod
�
:

We assert:

(1) The functorY is full, and the essential image consists of the locally finite homo-
logical functors (see Explanation 6.7 for the definition of locally finite functors).
The compositeY ı i is fully faithful, and the essential image consists of the finite
homological functors (again, see Explanation 6.7 for the definition).

(2) With the notation as in Black Box 2.2.1/, assume1 thatT D hH in for some inte-
ger n > 0 and some objectH 2 T b

c . Then the functor eY is full, and the essential
image consists of the locally finite homological functors. The composite eY ı Qı is
fully faithful, and the essential image consists of the finite homological functors.

Explanation 6.7. In the statement of Theorem 6.6, the locally finite functors, either of the
form H W ŒT c �op ! R–Mod or of the form H W T b

c ! R–Mod, are the functors such that

(1) H.AŒi�/ is a finite R–module for every i 2 Z and every A in either T c or T b
c ;

(2) For fixed A, in one of T c or T b
c , we have H.AŒi�/ D 0 if i � 0.

The finite functors are those for which we also have

(3) H.AŒi�/ D 0 for all i � 0.

Remark 6.8. The proof of part (1) of Theorem 6.6 may be found in [29], while the proof of
part (2) of Theorem 6.6 occupies [28]. These are not easy theorems.

Let T D Dqc.X/, with X a scheme proper over a noetherian ring R. Then the
hypotheses of Theorem 6.6(1) are satisfied. We learn (among other things) that the natural

1 What’s important for the current survey is that, if X is a noetherian, separated scheme, then
T D Dqc.X/ satisfies this hypothesis provided X is finite-dimensional and quasiexcellent.
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functor, taking an object B 2 Db
coh.X/ to the R-linear functor Hom.�; B/ W Dperf.X/

op
!

Mod–R, is a fully faithful embedding

Db
coh.X/

Y ıi // HomR

�
Dperf.X/

op
; R–Mod

�
whose essential image is precisely the finite homological functors.

If we further assume that the scheme X is finite-dimensional and quasiexcellent
then the hypotheses of Theorem 6.6(2) are also satisfied. We learn that the functor, taking
an object A 2 Dperf.X/ to the R-linear functor Hom.A; �/, is a fully faithful embedding

Dperf.X/
op eY ıQı // HomR

�
Db

coh.X/; R–Mod
�

whose essential image is also the finite homological functors.
In [31, Historical Survey 8.2] the reader can find a discussion of the (algebro-

geometric) precursors of Theorem 6.6. As for the applications, let us go through one of
them.

Remark 6.9. Let X be a scheme proper over the field C of complex numbers, and let X an

be the underlying complex analytic space. The analytification induces a functor we will call
L W Db

coh.X/ ! Db
coh.X an/, it is the functor taking a bounded complex of coherent alge-

braic sheaves on X to the analytification, which is a bounded complex of coherent analytic
sheaves on X an. The pairing sending an object A 2 Dperf.X/ and an object B 2 Db

coh.X an/

to Hom.L .A/; B/ delivers a map

Db
coh.X an/ // HomR

�
Dperf.X/

op
; C–Mod

�
:

Since the image lands in the finite homological functors, Theorem 6.6(1) allows us to factor
this uniquely through the inclusion Y ı i , that is, there exists (up to canonical natural iso-
morphism) a unique functor R rendering commutative the triangle

Db
coh.X an/

9ŠR

��

--
HomR

�
Dperf.X/

op
; C–Mod

�
:

Db
coh.X/ Y ıi

11

And proving Serre’s GAGA theorem reduces to the easy exercise of showing that L and R

are inverse equivalences, the reader can find this in the (short) [29, Section 8 and Appendix A].
The brilliant inspiration underpinning the approach is due to Jack Hall [12], he is the

person who came up with the idea of using the pairing above, coupled with representability
theorems, to prove GAGA. The representability theorems available to Jack Hall at the time
were not powerful enough, and Theorem 6.6 was motivated by trying to find a direct path
from the ingenious, simple idea to a fullblown proof.

Discussion 6.10. In preparation for the next theorem, we give a very brief review of metrics
in triangulated categories. The reader is referred to the survey article [30] for a much fuller
and more thorough account.
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Given a triangulated categoryT , ametric onT assigns a length to everymorphism.
In this article the only metrics we consider are the ones arising from t-structures. If T is an
approximable triangulated category we choose a t-structure .T �0; T �0/ in the preferred
equivalence class, and this induces a metric as follows. Given a morphism f W X ! Y , we
may complete to an exact triangle X

f
! Y ! D, and the length of f is given by the formula

Length .f / D inf
²

1

2n

ˇ̌̌̌
n 2 Z and D 2 T ��n

³
:

In this survey we allow the length of a morphism to be infinite; if the set on the right is empty
then we declare Length .f / D 1.

This metric depends on the choice of a t-structure, but not a lot. As all t-structures
in the preferred equivalence class are equivalent, any two preferred t-structures will give rise
to equivalent metrics (with an obvious definition of equivalence of metrics).

Note that if T is a triangulated category and S is a triangulated subcategory, then
a metric on T restricts to a metric on S . In particular, if T is approximable, the metric
on T of the previous paragraph restricts to give metrics on the full subcategories T c and
T b

c . Once again these metrics are only defined up to equivalence. And, of course, a metric
on S is also a metric on S op, thus we have specified (up to equivalence) canonical metrics
on T c , T b

c , ŒT c �op, and ŒT b
c �op.

Suppose S is a triangulated category with a metric. A Cauchy sequence in S is a
sequence of morphisms E1 ! E2 ! E3 ! � � � which eventually become arbitrarily short.
If A b is the category of abelian groups, then the Yoneda embedding Y W S ! Mod–S
embeds S into the category Mod–S of additive functors S op ! A b . In the category
Mod–S colimits exist, allowing us to define

(1) The category L.S / is the full subcategory of Mod–S , whose objects are the
colimits of Yoneda images of Cauchy sequences in S ;

(2) The full subcategoryS.S / � L.S / has for objects those functorsF 2 L.S / �

Mod–S which take sufficiently short morphisms to isomorphisms. In symbols,
F 2 L.S / belongs to S.S / if there exists an " > 0 such that®

Length .f / < "
¯

)
®
F.f / is an isomorphism

¯
I

(3) The exact triangles in S.S / are the colimits in Mod–S of Yoneda images of
Cauchy sequences of exact triangles in S , where the colimits happen to lie
in S.S /.

A word of caution about (3): if we are given in S a Cauchy sequence of exact triangles, we
can form the colimit in Mod–S of its Yoneda image. This colimit is guaranteed to lie in
L.S /, but will not usually lie in the smaller S.S /. If it happens to lie in S.S / then (3)
declares it to be an exact triangle in S.S /.

And now we are ready for the theorem.
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Theorem 6.11. Let S be a triangulated category with a metric. Assume the metric is good;
this is a technical term, see [30, Definition 10] for the precise formulation. Then

(1) The category S.S / of Discussion 6.10.2/, with the exact triangles as defined
in Discussion 6.10.3/, is a triangulated category.

Now letT be an approximable triangulated category. In Discussion 6.10we constructed (up
to equivalence) ametric onT , and hence on its subcategoriesT c and ŒT b

c �op. Thosemetrics
are all good, and the theorem goes on to give natural, exact equivalences of triangulated
categories

(2) S.T c/ Š T b
c . This equivalence is unconditional.

(3) If the approximable triangulated category T happens to be noetherian as in
[27, Definition 5.1], then S.ŒT b

c �op/ Š ŒT c �op.

Remark 6.12. First of all, in Theorem 6.11(3) we assumed that the approximable triangu-
lated T is noetherian as in [27, Definition 5.1]. The only observation we want to make here
is that if X is a noetherian, separated scheme then the approximable triangulated category
T D Dqc.X/ is noetherian. Thus, for noetherian, separated schemes X , Theorem 6.11 gives
exact equivalences of triangulated categories

S
�
Dperf.X/

�
Š Db

coh.X/; S
�
Db

coh.X/op
�

Š Dperf.X/
op

:

The research paper [27] contains the proofs of the assertions in Theorem 6.11. The reader can
find a skimpy survey in [31, Section 9] and a more extensive one in [30]. In [31, Historical

Survey 9.1] there is a discussion of precursors of the results.

7. Future directions

New scientific developments are tentative and unpolished; only with the passage
of time do they acquire the gloss and elegance of a refined, varnished theory. And there is
nothing more difficult to predict than the future. My colleague Neil Trudinger used to joke
that my beard makes me look like a biblical prophet—the reader should not be deceived,
appearances are notoriously misleading, the abundance of facial hair is not a reliable yard-
stick for measuring the gift of foresight that marks out a visionary, and I am certifiably not
a clairvoyant. All I do in this section is offer a handful of obvious questions that spring to
mind. The list is not meant to be exhaustive, and might well be missing major tableaux of the
overall picture. It is entirely possible that the future will see this theory flourish in directions
orthogonal to those sketched here.

Let us begin with what is freshest in our minds: we have just seen Theorem 6.11,
part (1) of which tells us that, given a triangulated category S with a good metric, there is
a recipe producing another triangulated category S.S /, which, as it happens, comes with
an induced good metric. We can ask:
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Problem 7.1. Can one formulate reasonable sufficient conditions, on the triangulated cate-
gory S and on its good metric, to guarantee that S.S.S /op/ D S op? Who knows, maybe
even necessary and sufficient conditions?

Motivating Example 7.2. Let T be an approximable triangulated category and put
S D T c , with the metric of Discussion 6.10. Theorem 6.11(2) computes for us that
S.T c/ Š T b

c . I ask the reader to believe that the natural, induced metric on S.T c/ agrees
with the metric on T b

c � T given in Discussion 6.10. Now Theorem 6.11(3) goes on to tell
us that, as long as the approximable triangulated categoryT is noetherian, we also have that
S.ŒT b

c �op/ Š ŒT c �op; as it happens, the induced good metric on S.ŒT b
c �op/ also agrees, up

to equivalence, with the metric that Discussion 6.10 created on ŒT c �op. Combining these we
have many examples of exact equivalences of triangulated categories S.S.S /op/ Š S op,
which are homeomorphisms with respect to the metrics. Thus Problem 7.1 asks the reader
to find the right generalization.

Next one can wonder about the functoriality of the construction. Suppose
F W S ! T is a triangulated functor, and that both S and T have good metrics. What are
reasonable sufficient conditions which guarantee the existence of an induced functor S.F /,
either from S.S / to S.T / or in the other direction? So far there is one known result of this
genre, the reader can find the statement below in Sun and Zhang [37, Theorem 1.1(3)].

Theorem 7.3. Suppose we are given two triangulated categories S and T , both with good
metrics. Suppose we are also given a pair of functors F W S // T W Goo with F a G,
meaning that F is left adjoint to G. Assume further that both F and G are continuous with
respect to the metrics, in the obvious sense.

Then the functor OF W Mod–T ! Mod–S induced by composition with F , that is,
the functor taking theT –moduleH W T op ! A b to theS –module .H ı F / W S op ! A b ,
restricts to a functor which we will denoteS.F / W S.T / ! S.S /. That is, the functorS.F /

is defined to be the unique map making the square below commute

S.T /
S.F / //

� _

��

S.S /� _

��
Mod–T

OF // Mod–S

where the vertical inclusions are given by the definition of S.‹/ � L.‹/ � Mod–‹ of Discus-
sion 6.10 .1/ and .2/.

Furthermore, the functor S.F / respects the exact triangles as defined in Discus-
sion 6.10.3/.

Sun and Zhang go on to study recollements. Suppose we are given a recollement of
triangulated categories

R I // S
I�

jj

I�
tt

J // T :

J�

jj

J�
tt
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If all three triangulated categories come with good metrics, and if all six functors are con-
tinuous, then the following may be found in [37, Theorem 1.2].

Theorem 7.4. Under the hypotheses above, applying S yields a right recollement

S.R/

S.I�/
,,
S.S /

S.I /

oo
S.J�/

,,
S.T /:

S.J /

oo

In the presence of enough continuous adjoints, we deduce that a semiorthogonal
decomposition of S gives rise to a semiorthogonal decomposition of S.S /. In view of the
fact that there are metrics on Dperf.X/ and Db

coh.X/ such that

S
�
Dperf.X/

�
D Db

coh.X/; S
�
Db

coh.X/op
�

D Dperf.X/
op

;

it is natural to wonder how the recent theorem of Sun and Zhang [37, Theorem 1.2] compares
with the older work of Kuznetsov [19, Section 2.5] and [20, Section 4].

The above shows that, subject to suitable hypotheses, the construction taking S

to S.S / can preserve (some of) the internal structure on the category S—for example,
semiorthogonal decompositions. This leads naturally to

Problem 7.5. What other pieces of the internal structure of S are respected by the con-
struction that passes to S.S /? Under what conditions are these preserved?

Problem 7.5 may sound vague, but it can be made precise enough. For example,
there is a huge literature dealing with the group of autoequivalences of the derived categories
Db

coh.X/. Now, as it happens, the metrics for which Remark 6.12 gives the equivalences

S
�
Dperf.X/

�
Š Db

coh.X/; S
�
Db

coh.X/op
�

Š Dperf.X/
op

can be given (up to equivalence) intrinsic descriptions. Note that the way we introduced these
metrics, in Discussion 6.10, was to use a preferred t-structure on T D Dqc.X/ to give on
T a metric, unique up to equivalence, and hence induced metrics on T c D Dperf.X/ and
on T b

c D Db
coh.X/ which are also unique up to equivalence. But this description seems to

depend on an embedding into the large category T . What I am asserting now is that there
are alternative descriptions of the same equivalence classes of metrics on T c and on T b

c ,
which do not use the embedding into T . The interested reader can find this in the later
sections of [27]. Anyway, a consequence is that any autoequivalence, of either Dperf.X/ or
of Db

coh.X/, must be continuous with a continuous inverse. Hence the group of autoequiva-
lences ofDb

coh.X/must be isomorphic to the group of autoequivalences ofDperf.X/. Ormore
generally, assume T is a noetherian, approximable triangulated category, where noetherian
has the meaning of [27, Definition 5.1]. Then the group of exact autoequivalences of T c is
canonically isomorphic to the group of exact autoequivalences of T b

c .
Are there similar theorems about t-structures in S going to t-structures in S.S /?

Or about stability conditions on S mapping to stability conditions on S.S /?
We should note that any such theorem will have to come with conditions. After all,

the categoryDb
coh.X/ always has a bounded t-structure, while Antieau, Gepner, and Heller [3,
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Theorem 1.1] show that Dperf.X/ does not in general. Thus it is possible for S to have a
bounded t-structure but for S.S / not to. And in this particular example, the equivalence
class of the metric has an intrinsic description, in the sense mentioned above.

Perhaps we should remind the reader that the article [3], by Antieau, Gepner, and
Heller, finds a K-theoretic obstruction to the existence of bounded t-structures, more pre-
cisely if an appropriate category E has a bounded t-structure then K�1.E / D 0. Hence the
reference to [3] immediately raises the question of how the construction passing from S to
S.S / might relate to K-theory, especially to negative K-theory. Of course, one has to be a
little circumspect here. While there is a K-theory for triangulated categories (see [25] for a
survey), thisK-theory has only been proved to behavewell for “nice” triangulated categories,
for example, for triangulated categories with bounded t-structures. Invariants like negative
K-theory have never been defined for triangulated categories, and might well give nonsense.
In what follows we will assume that all the K-theoretic statements are for triangulated cat-
egories with chosen enhancements, and that K-theory means the Waldhausen K-theory of
the enhancement. We recall in passing that the enhancements are unique for many interest-
ing classes of triangulated categories, see Lunts and Orlov [21], Canonaco and Stellari [9],
Antieau [2] and Canonaco, Neeman, and Stellari [8].

With the disclaimers out of the way, what do the results surveyed in this article have
to do with negative K-theory?

Let us begin with Schlichting’s conjecture [36, Conjecture 1 of Section 10]; this con-
jecture, now known to be false [32], predicted that the negative K-theory of any abelian
category should vanish. But Schlichting also proved that (1) K�1.A / D 0 for any abelian
category A , and (2) K�n.A / D 0 whenever A is a noetherian abelian category and n > 0.
Now note that theK.A / D K.A op/, hence the negativeK-theory of any artinian abelian cat-
egory must also vanish. And playing with extensions of abelian categories, we easily deduce
the vanishing of the negative K-theory of a sizeable class of abelian categories. So while
Schlichting’s conjecture is false in the generality in which it was stated, there is some large
class of abelian categories for which it is true. The challenge is to understand this class.

It becomes interesting to see what relation, if any, the results surveyed here have
with this question.

Let us begin with Theorems 4.4 and 4.2. Theorem 4.4 tells us that, when X is a
quasiexcellent, finite-dimensional, separated noetherian scheme, the category Db

coh.X/ is
strongly generated. This category has a unique enhancement whoseK-theory agrees with the
K-theory of the noetherian abelian category Coh.X/, hence the negativeK-theory vanishes.
Theorem 4.2 and Remark 4.3 tell us that the category Dperf.X/ has a strong generator if and
only if X is regular and finite-dimensional—in which case it is equivalent to Db

coh.X/ and
its unique enhancement has vanishing negative K-theory. This raises the question:

Problem 7.6. IfT is a triangulated category with a strong generator, does it follow that any
enhancement of T has vanishing negative K-theory?

Let us refine this question a little. In Definition 4.1 we learned that a strong genera-
tor, for a triangulated category T , is an object G 2 T such that there exists an integer ` > 0
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with T D hGi`. Following Rouquier, we can ask for estimates on the integer `. This leads
us to:

Definition 7.7. Let T be a triangulated category. The Rouquier dimension of T is the
smallest integer ` � 0 (we allow the possibility ` D 1), for which there exists an object
G with T D hGi`C1. See Rouquier [35] for much more about this fascinating invariant.

There is a rich and beautiful literature estimating this invariant and its various
cousins—see Rouquier [35] for the origins of the theory, and a host of other places for subse-
quent developments. For this survey we note only that, forDb

coh.X/, the Rouquier dimension
is conjectured to be equal to the Krull dimension of X . But by a conjecture of Weibel [39],
now a theorem of Kerz, Strunk, and Tamme [18], the Krull dimension of X also has a K-
theoretic description: the groups Kn of the unique enhancement of Dperf.X/ vanish for all
n < � dim.X/. Recalling that S D Db

coh.X/ is related to Dperf.X/ by the fact that the con-
struction S interchanges them (up to passing to opposite categories, which has no effect on
K-theory), this leads us to ask:

Problem 7.8. Let S be a regular (D strongly generated) triangulated category as in Def-
inition 4.1, and let N < 1 be its Rouquier dimension. Is it true that Kn vanishes on any
enhancement of S.S /, for any metric on S and whenever n < �N ?

In an entirely different direction, we know that the construction S interchanges
Dperf.X/ and Db

coh.X/, and that these categories coincide if and only if X is regular. This
leads us to ask:

Problem 7.9. Is there a way to measure the “distance” betweenS andS.S /, in such a way
that resolution of singularities can be viewed as a process reducing this distance?Who knows,
maybe there is even a good metric on S D Dperf.X/ and/or on S 0 D Db

coh.X/ such that the
construction S takes either S or S 0 to an S.S / or S.S 0/ which is Dperf.Y / D Db

coh.Y /

for some resolution of singularities Y of X .

While on the subject of regularity (D strong generation):

Problem 7.10. Is there some way to understand which are the approximable triangulated
categories T for which T c and/or T b

c are regular?

Theorems 4.2 and 4.4 deal with the case T D Dqc.X/. Approximability is used in
the proofs given in [33] and [4], but only to ultimately reduce to the case of T c D Dperf.X/

with X an affine scheme—this case turns out to be classical, it was settled already in Kelly’s
1965 article [17]. And the diverse precursors of Theorems 4.2 and 4.4, which we have hardly
mentioned in the current survey, are also relatively narrow in scope. But presumably there are
other proofs out there, yet to be discovered. And new approaches might well lead to general-
izations that hold for triangulated categories having nothing to do with algebraic geometry.

Next let us revisit Theorem 6.6, the theorem identifying each of ŒT c �op (respectively
T b

c ) as the finite homological functors on the other. In view of the motivating application,
discussed in Remark 6.9, and of the generality of Theorem 6.6, it is natural to wonder:
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Problem 7.11. Do GAGA-type theorems have interesting generalizations to other approx-
imable triangulated categories? The reader is invited to check [29, Section 8 and Appendix A]:
except for the couple of paragraphs in [29, Example A.2] everything is formulated in gorgeous
generality and might be applicable in other contexts.

In the context of Db
coh.X/, where X is a scheme proper over a noetherian ring R,

there was a wealth of different-looking GAGA-statements before Jack Hall’s lovely paper [12]
unified them into one. In other words, the category Db

coh.X/ D T b
c had many different-

looking incarnations, and it was not until Hall’s paper that it was understood that there was
one underlying reason why they all coincided.

Hence Problem 7.11 askswhether this pattern is present for otherT b
c , in other words

for T b
c � T where T are some other R-linear, approximable triangulated categories.

And finally:

Problem 7.12. Is there a version of Theorem 6.6 that holds for non-noetherian rings?

There is evidence that something might be true, see Ben-Zvi, Nadler, and Preygel [5,
Section 3]. But the author has no idea what the right statement ought to be, let alone how to
go about proving it.
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1. Introduction

Research on free resolutions is a core and beautiful area in Commutative Algebra.
It contains a number of challenging conjectures and open problems; some of them are dis-
cussed in the book [101].

For simplicity, wewill work throughout over the polynomial ringS D CŒx1; : : : ;xn�,
which is standard graded by deg.xi / D 1 for every i . Many of the results work inmuch bigger
generality; for example, over any field, or over some graded quotient rings of S . We leave it
to the interested reader to look for the precise generality of the results using the references.
We focus on some main ideas about finite resolutions which are present over polynomial
rings.

The idea to describe the structure of a module by a free resolution was introduced
by Hilbert in his famous paper [76]; this approach was present in the work of Cayley [35] as
well. Every finitely generated S -module T has a free resolution. If T is graded, there exists
a minimal free resolution FT which is unique up to an isomorphism and is contained in any
free resolution of T . Hilbert’s insight was that the properties of the minimal free resolution
FT are closely related to the invariants of the resolved module T . The key point is that the
resolution can be interpreted as an exact complex of finitely generated free modules Fi so
that

� � � ! F2

d2D

0BBBBBBBBBB@

minimal
relations
on the
relations
in d1

1CCCCCCCCCCA
������������! F1

d1D

0BBBBBBBBBB@

minimal
relations
on the

generators
of T

1CCCCCCCCCCA
��������������! F0

d0D

0BBBB@
minimal
generators

of T

1CCCCA
��������������! T ! 0:

(1.1)
Thus, the resolution is a way of describing the structure of T .

The condition of minimality is important. The mere existence of free resolutions
suffices for computing Hilbert functions and for foundational issues such as the definition of
Ext and Tor. However, without minimality, resolutions are not unique, and the uniformity of
constructions of nonminimal resolutions (like the Bar resolution) implies that they give little
insight into the structure of the resolved modules. In contrast, the minimal free resolution FT

encodes a lot of properties of T ; for example, the Auslander–Buchsbaum formula expresses
the depth of T in terms of the length (called projective dimension) of FT , while nonminimal
resolutions do not measure depth.

Free resolutions have applications in mathematical fields as diverse as Algebraic
Geometry, Combinatorics, Computational Algebra, Invariant Theory,Mathematical Physics,
Noncommutative Algebra, Number Theory, and Subspace Arrangements. For many years,
they have been both central objects and fruitful tools in Commutative Algebra.

The connections of resolutions to Algebraic Geometry are especially rich, and the
book [51] is focussed on that. One of the most challenging open problems in this area,
which remains open to this date, is Green’s conjecture; see the recent paper by Aprodu–
Farkas–Papadima–Raicu–Weyman [5] for more details on this problem.
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It should be noted that the world of minimal free resolutions is much wider and
diverse than graded resolutions over polynomial rings. Resolutions are studied in other major
situations, and there are many important and exciting results and open problems there. For
example, there is an extensive research in the multigraded case, which contains resolutions of
monomial ideals, resolutions of toric ideals, and resolutions of binomial edge ideals. Another
fascinating and important area is the study of minimal free resolutions over quotient rings;
such resolutions are usually infinite (by a theorem of Serre) and so their properties are quite
different than what we see in finite resolutions over a polynomial ring. An interesting new
idea is the recent introduction of virtual resolutions by Berkesch–Erman–Smith [13].

2. Free resolutions

A free resolution of a finitely generated S -module T is an exact sequence

F W : : : ! F2

d2
�! F1

d1
�! F0

d0
�! T ! 0

of homomorphisms of free finitely generated S -modules Fi . The maps di are called differ-
entials.

If T is graded, there exists a minimal free resolution FT which is unique up to
an isomorphism and is contained in any free resolution of T (see [101, Theorem 7.5], [101,
Theorem 3.5]). Minimality can be characterized in the following simple way: F is minimal if

diC1.FiC1/ � .x1; : : : ; xn/Fi for all i � 0;

that is, no invertible elements appear in the differential matrices.
Hilbert’s intuition was that the properties of the minimal free resolution FT are

closely related to the invariants of the resolved module T . The key point is that the map
d0 W F0 ! T sends a basis of F0 to a minimal system G of generators of T , the first differ-
ential d1 describes the minimal relations R among the generators G , the second differential
d2 describes the minimal relations on the relations R, etc.; see (1.1). Hilbert’s Syzygy The-
orem 4.1 is a fundamental result on the structure of such resolutions and leads to many
applications. It shows that every finitely generated graded S -module has a finite free resolu-
tion (that is, Fj D 0 for j � 0).

The submodule Im.di / D Ker.di�1/ of Fi�1 is called the i th syzygy module of T ,
and its elements are called i th syzygies.

3. Betti numbers

Let T be a graded finitely generated S -module. The differentials in the minimal
free resolution FT of T are often very intricate, and so it may be more fruitful to focus on
numerical invariants. The rank of the free module Fi in FT is called the i th Betti number
and is denoted by bi .T /. It may be expressed as

bi .T / D dimTorSi .T; C/ D dimExtiS .T; C/:
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The Betti numbers are extensively studied numerical invariants of T , and they encode a lot
of information about the module.

Note that in the graded case we have graded Betti numbers bi;j .T /: Since T is
graded, it has a graded minimal free resolution, that is, the differentials preserve degree
(they are homogeneous maps of degree 0). Thus, we have graded Betti numbers

bi;j .T / D dimTorSi .T; C/j D dimExtiS .T; C/j :

Hilbert showed how to use them in order to compute the Hilbert series
P

iD0 t i dimC.Ti /

which measures the size of the module T ; see [101, Theorem 16.2].
The graded Betti numbers can be assembled in the Betti table ˇ.T /, which has

entry bi;iCj D bi;iCj .T / in position i; j . Following the conventions in the computer algebra
system Macaulay2 [68], the columns of ˇ.T / are indexed from left to right by homological
degree, and the rows are indexed increasingly from top to bottom. For example, if T is gen-
erated in nonnegative degrees then the Betti table ˇ.T / has the form:

0 1 2 …
0: b0;0 b1;1 b2;2 …
1: b0;1 b1;2 b2;3 …
2: b0;2 b1;3 b2;4 …
:::

:::
:::

:::

The main general open-ended question on Betti numbers is:

Question 3.1. How do the properties of the (graded) Betti numbers relate to the structure
of the minimal free resolution of T and/or the structure of T ?

The BEH Conjecture is a long-standing open conjecture on Betti numbers:

BEHConjecture 3.2 (Buchsbaum–Eisenbud, Horrocks, [20,73]). If T is a finitely generated
graded artinian S -module (artinian means that the module has finite length), then

bi .T / �

 
n

i

!
for i � 0:

Essentially, the conjecture states that the Koszul resolution (see [101, Section 14]) of
the residue field C is the smallest minimal free resolution of an artinian module.

If the above conjecture holds, then it easily follows that we get a lower bound on the
Betti numbers for any module (not necessarily artinian) in terms of its codimension; see [17].
The expository papers [17] by Boocher–Grifo and [36] by Charalambous–Evans provide nice
overviews on the scarce positive results that are known so far; for example, Herzog–Kühl
[74] proved the desired inequalities for linear resolutions. The best currently known result is:

Theorem 3.3 (Walker, [108]). If T is a finitely generated graded artinian S -module, then
nX

iD0

bi .T / � 2n;

and equality holds if and only if T is a complete intersection.
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People have wondered how sharp the above bound is when the module is not a
complete intersection (that is, T is not a quotient ring by a regular sequence):

Question 3.4 (Charalambous–Evans–Miller, [37]). IfT is a finitely generated graded artinian
S -module that is not a complete intersection, then do we have

nX
iD0

bi .T / � 2n
C 2n�1‹

There are many questions that one may ask and study about Betti numbers when
restricted to special classes of modules; most ambitiously, we would like to have a char-
acterization of the sequences that are Betti numbers. A recent result of this kind is the
Boij–Söderberg theory, which was conjectured by Boij–Söderberg [16], and proved soon
after that. Eisenbud–Fløystad–Weyman proved the characteristic-zero case in [52] and then
Eisenbud–Schreyer dealt with any characteristic in [56]. Later, efficient methods for such
constructions were given by Berkesch, Kummini, Erman, Sam in [14] and by Fløystad in [61,

Section 3]. The expository papers [60,62] provide nice overviews of this topic.

4. Projective dimension

Projective dimension and regularity are the main numerical invariants that measure
the complexity of a minimal free resolution. We will discuss regularity in the next section.

The projective dimension of a graded finitely generated S -module T is

pd.T / D max
®
i j bi .T / ¤ 0

¯
;

and it is the index of the last nonzero column of the Betti table ˇ.T /, so it measures the
width of the table.

Hilbert’s Syzygy Theorem 4.1 (see [101, Theorem 15.2]). The minimal graded free resolution
of a finitely generated graded S -module is finite, and its projective dimension is at most n

(recall that n is the number of variables in the polynomial ring S ).

Hilbert’s Syzygy Theorem 4.1 provides a nice upper bound on the projective dimen-
sion in terms of the number of variables in the polynomial ring. One may wonder if the
number of minimal generators of an ideal can be used to get another nice upper bound on
projective dimension. The answer turns out to be negative. A construction of Burch [21] and
Kohn [79] produces ideals with 3 generators whose projective dimension is arbitrarily large.
Later Bruns [18] showed that the minimal free resolutions of three-generated ideals capture
all the pathology of minimal free resolutions of modules. However, the degrees of the gener-
ators in these constructions are forced to grow large. Motivated by computational complexity
issues, Stillman raised the following question:

Question 4.2 (Stillman, [102, Problem 3.14]). Fix anm � 1 and a sequence of natural numbers
a1; : : : ; am. Is there a number p such that pd.I / � p for every homogeneous ideal I with
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a minimal system of generators of degrees a1; : : : ; am in a polynomial ring? Note that the
number of variables in the polynomial ring is not fixed.

A positive answer is provided by:

Theorem 4.3 (Ananyan–Hochster, [4]). Stillman’s Question 4.2 has a positive answer.

Other proofs were later given by Erman–Sam–Snowden [58] and Draisma–Lasoń–
Leykin [50]. Yet, there are many open questions motivated by a desire to get better upper
bounds since the known bounds are quite large. See the recent paper by Caviglia–Liang [29]

for some explicit bounds.
Families of ideals with large projective dimension were constructed byMcCullough

in [89] and by Beder, McCullough, Núñez-Betancourt, Seceleanu, Snapp, Stone in [12]. Such
constructions indicate that finding tight bounds could be difficult. Many results dealing
with special cases are known in this direction. The expository papers [62, 94] provide nice
overviews of this topic.

5. Regularity

Let L be a homogeneous ideal in S . The height of the Betti table of L is measured
by the index of the last nonzero row, and is called the (Castelnuovo–Mumford) regularity
of L, so

reg.L/ D max
®
j j there exists an i such that bi;iCj .L/ ¤ 0

¯
:

Note that reg.L/ < 1 by Hilbert’s Syzygy Theorem 4.1. An important role of regularity is
that it measures the complexity of the minimal free resolution of L, in the sense that it shows
up to what degree we have nonvanishing Betti numbers. It has several other important roles.

The definition of regularity implies that it provides an upper bound on the generating
degree, namely

reg.L/ � maxdeg.L/;

where maxdeg.L/ is the maximal degree of an element in a minimal system of homogeneous
generators of L.

Another role of regularity is that it identifies how high we have to truncate an ideal
in order to get a linear resolution; we say that a graded ideal has an r-linear resolution if
the ideal is generated in degree r and the entries in the differential maps in its minimal free
resolution are linear.

Theorem 5.1 (see [101, Theorem 19.7]). Let L be a graded ideal in S . If r � reg.L/ then

L�r WD L \

�M
i�r

Si

�
has an r-linear minimal free resolution, equivalently,

reg.L�r / D r:
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Another role of regularity is related to Gröbner basis computation. Many computer
computations in Commutative Algebra and Algebraic Geometry are based on Gröbner basis
theory. It is used, for example, in the computer algebra systems Cocoa [1], Macaulay2 [68],
Singular [49]. It is proved by Bayer–Stillman [9] that in generic coordinates and with respect
to revlex order, one has to compute up to degree reg.L/ in order to compute a Gröbner
basis of L. This means that reg.L/ is the degree-complexity of the Gröbner basis computa-
tion.

Yet another role of regularity is that it can be defined in terms of vanishing of local
cohomology modules. See the expository paper [19] for a detailed discussion.

The expository papers [38,39] provide nice overviews of the properties of regularity.
In the rest of this section, we discuss bounds on regularity.
The projective dimension pd.L/ of L is bounded above by the number of variables

n in S by Hilbert’s Syzygy Theorem 4.1. This bound is very nice in several ways: it is small,
involves only one parameter, and is given by a simple formula. One may hope that similarly,
a nice upper bound on regularity exists. In contrast, the upper bound on regularity involv-
ing n is doubly exponential. Bayer–Mumford (see [8, Theorem 3.7]) and Caviglia–Sbarra [32]

proved:

Theorem 5.2 (Bayer–Mumford [8], Caviglia–Sbarra [32]). Let L be a graded ideal in S .
Then

reg.L/ �
�
2maxdeg.L/

�2n�2

;

wheremaxdeg.L/ is the maximal degree of an element in a minimal system of homogeneous
generators of L.

This bound is nearly sharp. The Mayr–Meyer construction [88] leads to examples of
families of ideals attaining high regularity. The following three types of families of ideals
attaining doubly exponential regularity were constructed by Bayer–Mumford [8], Bayer–
Stillman [10], and Koh [78]:

Theorem 5.3. (1) (Bayer–Stillman, [10, Theorem 2.6]) For r � 1, there exists a
homogeneous ideal Ir (using d D 3 in their notation) in a polynomial ring with
10r C 11 variables for which

maxdeg.Ir / D 5;

reg.Ir / � 32r�1

:

(2) (Bayer–Mumford, [8, Proposition 3.11]) For r � 1, there exists a homogeneous
ideal Ir in 10r C 1 variables for which

maxdeg.Ir / D 4;

reg.Ir / � 22r

:
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(3) (Koh, [78]) For r � 1, there exists a homogeneous Ir generated by 22r � 2

quadrics in a polynomial ring with 22r variables for which

maxdeg.Ir / D 2;

reg.Ir / � 22r�1

:

Further examples of ideals with high regularity were produced by Beder et. al. [12],
Caviglia [23], Chardin–Fall [41], and Ullery [107].

Despite these examples of high regularity, there are many important and interesting
cases where regularity is bounded by (or equal to) a nice formula and is not dramatically
large. As always, the following open-ended problem is of high interest:

Problem 5.4. Find important and interesting cases where regularity is bounded by (or equal
to) a nice formula and is not dramatically large.

6. Regularity of prime ideals

Regularity was studied in Algebraic Geometry as well. In that setting, much better
bounds than the doubly-exponential bound discussed in Theorem 5.2, are expected for the
regularity of the defining ideals of geometrically nice projective varieties. Lazarsfeld’s book
[86, Section 1.8] and the introduction of the paper [84] by Kwak–Park provide nice overviews
of that point of view. In fact, the concept of regularity was introduced by Mumford [98]

and generalizes ideas of Castelnuovo. The relation between the definitions of regularity of a
coherent sheaf and regularity of a graded ideal (or module) is given in Eisenbud–Goto [53],
and may be also found in [51, Proposition 4.16].

Consider a nondegenerate projective variety X � P n�1, that is, X does not lie on
a hyperplane in P n�1.

Some nice bounds were proved in the smooth case. The following bound follows
from a more general result by Bertram–Ein–Lazarsfeld [15]:

Theorem 6.1 (Bertram–Ein–Lazarsfeld, [15]). Let X � P n�1 be a smooth irreducible pro-
jective variety. If X is cut out scheme-theoretically by hypersurfaces of degree � s, then

reg.X/ � 1 C .s � 1/ codim.X/:

This result was generalized in [42] and [48]. See also [38] for an overview.

Theorem 6.2 (Mumford, [8, Theorem 3.12]). If X � P n�1 is a nondegenerate smooth pro-
jective variety, then

reg.X/ �
�
dim.X/ C 1

��
deg.X/ � 2

�
C 2:

This bound was improved by Kwak–Park as follows:

Theorem 6.3 (Kwak–Park, [84, Theorem C]). If X � P n�1 is a nondegenerate smooth pro-
jective variety with codim.X/ � 2, then

reg.X/ � dim.X/
�
deg.X/ � 2

�
C 1:
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In the influential paper [8], Bayer and Mumford wrote:

“...the main missing piece of information between the general case and the geo-
metrically nice smooth case is that we do not have yet a reasonable bound on the
regularity of all reduced equidimensional ideals.”

Note that the bounds in the above theorems involve two parameters; for example, dim.X/

and deg.X/ are used in Theorem 6.2. The following bound involving only deg.X/ was first
considered in the smooth case:

reg.X/ � deg.X/:

It was conjectured by Eisenbud–Goto [53] for any reduced and irreducible nondegenerate
variety, and they expected that it might even hold for reduced equidimensional X which are
connected in codimension 1 [8]. In fact, they conjectured the more refined bound

reg.X/ � deg.X/ � codim.X/ C 1;

which is sharp as equality holds for the twisted cubic curve. This is called the Regularity
Conjecture. In particular, it yields the following regularity conjecture for prime ideals:

Conjecture 6.4 (Eisenbud–Goto [53], 1984). If L is a homogeneous prime ideal in S , and
L � .x1; : : : ; xn/2, then

reg.L/ � deg.L/:

In particular, L is generated in degrees � deg.L/.

The conditionL � .x1; : : : ;xn/2 is equivalent to requiring that the projective variety
V.L/ is not contained in a hyperplane in P n�1. Prime ideals that satisfy this condition are
called nondegenerate.

The Regularity Conjecture is proved for curves by Gruson–Lazarsfeld–Peskine [69],
completing fundamental work of Castelnuovo [22]; see also [67]. It is also proved for smooth
surfaces by Lazarsfeld [85] and Pinkham [103]. In the smooth case, Kwak [81–83] gives bounds
for regularity in dimensions 3 and 4 that are only slightly worse than the optimal ones. The
conjecture also holds in the Cohen–Macaulay case by a result of Eisenbud–Goto [53]. Many
other special cases and related bounds have been proved as well.

In [92] Jason McCullough and I construct counterexamples to the Regularity Con-
jecture. We provide a family of prime ideals Pr , depending on a parameter r , whose degree
is singly exponential in r and whose regularity is doubly exponential in r . Our main theorem
is much stronger:

Theorem 6.5 (McCullough–Peeva, [92]). The regularity of nondegenerate homogeneous
prime ideals is not bounded by any polynomial function of the degree (multiplicity), i.e.,
for any polynomial f .x/ 2 RŒx� there exists a nondegenerate homogeneous prime ideal Y

in a standard graded polynomial ring over C such that reg.Y / > f .deg.Y //.

For this purpose, we introduce in [92] an approach which, starting from a homo-
geneous ideal I , produces a prime ideal P whose projective dimension, regularity, degree,
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dimension, depth, and codimension are expressed in terms of numerical invariants of I . Our
approach involves two new concepts:

(1) Rees-like algebras (inspired by an example byHochster published in [11]) which,
unlike the standard Rees algebras, have well-structured defining equations and
minimal free resolutions;

(2) A step-by-step homogenization technique which, unlike classical homogeniza-
tion, preserves graded Betti numbers.

Further research in this direction was carried out by Caviglia–Chardin–McCul-
lough–Peeva–Varbaro in [24]. Our expository paper [93] provides an overview of counterex-
amples and the techniques used to prove them.

The bound in the Regularity Conjecture is very elegant, so it is reasonable to expect
that work will continue on whether it holds when we impose extra conditions on the prime
ideal: for example, for smooth varieties or for toric ideals (in the sense of the definition in
[101, Section 65]).

Instead of trying to repair the Regularity Conjecture by imposing extra conditions,
one may wonder:

Question 6.6 (McCullough–Peeva, [93]). What is an optimal function f .x/ such that
reg.L/ � f .deg.L// for any nondegenerate homogeneous prime idealL in a standard graded
polynomial ring over C?

Since Theorem 5.2 gives a doubly exponential bound on regularity for all homoge-
neous ideals, and in view of Theorem 6.5, the following question is of interest:

Question 6.7 (McCullough–Peeva, [93]). Does there exist a singly exponential bound for
regularity of homogeneous nondegenerate prime ideals in a standard graded polynomial ring
over C, in terms of the multiplicity alone?

In [8, Comments after Theorem 3.12] Bayer and Mumford wrote:

“We would conjecture that if a linear bound doesn’t hold, at the least a single
exponential bound, i.e. reg.L/ � maxdeg.L/O.n/, ought to hold for any reduced
equidimensional ideal. This is an essential ingredient in analyzing the worst-case
behavior of all algorithms based on Gröbner bases.”

For prime ideals, their conjecture is:

Conjecture 6.8 (Bayer–Mumford, [8, Comments after Theorem 3.12]). If L is a homogeneous
non-degenerate prime ideal in S D CŒx1; : : : ; xn�, then

reg.L/ � maxdeg.L/O.n/;

wheremaxdeg.L/ is the maximal degree of an element in a minimal system of homogeneous
generators of L.
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7. Regularity of the radical

Ravi [104] proved that in some cases the regularity of the radical of an ideal is no
greater than the regularity of the ideal itself. For a long time, there was a folklore conjecture
that this would hold for every homogeneous ideal. However, counterexamples were con-
structed by Chardin–D’Cruz [40]. They obtained examples where regularity of the radical is
nearly the square (or the cube) of that of the ideal.

Theorem 7.1 (Chardin–D’Cruz, [40, Example 2.5]). For m � 1 and r � 3, the ideal

Jm;r D .ymu2
� xmzv; zrC1

� xur ; urC1
� xvr ; ymvr

� xm�1zur�1v/

in the polynomial ring CŒx; y; z; u; v� has

reg.Jm;r / D m C 2r C 1;

reg.
p

Jm;r / D m.r2
� 2r � 1/ C 1:

The existence of a polynomial bound is very unclear, so perhaps it is reasonable to
focus on the following folklore question which is currently open:

Question 7.2. Is there a singly exponential bound on reg.
p

I / in terms of reg.I / (and pos-
sibly codim.I / or n) for every homogeneous ideal I in a standard graded polynomial ring
over C?

In order to form reasonable conjectures, it would be very helpful to develop methods
for producing interesting examples. In [86, Remark 1.8.33] Lazarsfeld wrote:

“...the absence of systematic techniques for constructing examples is one of the
biggest lacunae in the current state of the theory.”

8. Shifts

Let T be a graded finitely generated S -module. The (upper) shifts are refinements
of the numerical invariant regularity. The (upper) shift at step i is

ti .T / D max
®
j j bi;j .T / 6D 0

¯
and the adjusted shift is

ri .T / D max
®
j j bi;iCj .T / 6D 0

¯
;

so
ri .T / D ti .T / � i:

Note that r0.T / is the maximal degree of an element in a minimal system of generators of T ,
and

reg.T / D max
i

®
ri .T /

¯
:
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Let L be a graded ideal in S . The a, b-subadditivity condition for L is

taCb.S=L/ � ta.S=L/ C tb.S=L/: (8.1)

Note that it is equivalent to

raCb.S=L/ � ra.S=L/ C rb.S=L/:

We say that L satisfies the general subadditivity condition if (8.1) holds for every a; b. We
say that L satisfies the initial subadditivity condition if (8.1) holds for b D 1 and every a.
We say that L satisfies the closing subadditivity condition if (8.1) holds for every a; b with
a C b D pd.L/. Gorenstein ideals failing the subadditivity condition were constructed by
McCullough–Seceleanu in [95].

Problem 8.1. (1) (McCullough, [91]) It is expected that the general subadditivity
condition holds for every monomial ideal L.

(2) (Avramov–Conca–Iyengar, [7]) It is conjectured that the general subadditivity
condition holds if S=L is a Koszul algebra.

(3) (McCullough, [91]) It is expected that the general subadditivity condition holds
for every toric ideal L.

There are supporting results in special cases; the expository paper [91] provides
a nice overview of the current state of these problems. For monomial ideals, Herzog–
Srinivasan [75] proved that the initial subadditivity condition holds.

Another interesting direction of using shifts is:

Problem 8.2. Find good upper bounds on regularity using the shifts in part of the minimal
free resolution.

The following result shows how this may work:

Theorem 8.3 (McCullough, [90]). Let L be a homogeneous ideal in S . Set c D d
n
2
e. Then

reg.S=L/ �

cX
iD1

ti .S=I / C

Qh
iD1 ti .S=I /

.c � 1/Š
:

9. The EGH conjecture

We start with a brief introduction to Hilbert functions and lex ideals. If I is a homo-
geneous ideal in S , then the quotient R WD S=I inherits the grading by Ri D Si =Ii for all i .
The size of a homogeneous ideal J in R is measured by its Hilbert function

HilbR=J .i/ D dimC.Ri =Ji / for i 2 Z:

Hilbert’s insight was that HilbR=J is determined by finitely many of its values. He proved
that there exists a polynomial (called the Hilbert polynomial) g.t/ 2 QŒt � such that

HilbR=J .i/ D g.i/ for i � 0:
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If S=J (here R D S ) is the coordinate ring of a projective algebraic variety X , then the
degree of the Hilbert polynomial equals the dimension of X ; the leading coefficient of the
Hilbert polynomial determines another important invariant – the degree (multiplicity) of X .
Hilbert functions for monomial ideals in the ring CŒx1; : : : ; xn�=.x2

1 ; : : : ; x2
n/ have been

extensively studied in Combinatorics since each such Hilbert function counts the number of
faces in a simplicial complex.

Lex ideals are fruitful tools in the study of Hilbert functions. They are monomial
ideals defined in a simple way: Denote by >lex the lexicographic order on the monomials in
S extending x1 > � � � > xn. A monomial ideal L in S is lex if the following property holds:
if m 2 L is a monomial and q >lex m is a monomial of the same degree, then q 2 L (that is,
for each i � 0 the vector space Li is either zero or is spanned by lex-consecutive monomials
of degree i starting with xi

1).
A core result in Commutative Algebra is Macaulay’s Theorem 9.1, which charac-

terizes the Hilbert functions of homogeneous ideals in the polynomial ring S :

Theorem 9.1 (Macaulay, [87]). For every homogeneous ideal in S there exists a lex ideal
with the same Hilbert function.

TheHilbert function of a lex ideal is easy to count. This leads to an equivalent formu-
lation of Macaulay’s Theorem 9.1 which characterizes numerically (by certain inequalities)
the Hilbert functions of homogeneous ideals; see [101, Section 49].

Lex ideals also play an important role in the study of Hilbert schemes. Grothendieck
introduced the Hilbert scheme Hr;g that parametrizes subschemes of Pr with a fixed Hilbert
polynomial g. The structure of the Hilbert scheme is known to be very complicated. In [71]

Harris and Morrison state Murphy’s Law for Hilbert schemes:

“There is no geometric possibility so horrible that it cannot be found generically
on some component of some Hilbert scheme.”

The main structural result on Hr;g is Hartshorne’s Theorem:

Theorem 9.2 (Hartshorne, [72]). The Hilbert scheme Hr;g is connected.

The situation is that every homogeneous ideal with a fixed Hilbert function h is
connected by a sequence of deformations to the lex ideal with Hilbert function h. A defor-
mation connects two ideals JtD0 and JtD1 in the sense that we have a family of homogeneous
ideals Jt varying with the parameter t 2 Œ0; 1� so that the Hilbert function is preserved; in
this case, the ideals Jt form a path on the Hilbert scheme. Hartshorne’s proof [72] relies on
deformations called “distractions” which use generic change of coordinates and polarization.
Analyzing the paths on a Hilbert scheme may shed light on whether there exists an object
with maximal Betti numbers.

Theorem 9.3 (Bigatti–Hulett–Pardue, see [100]). A lex ideal in S has the greatest Betti num-
bers among all homogeneous ideals in S with the same Hilbert function.
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This result was quite surprising when it was discovered since counterexamples were
known inwhich no ideal with a fixedHilbert function attainsminimal Betti numbers. It yields
numerical upper bounds on Betti numbers as follows: the minimal free resolution of a lex
ideal is the Eliahou–Kervaire resolution [57] (see [101, Section 28]), and it provides numerical
formulas for the Betti numbers of a lex ideal.

It is natural to ask if similar results hold over other rings. For starters, we need rings
over which Theorem 9.1 holds. It actually fails over most graded quotient rings of S . For
example, there is no lex ideal in the ring CŒx; y�=.x2y; xy2/ with the same Hilbert function
as the ideal .xy/.

Theorem 9.4. Macaulay’s Theorem 9.1 holds over the following rings:

(1) (Kruskal, Katona, [77,80]) an exterior algebra E over C.

(2) (Clements–Lindström, [45]) aClements–Lindström ringC WD CŒx1; : : : ;xn�=P ,
where P is an ideal generated by powers of the variables.

(3) (Gasharov–Murai–Peeva, [66]) a Veronese ring V WD S=J , where J is the defin-
ing ideal of a Veronese toric variety.

Proving analogues of Theorem 9.3 for the above rings is difficult since minimal
resolutions over exterior algebras, Clements–Lindström rings, or Veronese rings are infi-
nite (in contrast, Theorem 9.3 is about finite resolutions) and so they are considerably more
intricate. It was proved that every lex ideal has the greatest Betti numbers among all homo-
geneous ideals with the same Hilbert function over the following rings: over E by Aramova–
Herzog–Hibi [6], over C by Murai–Peeva [99], and over V by Gasharov–Murai–Peeva [66].

Hilbert functions of ideals containing .x2
1 ; : : : ; x2

n/ are characterized numerically
(by certain inequalities) by Kruskal–Katona’s Theorem [77,80], which is a natural analogue
of Macaulay’s Theorem; see Theorem 9.4(1,2). Eisenbud–Green–Harris conjectured that
the same numerical inequalities for the Hilbert function hold for all ideals in S containing a
quadratic regular sequence:

Conjecture 9.5 (Eisenbud–Green–Harris, [54]). LetL � S be a homogeneous ideal contain-
ing a regular sequence of n quadratic forms. There exists an ideal N containing x2

1 ; : : : ; x2
n

with the same Hilbert function as L.

Kruskal–Katona’s Theorem was generalized by Clements–Lindström [45] to a char-
acterization of the Hilbert functions of ideals containing powers of the variables; see Theo-
rem 9.4(2). In view of this, Eisenbud–Green–Harris noted in [54] that Conjecture 9.5 can be
extended to cover all complete intersections as follows:

Conjecture 9.6 (Eisenbud–Green–Harris, [54]). LetL � S be a homogeneous ideal contain-
ing a regular sequence of forms of degrees a1 � � � � � an. There exists an ideal N containing
x

a1

1 ; : : : ; x
an
n with the same Hilbert function as L.
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Conjecture 9.5 is considered to be the main case of the Eisenbud–Green–Harris
Conjectures, called the EGH Conjectures.

In their original form in [54], the EGH Conjectures are stated in terms of numerical
inequalities for the Hilbert function. We give an equivalent form, which follows immediately
from the Clements–Lindström Theorem 9.4(2).

Eisenbud, Green, and Harris were led to the EGH Conjectures by extending a series
of results and conjectures in Castelnuovo Theory in [54]. After that, theymade the connection
to the Cayley–Bacharach Theory in [55]. They provide in [55] a nice survey of the long history
of Cayley–Bacharach theory in Algebraic Geometry.

The EGH Conjectures turned out to be very challenging. Some special cases, appli-
cations, and related results are proved in [2,3,25,27,30,33,34,43,44,46,47,54,55,59,70,96,105,106].
One of the strongest results is the recent paper [26] by Caviglia–DeStefani.

We now focus on Betti numbers related to the EGH Conjectures. Let L � S be a
homogeneous ideal containing a regular sequence of forms of degrees a1 � � � � � an. The
concept of a lex ideal can be generalized to the concept of a lex-plus-powers ideal which
is a monomial ideal containing x

a1
1 ; : : : ; x

an
n and otherwise is like a lex ideal. G. Evans

conjectured the more general Lex-Plus-Powers Conjecture that, among all graded ideals with
a fixed Hilbert function and containing a homogeneous regular sequence of degrees a1 �

� � � � an, the lex-plus-powers ideal (which exists according to the EGH Conjectures) has the
greatest Betti numbers. This conjecture was inspired by Theorem 9.3.

Theorem 9.7 (Mermin–Murai, [97]). The Lex-Plus-Powers Conjecture holds for ideals con-
taining pure powers.

The general Lex-Plus-Powers Conjecture (for ideals containing a homogeneous reg-
ular sequence) is very difficult. Some special cases are proved in [31,59,63,64,105,106]. The
expository papers by Caviglia–DeStefani–Sbarra [28] and by Francisco-Richert [65] provide
nice overviews of this challenging topic.
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1. Introduction

This article is a survey of the comparatively newfield ofArithmetic Dynamics, a field
where arithmetic and dynamics join forces.1 But theword “arithmetic” in “arithmetic dynam-
ics” is itself short for “arithmetic geometry,” a field where the venerable subjects of number
theory and algebraic geometry meet. Thus arithmetic dynamics is a melting pot filled with
ingredients from three classical areas of mathematics.

Number
Theory

Algebraic
Geometry

Dynamical
Systems

Arithmetic Dynamics

In this article we will discuss arithmetic dynamics over global fields, which for the
sake of exposition we will generally take to be number fields, i.e., finite extensions of Q.
Our primary focus will be dynamical analogues and generalizations of famous theorems and
conjectures in arithmetic geometry, centered around the following five major topics that have
helped drive the development of arithmetic dynamics over the past few decades:

• Topic #1: Dynamical Uniform Boundedness

• Topic #2: Dynamical Moduli Spaces

• Topic #3: Dynamical Unlikely Intersections

• Topic #4: Dynatomic and Arboreal Representations

• Topic #5: Dynamical and Arithmetic Complexity

Remark 1.1. Of course, our chosen five topics do not fully cover the varied problems that
fall under the rubric of arithmetic dynamics over global fields. And there are also highly
active areas of arithmetic dynamics in which people study dynamical systems defined over
non-archimedean fields such as Qp and Cp and over finite fields Fq . We refer the interested
reader to the survey article [10] for a more extensive discussion.

1 As Jung might have said: “The meeting of two mathematical fields is like the contact of two
chemical substances: if there is any reaction, both are transformed.”
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2. Definitions and terminology

An abstract dynamical system is simply an object X and an endomorphism (self-
map)2

f W X ! X:

The iterates of f are denoted by

f n
D f ı f ı � � � ı f„ ƒ‚ …

n copies of f

;

and the (forward) f -orbit of an element x 2 X is its image for the iterates of f ,3

Of .x/ D
®
f n.x/ W n � 0

¯
:

We say that x 2 X is f -periodic if

f n.x/ D x for some n � 1,

in which case the smallest such n is the (exact) period of x. A point x 2 X is f -preperiodic
if its f -orbit Of .x/ is finite, or equivalently, if f m.x/ is periodic for some m � 0.

Two dynamical systems f1; f2 W X ! X are isomorphic if there is an automor-
phism ' 2 Aut.X/ such that

f2 D f
'

1 D '�1
ı f1 ı ': (2.1)

Note that (2.1) is a good notion of isomorphism for dynamics, since it respects iteration,

.f '/n
D .'�1

ı f ı '/n
D '�1

ı f n
ı ' D .f n/' :

In particular, orbits and (pre)periodic points of the isomorphic dynamical systems f and f '

are more-or-less identical, since

Of ' .x/D '�1
�
Of

�
'.x/

��
; Per.f '/D '�1

�
Per.f /

�
; PrePer.f '/D '�1

�
PrePer.f /

�
:

We conclude this section with a brief discussion of endomorphisms f W P 1 ! P 1

i.e., rational functions of one variable. For P 2 P 1, we choose a local parameter zP at P

and define P to be a critical point of f if
df

dzP

.P / D 0: (2.2)

The vanishing condition (2.2) is independent of the choice of zP , and counted with appro-
priate multiplicities, the map f has 2 deg.f / � 2 critical points.4

2 To avoid complications, we always work in a subcategory of the category of sets, i.e., all of
our objects are sets.

3 More generally, let F D ¹f1; : : : ; fr º be a set of endomorphisms of X , and let hF i be the
semigroup of maps generated by arbitrary composition of elements of F . Then the F -orbit
of x is the set OF .x/ D ¹f .x/ W f 2 hF iº.

4 More precisely, this is true as long as f is separable, so in particular it is always true in
characteristic 0.
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Arithmetic Geometry Dynamical Systems
rational and integral
points on varieties

rational and integral
points in orbits

torsion points on
abelian varieties

periodic and preperiodic
points of rational maps

abelian varieties with
complex multiplication

postcritically finite
rational maps

Table 1

A dictionary for Arithmetic Dynamics [82, §6.5]

The critical points of an endomorphism f of P 1 are the points at which f fails to
be locally bijective. Their location crucially affects the dynamics of f .

Definition 2.1. A (separable) endomorphism f W P 1 ! P 1 is postcritically finite (PCF) if
all of its critical points are preperiodic. PCF maps play a key role in the study of dynamics
on P 1.

3. A dictionary for arithmetic dynamics

Table 1 gives three fundamental analogies that are used to travel between the worlds
of arithmetic geometry and dynamical systems. The associations described in the first two
lines of Table 1 are fairly tight, in the sense that they may be used to reformulate many stan-
dard results and conjectures in arithmetic geometry as dynamical statements. The following
two examples illustrate these connections.

Example 3.1. Let A be an abelian group, let P 2 A, and let fP W A! A be the translation-
by-P map, i.e., fP .Q/ D QC P . Then the subgroup of A generated by P is the union of
two orbits

ZP D OfP
.0/ [Of�P

.0/:

More generally, for any finite set of elements P1; : : : ; Pr 2 A, we let P D ¹˙P1; : : : ;˙Prº,
and then the subgroup hP i generated by P1; : : : ; Pr is the generalized orbit

hP i D OP .0/ D
®
fP .0/ W P 2 hP i

¯
:

In this way, statements about finitely generated subgroups of abelian varieties may be refor-
mulated as statements about orbits.

Example 3.2. Let G be a group, let d � 2, and let fd W G ! G be the d -power map
fd .g/ D gd . Then it is an easy exercise to check that

PrePer.f / D Gtors;
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i.e., the elements of G that are preperiodic for the d -power map are exactly the elements
of G having finite order. In this way statements about torsion points on abelian varieties may
be reformulated as statements about preperiodic points for the multiplication-by-d map.

Remark 3.3. Examples 3.1 and 3.2 help to justify the associations described in the first two
lines of Table 1. The third line is a bit more nebulous. It is a rough analogy based on the
following reasoning:5

• The CM points in the moduli space Ag of abelian varieties of dimension g are
associated to abelian varieties that have a special algebraic property, namely
their endomorphism ring is unusually large. The set of CM points is a count-
able, Zariski-dense set of points in Ag whose coordinates are algebraic numbers.

• The PCF points in the moduli space M1
d
of endomorphisms of P 1 are associated

to maps that have a special dynamical property, namely the orbits of their critical
points are unusually small. The set of PCF points is a countable, Zariski-dense
set of points in M1

d
whose coordinates are algebraic numbers.

Section 6 describes some progress that helps to justify the third analogy in Table 1. But
we must also note that the analogy is not perfect. In particular, CM abelian varieties are
abundant in all dimensions, i.e., CM points are Zariski-dense in Ag for all g � 1. However,
evidence suggests that for N � 2, PCF maps are not Zariski dense in the moduli space MN

d

of endomorphisms of P N ; cf. [34].

4. Topic #1: Dynamical uniform boundedness

The prototype and motivation for the dynamical uniform boundedness conjecture is
the following famous theorem.

Theorem 4.1 ([54]). Let E=Q be an elliptic curve defined over Q. Then

#E.Q/tors � 16:

Remark 4.2. Mazur’s theorem was generalized by Kamienny [37] to number fields of small
degree, and then byMerel [58], who proved that for all number fieldsK=Q and for all elliptic
curves E=K, there is a uniform bound

#E.K/tors � C; where C depends only on the degree ŒK W Q�.

A long-standing conjecture says that the same should be true for abelian varieties A=K of
any dimension, where the upper bound depends on ŒK W Q� and dim.A/.

Using the dictionary in Table 1, the theorems of Mazur–Kamienny–Merel and the
conjectural abelian variety generalization lead us to amajormotivating problem in arithmetic
dynamics.

5 See Section 5 for the construction of the moduli space MN
d
.
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Conjecture 4.3 (Dynamical uniform boundedness conjecture, [62]). Fix integers N � 1,
d � 2, and D � 1. There is a constant C.N; d; D/ such that for all degree-d morphisms
f W P N ! P N defined over a number field K of degree ŒK W Q� D D, the number of
K-rational preperiodic points is uniformly bounded,

# PrePer
�
f; P N .K/

�
� C.N; d; D/:

Remark 4.4. See also [79] for an earlier dynamical uniform boundedness conjecture for K3
surfaces admitting noncommuting involutions.

Remark 4.5. Although Conjecture 4.3 only deals with preperiodic points in projective
space, it can be used to prove the uniform boundedness conjecture for abelian varieties
alluded to in Remark 4.2 [21].

Remark 4.6. Conjecture 4.3 has been generalized to cover quite general families of dynam-
ical systems; see [72, Question 3.2].

Conjecture 4.3 seems out of reach at present. Indeed, even quite special cases present
challenges that have not been overcome. We briefly summarize what is known and conjec-
tured in the simplest nontrivial case, which is quadratic polynomials over Q.

Theorem/Conjecture 4.7. For c 2 Q, let fc.x/ D x2 C c.

(a) Theorem. For eachn2 ¹1;2;3º, there are infinitelymany c 2Q such thatfc.x/

has a Q-rational point of period n.

(b) Theorem. For all c 2 Q, the polynomial fc.x/ does not have a Q-rational
point …

– of order 4 [60];

– of order 5 [25];

– of order 6, conditional on the Birch–Swinnerton-Dyer conjecture
[86].

(c) Conjecture. For all n � 4, the polynomial fc.x/ does not have a Q-rational
point of period n; see [91]6 and [25].

Remark 4.8. Just as there are elliptic modular curves X ell
1 .n/ whose points classify pairs

.E; P / consisting of an elliptic curve E and an n-torsion point P , there are so-called
dynatomic modular curves X

dyn
1 .n/ whose points classify pairs .c; ˛/ such that ˛ is a point

of period n for the polynomial fc.x/ D x2 C c. Mazur’s method for proving Theorem 4.1
is to show that X ell

1 .n/ has no (noncuspidal) Q-rational points by mapping X ell
1 .n/ into a

carefully chosen quotient A of its Jacobian variety and showing that the group A.Q/ is

6 Although in fairness it should be noted that [91] suggests the opposite conclusion, stating:
“Are there any rational periodic orbits of a quadratic x2 C c of period greater than 3? The
results for periods 1, 2, and 3 would lead one to suspect that there must be.”
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finite. The proof of Theorem 4.7 starts similarly using X
dyn
1 .n/ instead of X ell

1 .n/, but in this
situation, the Jacobian generally does not have a quotient whose group of rational points is
finite. Current methods, such as Chabauty–Coleman, for explicitly determining the rational
points on curves of high genus (barely) suffice to handle X

dyn
1 .n/ for n � 6. The difficulty,

or more concretely the difference, between the elliptic curve and dynamical settings centers
around the lack of a theory of Hecke correspondences in the dynamical case. (Mea culpa:
This simplified explanation is not entirely accurate, but it is meant to convey the overall
strategy of the proofs.)

Remark 4.9. Contingent on an appropriate version of the abcd -conjecture, the uniform
boundedness conjecture has been proven for the family of polynomials xd C c [47], and
more recently for all polynomials [46]. An alternative proof, also using the abc-conjecture
and only valid over Q, says that if d is sufficiently large and c ¤ �1, then xd C c has no
Q-rational periodic points other than fixed points [68].7

Remark 4.10. A function field analogue of the uniform boundedness conjecture for xd C c

is proven in [17,18]. In the function field setting, the uniformity in the degree ŒK WQ� described
in Conjecture 4.3 is replaced by a bound that depends on the gonality8 of the field extension.

5. Topic #2: Dynamical moduli spaces

We fix a field K and consider parameter and moduli spaces for the set of rational
self-maps of P N

K . A rational map f W P N
K Ü P N

K of degree-d is specified by an .N C 1/-
tuple of degree-d homogeneous polynomials,

f D Œf0; : : : ; fN �; f0; : : : ; fN 2 KŒX0; : : : ; Xn�;

such that f0; : : : ; fN have no common factors. The map f is a morphism if f0; : : : ; fN

have no common roots in P N . NK/. We label the coefficients of f0; : : : ; fN in some specified
order as a1.f /;a2.f /; : : : ; a�.f /, where �D �.N;d/ WD

�
N Cd

d

�
.N C 1/. Then each such f

determines a point
f D

�
a1.f /; : : : ; a�.f /

�
2 P ��1:

There is a homogeneous polynomialR 2ZŒa1; : : : ; a� � called theMacaulay resultant having
the property that

f D Œf0; : : : ; fN � is a morphism” R
�
a1.f /; : : : ; a�.f /

�
¤ 0:

The parameter space of degree-d endomorphisms of P N is

EndN
d D

®
f 2 P ��1

W R.f / ¤ 0
¯
:

7 We remark that it is easy to prove uniform boundedness for xd C c over Q when d is odd,
and more generally over any field K=Q with a real embedding. Indeed, it is an elementary
fact that if f W R ! R is any nondecreasing function, then f has no nonfixed periodic
points; cf. [64].

8 The gonality of an algebraic curve X , or its function field, is the minimal degree of a non-
constant map X ! P1.
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The isomorphism class of dynamical systems associated to f is the set of all conjugates, i.e.,
the set of all

f '
D '�1

ı f ı '; where ' 2 Aut.P N / D PGLN C1.

Conjugation gives an algebraic action of PGLN C1 on the parameter space EndN
d via

PGLN C1 �EndN
d ! EndN

d ; .'; f / 7! f ' ; (5.1)

and this action extends naturally to P � .

Definition 5.1. The moduli space of degree-d dynamical systems on P N is the quotient
space of EndN

d for the conjugation action (5.1),

MN
d D EndN

d =PGLN C1 : (5.2)

It is natural to askwhether the quotient (5.2) can be given some nice sort of structure.
Geometric invariant theory (GIT) [63] provides a powerful tool for studying quotients of a
variety (or scheme) X by an infinite algebraic group G. GIT says that there are stable and
semistable loci X s � X ss � X such that there exist quotient varieties (or schemes) X s==G

and X ss==G having many agreeable properties.9

Theorem 5.2. Let N � 1 and d � 2.

(a) The quotient space MN
d

.C/D EndN
d .C/=PGLN C1.C/ has a natural structure

as an orbifold over C [59].

(b) The quotient space MN
d
D EndN

d = PGLN C1 has a natural structure as a GIT
quotient scheme over Z; see [80] for N D 1 and [44,69] for N � 1.10

It is clear that MN
d

is unirational, i.e., it is rationally finitely covered by a projec-
tive space, since EndN

d is itself an open subset of a projective space. A subtler question is
whether MN

d
is rational.

Theorem 5.3. Let d � 2.

(a) There is an isomorphism M1
2 Š A2, and the semi-stable GIT compactification

of M1
2 as the quotient of the semi-stable locus in P 5 is isomorphic to P 2 [59,80].

(b) The space M1
d
is rational, i.e., there exists a birational map P 2d�2 Ü M1

d

[44].

Question 5.4. Is MN
d
rational for all d � 2 and all N � 1?

9 For example, over C the stable GIT quotient satisfies .X s==G/.C/ D X s.C/=G.C/, i.e.,
the geometric points of the stable quotient X s==G are the G.C/-orbits of the geometric
points of X . And the semistable GIT quotient has the property that .X ss==G/.C/ is proper,
i.e., it is compact, so it provides a natural compactification of the stable quotient.

10 More precisely, the parameter space EndN
d
is in the GIT stable locus for the action

of SLN C1 on P� linearized relative to the line bundle OP� .1/, and thus the quotient MN
d

exists as a GIT quotient scheme over Z.
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Just as is done with the moduli space of abelian varieties, it is advantageous to add
level structure to dynamical moduli spaces by specifying maps together with points or cycles
of various shapes. We start with the case of a single periodic point, and then consider more
complicated level structures.

Definition 5.5. For N � 1, n � 1, and d � 2, we write

EndN
d Œn� D

®
.f; P / 2 EndN

d �P N
W P has exact f -period n

¯
:

Thus the points of EndN
d Œn� classify maps with a marked point of exact period n.

More generally, we define a (preperiodic) portrait P to be the directed graph of
a self-map of a finite set of points. (See Figure 1 for an example of a portrait.) Then for a
portait P having k vertices, we let11

EndN
d ŒP � D

8̂<̂
:.f; P1; : : : ; Pk/ 2 EndN

d �.P N /k
W

P1; : : : ; Pk are f -preperiodic and
f W ¹P1; : : : ; Pkº ! ¹P1; : : : ; Pkº

is a model for the portrait P

9>=>; :

There is a natural action of ' 2 PGLN C1 on EndN
d ŒP � given by

.f; P1; : : : ; Pk/'
D

�
f ' ; '�1.P1/; : : : ; '�1.Pk/

�
:

We denote the resulting quotient space by

MN
d ŒP � D EndN

d ŒP �=PGLN C1 : (5.3)

If Cn is a portrait consisting of a single n-cycle, then EndN
d ŒCn� Š EndN

d Œn�, and we
write MN

d
Œn� for MN

d
ŒCn�.

Figure 1

A portrait consisting of a 3-cycle, a 4-cycle, and three other preperiodic points

Theorem 5.6 ([20]). Let P be a preperiodic portrait.12 Then the quotient space MN
d

ŒP �

described in (5.3) exists13 as a GIT geometric quotient scheme over Z.

11 This definition of EndN
d

ŒP � conveys the right idea; see [20] for a rigorous definition.
12 More generally, one can construct the moduli space MN

d
ŒP � associated to a portrait P that

includes nonpreperiodic points and/or whose vertices are assigned multiplicities.
13 There is a precise combinatorial-geometric characterization of the portraits P for

which M1
d

ŒP �.C/ ¤ ;, but analogous characterizations for N � 2 and/or in positive
characteristic are not currently known.
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It is known [87] that the moduli space Ag of principally polarized abelian varieties
is of general type for all g � 9. Analogous results for dynamical moduli spaces are still
unknown, but our dictionary yields some conjectures.14

Conjecture 5.7. Let N � 1 and d � 2.

(a) For all n � 1, the moduli space MN
d

Œn� is irreducible.

(b) For all sufficiently large n, depending on N and d , the moduli space MN
d

Œn� is
a variety of general type.

Remark 5.8. The moduli space M1
2Œn� of degree-2 endomorphisms of P 1 is a finite cover

of M1
2 Š A2, so it is a surface. It is known to be irreducible for all n � 1 [48]. For 1 � n � 5,

the surface M1
2Œn� is a rational surface, while M1

2Œ6� is a surface of general type [12].

Remark 5.9. Tai’s proof [87] that Ag is of general type relies on the theory of theta func-
tions, which are used to create sections of the canonical bundle. There are similarly naturally
defined functions on MN

d
, and more generally on MN

d
Œn�, that are defined using multiplier

systems.15 For N D 1, it is known that a multiplier system of sufficiently high degree gives a
map M1

d
! Ar that is (essentially) finite-to-one16 onto its image [55]. So although the anal-

ogy between theta functions on Ag and multiplier system functions on MN
d

is tenuous at
best, the latter currently provide one of the most natural ways to create dynamically defined
functions on dynamical moduli spaces.

Amap f 2 EndN
d .K/ defined overK with aK-rational n-periodic pointP 2P N.K/

gives a K-rational point hf; P i 2MN
d

Œn�.K/. The dynamical uniform boundedness conjec-
ture (Conjecture 4.3) is thus closely related to the question ofK-rational points on dynamical
moduli spaces. We formulate a uniform boundedness conjecture for such spaces.

Conjecture 5.10 (Dynamical uniform boundedness conjecture: version 2). Fix integers
N � 1, d � 2, and D � 1. There is a constant C 0.N;d; D/ such that for all number fields K

of degree ŒK W Q� D D and all preperiodic portraits P ,�
#¹vertices of P º � C 0.N; d; D/

�
H)MN

d ŒP �.K/ D ;:

14 See [10, Conjecture 10.13] for a generalization of Conjecture 5.7 that deals with quite
general dynamical moduli spaces that classify families of maps with marked periodic points
of large period, including bounds on their number of components, Kodaira dimension, and
gonality.

15 Briefly, for N D 1, let k � 1, let f 2 End1
d
, and let P1; : : : ; Pr be the periodic points

of f with period dividing k. The derivatives .f k/0.Pi / are PGL2-conjugate independent,
and the k-level multiplier system of f is the list ƒk.f / of the elementary symmetric func-
tions of .f k/0.P1/; : : : ; .f k/0.Pr /. Then ƒk.f / gives a well-defined morphism ƒk.f / W

M1
d
! Ar .

16 More precisely, the map is finite-to-one unless n is a square, in which case it maps the j -
line of flexible Lattès maps to a single point. This is thus one of those results that’s “true
except in the obvious cases where it is false.”
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Remark 5.11. It is clear that Conjecture 5.10 implies Conjecture 4.3. The opposite impli-
cation is also true, but the proof is more difficult due to the Field-of-Moduli versus Field-of-
Definition Problem. The key step, proven in [19] and [20, Sections 16–17], is to show that every
point inMN

d
ŒP �.K/ is represented by a point in EndN

d ŒP �.L/ defined over an extensionL=K

whose degree is bounded solely by d and N . When N D 1, one can take ŒL W K� � 2 [32],
but for N � 2 it is an open question whether ŒL W K� needs to depend on d .

Within MN
d
and its GIT semistable compactification M

N

d lie many interesting sub-
varieties. For example:

• The space of polynomial maps17

PolyN
d D

®
f 2MN

d W f comes from a morphism AN
! AN

¯
is a subvariety of MN

d
satisfying dim.Poly1

d / D N
N C1

dim.MN
d

/.

• Iteration of dominant rational maps presents its own interesting challenges; see
Section 8 for some examples. The set of degree d dominant rational maps
P N Ü P N is a Zariski open subvariety of P ��1.C/ [81, Proposition 7], but
the locus of points in .M

N

d XMN
d

/.C/ arising from dominant rational maps is
not well understood; cf. [42].

The spaces of polynomial maps and dominant rational maps have large dimension.
At the other extreme are various 1-parameter families of maps that have been much studied,
starting with the ubiquitous family of quadratic polynomials

fc.x/ D x2
C c

that gives a lineA1 inM1
2 ŠA2. Adding level structure leads to a dynamical analogue of the

classical elliptic modular curve X ell
1 .n/ that classifies pairs .E; P / consisting of an elliptic

curve E and an n-torsion point P . In the dynamical setting, we replace the n-torsion point
with a point of period n, but the following example shows that some care is needed.

Example 5.12. The polynomial f .x/ D x2 �
3
4
has no points of exact period 2, since

f .x/ � x D .2x C 1/.2x � 3/ and f 2.x/ � x D .2x C 1/3.2x � 3/:

But since f 2.x/�x
f .x/�x

D .2xC 1/2, we say that x D�1
2
is a point of formal period 2 for f .x/.18

17 For example, the space Poly1
d
�M1

d
is the space of polynomials xd C a2xd�2C � � � C ad

modulo the conjugation x ! �x for a primitive .d � 1/-root of unity �, so Poly1
d
is a quo-

tient of Ad�1 by a finite group.
18 In general, points of formal period n for the polynomial f .x/ are roots of the dynatomic

polynomial
f̂ .x/ WD

Y
d jn

�
f d .x/ � x

��.n=d/
;

where � is the Möbius function. Dynatomic polynomials are thus dynamical analogues of
classical cyclotomic polynomials, but with the caveat that f̂ .x/ may have roots of mul-
tiplicity greater than 1, even in characteristic 0. In higher dimension, the points of formal
period n give a dynatomic 0-cycle whose effectivity is proven in [33].
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Definition 5.13. The level n dynatomic curve19 (associated to x2 C c) is the affine curve

Y
dyn

1 .n/ D
®
.c; ˛/ 2 A2

W ˛ is a point of formal period n for fc.x/ D x2
C c

¯
:

The desingularized projective completion of Y
dyn

1 .n/ is denoted X
dyn
1 .n/. The points in the

complement X
dyn
1 .n/ X Y

dyn
1 .n/, which correspond to degenerate maps, are called cusps.20

Points in Y
dyn

1 .n/.K/ classify quadratic polynomials defined over K having a
K-rational point of period n, so a version of Theorem/Conjecture 4.7 says that

Exercise X
dyn
1 .n/ Š P 1 for n 2 ¹1; 2; 3º;

Theorem X
dyn
1 .n/.Q/ D ¹cuspsº for n 2 ¹4; 5; 6º;

Conjecture X
dyn
1 .n/.Q/ D ¹cuspsº for all n � 4.

Much is known about the geometry of X
dyn
1 .n/, as summarized in the next result,

although we note that even the proof that X
dyn
1 .n/ is geometrically irreducible relies on

dynamical properties of x2 C c as reflected in the geometry of the Mandelbrot set.

Theorem 5.14. Let X
dyn
1 .n/ be the smooth projective dynatomic curve associated to

x2 C c.

(a) The dynatomic modular curve X
dyn
1 .n/ is geometrically irreducible over C [13,

41,76].21

(b) There is an explicit, but rather complicated, formula for the genus of
X

dyn
1 .n/ [61]. In any case, genus.Xdyn

1 .n//!1 as n!1.

(c) The gonality22 of X
dyn
1 .n/ goes to1 as n!1 [18].

6. Topic #3: Dynamical unlikely intersections

The guiding philosophy of unlikely intersections in arithmetic geometry is the fol-
lowing general, albeit somewhat vague, principle.

19 There are dynatomic curves associated to many other interesting 1-parameter fami-
lies of maps, including, for example, the family of degree-d unicritical polynomials
fd;c.x/ D xd C c and the family of degree-2 rational maps gb.x/ D x=.x2 C b/ that
admit a nontrivial automorphism gb.�x/ D �gb.x/.

20 We mention that there is a natural action of f on Y
dyn
1 .n/ defined by .c; ˛/ 7! .c; f .˛//,

and that the quotient curve Y
dyn
0 .n/ D Y

dyn
1 .n/=hf i and its completion X

dyn
0 .n/ provide

analogues of the elliptic modular curve X ell
0 .n/.

21 More generally, the dynatomic modular curves associated to the family of unicritical poly-
nomials xd C c are irreducible. However, the dynatomic modular curves associated to the
family x=.x2 C b/ turn out to be reducible for even n; see [48].

22 The gonality of an algebraic curve X is the minimal degree of a nonconstant map X ! P1.
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The Tao of Unlikely Intersections
Let X be an algebraic variety, let Y � X be an algebraic subvariety
of X , and let � � X be an “interesting” countable subset of X . Then

� \ Y is sparse (except when it is “obviously” not).

Slightly more precisely, if � \ Y is Zariski dense in Y , then there
should be a geometric reason that explains its density.

We recall two famous unlikely intersection theorems from arithmetic geometry,
which we initially state in an intuitively appealing, though somewhat whimsical, manner.

Theorem 6.1 (Mordell–Lang conjecture, [23,90]). Let A=C be an abelian variety, let Y �A

be a subvariety of A, and let � � A.C/ be a finitely generated subgroup of A. Then23

� \ Y is not Zariski dense in Y (except when it “obviously” is).

Theorem 6.2 (Manin–Mumford conjecture, [73, 74]). Let A=C be an abelian variety, and
let Y � A be a subvariety of A. Then

Ators \ Y is not Zariski dense in Y (except when it “obviously” is).

The actual statements of Theorems 6.1 and 6.2 explain quite precisely that if Y is
saturated with special points, then there is a geometric reason for that saturation.

Theorem 6.3 (Rigorous formulation of Theorems 6.1 and 6.2). If � \ Y or Ators \ Y is
Zariski dense in Y , then Y is necessarily a translate of an abelian subvariety of A by a
torsion point of A.

Remark 6.4. Theorems 6.1 and 6.2 may be combined and strengthened by replacing the
abelian variety A with a semi-abelian variety and by replacing � with its divisible sub-
group

S
n�0Œn��1.�/; see [56].

Theorem 6.1 says that points in a finitely generated subgroup � generally do not lie
on a subvariety. According to Table 1, for the dynamical analogue of Theorem 6.1 we should
replace the group � with the points in an orbit. This leads to our first dynamical unlikely
intersection conjecture.

Conjecture 6.5 (Dynamical Mordell–Lang conjecture). Let X=C be a smooth quasipro-
jective variety, let f W X ! X be a regular self-map of X , let P 2 X.C/ be a point with
infinite f -orbit, and let Y � X be a subvariety of X . Then

Of .P / \ Y is not Zariski dense in Y (except when it “obviously” is).

Rigorous Formulation #1. If Of .P / \ Y is Zariski dense, then Y is f -periodic.24

23 The proof of Theorem 6.1 uses methods from Diophantine approximation. An earlier proof
in the case that Y is a curve of genus at least 2 used moduli-theoretic techniques [22].

24 We says that Z is f -periodic if there is an integer n > 0 such that f n.Z/ D Z.
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Rigorous Formulation #2. The set®
n � 0 W f n.P / 2 Y

¯
is a finite union of one-sided arithmetic progressions [29].25

Example 6.6. Among the known cases of the dynamical Mordell–Lang conjecture, we cite
the following:

Unramified maps. Conjecture 6.5 is true for étale morphisms of quasiprojective
varieties [7]. See the monograph [8] for additional information.

Endomorphisms of A2. Conjecture 6.5 is true for all endomorphisms of A2

defined over NQ [92].

Split endomorphisms. Conjecture 6.5 is true for split endomorphisms of .P 1/n,
which are maps of the form f1.P1/ � � � � � fn.Pn/ [11], and more generally for
certain skew-split endomorphisms [31].

Remark 6.7. The dynamical Mordell–Lang conjecture has also been investigated in charac-
teristic p, although the statement may need a tweak. For example, if f is a projective surface
automorphism or a birational endomorphism of A2 whose dynamical degree (see Section 8)
satisfies ıf > 1, then Conjecture 6.5 is true in all characteristics [94]. For other results in
finite characteristic, see, for example, [8,14,26].

We now turn to Theorem 6.2, which asserts that torsion points generally do not
lie on a subvariety. According to Table 1, for the dynamical analogue we should replace the
torsion points with preperiodic points, leading to our second dynamical unlikely intersection
conjecture.

Conjecture 6.8 (Dynamical Manin–Mumford conjecture). Let X=C be a smooth quasi-
projective variety, let f WX !X be a regular self-map of X , and let Y �X be a subvariety
of X . Then

PrePer.f / \ Y is not Zariski dense in Y (except when it “obviously” is).

Unfortunately, the following natural rigorous formulation of Conjecture 6.8 turns
out to be false.

Incorrect Rigorous Formulation of Conjecture 6.8.
If PrePer.f / \ Y is Zariski dense in Y , then Y is f -preperiodic.

See [30] for a counterexample, and for an alternative formulation of Conjecture 6.8
that requires more stringent hypotheses on f and Y .

Both the Mumford–Manin and Mordell–Lang conjectures concern how special
points lie on subvarieties of a given variety. The André–Oort conjecture has a similar flavor,

25 A one-sided arithmetic progression is a set of integers of the form ¹ak C b W k 2 Nº for
some fixed a; b 2 N. N.B. We allow a D 0.
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but the ambient variety is a moduli space and the specialness of the points comes from the
properties of the objects that they represent. The André–Oort conjecture is easy to state as
long as we are willing to sweep some quite technical definitions under the rug!26

Conjecture 6.9 (André–Oort conjecture). Let � be a Shimura variety, let � � � be a set of
special points of � , and let Y � � be an irreducible subvariety such that � \ Y is Zariski
dense in Y . Then Y is a special subvariety of � .

The rough idea is that � is a moduli space whose points classify a certain class of
abelian varieties, a collection of special points T � � consists of points whose associated
abelian varieties have an additional special structure, and a special subvariety is one in which
every associated abelian variety has the T property for geometric reasons. The André–Oort
conjecture has been proven in many cases, including for � DAd

1 [70] and for � DAg [71,88].
We describe two sample dynamical unlikely intersection theorems that take place

in the moduli space of unicritical polynomials, which are polynomials of the form xd C c.
We view the first as a mixed unlikely intersection, because it involves one moduli parameter
and two orbit parameters.

Theorem 6.10 ([3]). Let d � 2, and let a; b 2 C be complex numbers with a2 ¤ b2. Then®
c 2 C„ƒ‚…

moduli parameter

W a and b are both preperiodic„ ƒ‚ …
special orbit parameters

for xd
C c

¯
is a finite set.

The second result has more of the flavor of the André–Oort conjecture in that it
involves only moduli parameters and follows the dictionary in Table 1 by replacing complex
multiplication abelian varieties with postcritically finite rational maps.

Theorem 6.11 ([28]). Let d � 2, and let Y � A2 be an irreducible curve that is not a line
of one of the following forms:

vertical line ¹.a; t/ W t 2 A1
º; horizontal line ¹.t; b/ W t 2 A1

º;

shifted diagonal line ¹.t; �t/ W t 2 A1
º, where �d�1

D 1.

Then ®
.a; b/ 2 Y W x2

C a and x2
C b are both PCF„ ƒ‚ …

special moduli parameters

¯
is a finite set.

A conjectural generalization of Theorem 6.10 allows both the map x2 C c and the
points a and b to vary simultaneously.

Conjecture 6.12 ([15,27]). Let d � 2, let T be an irreducible curve, and let

˛ W T ! P 1; ˇ W T ! P 1; and f W T ! End1
d

be morphisms, i.e., ˛ and ˇ are 1-parameter families of points in P 1 and f is a 1-parameter

26 See, for example, [89] for the precise definition of Shimura variety, special point, and spe-
cial subvariety.
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family of degree-d endomorphisms of P 1. Assume that the families ˛ and ˇ are not f -
dynamically related.27 Then

¹t 2 T W ˛t and ˇt are both preperiodic for ftº is a finite set.

Formulating a general dynamical André–Oort conjecture is more complicated. The
first step is to construct an appropriate moduli space of rational maps with marked critical
points:28

Mcrit
d WD

´
.f; P1; : : : ; P2d�2/ W

f 2 End1
d and P1; : : : ; P2d�2

are critical points of f

µ
=PGL2 :

Conjecture 6.13 (Dynamical André–Oort Conjecture, [4,82]). Let Y �Mcrit
d

be an algebraic
subvariety such that the PCFmaps in Y are Zariski dense in Y . Then Y is cut out by “critical
orbit relations.”

Formulas of the form f n.Pi / D f m.Pj / define critical point relations,29 but other
relationsmay arise from symmetries of f , and even subtler relations may come from “hidden
relations” due to subdynamical systems. See [82, Remark 6.58] for an example due to Ingram.
Thus for now we do not have a good geometric description of the phrase “critical orbit
relations” in general, but there is such a description for 1-dimensional families, i.e., for
Conjecture 6.13 with dim.Y / D 1 [4]. In this case the conjecture has been proven for 1-
dimensional families of polynomials [24], but it remains open for rational maps.

7. Topic #4: Dynatomic and arboreal representations

The focus of this section is on the arithmetic of fields generated by the coordinates of
dynamically interesting points.We letK=Q be a number field, and we start with a motivating
result from arithmetic geometry. Let E=K be an elliptic curve, and let

�ellE=K;` W Gal. NK=K/! Aut
�
T`.E/

�
Š GL2.Z`/ (7.1)

be the representation that describes the action of the Galois group on the `-power torsion
points of E. A famous theorem characterizes the image.30

27 Intuitively, the families ˛ and ˇ are f -dynamically related if there is a relationship between
the f -orbits of ˛ and ˇ that holds identically for all parameter values in T . However, there
are some subtleties; see [10, Definition 11.2] for a discussion and the precise, albeit
somewhat technical, definition.

28 It is easy to construct the GIT quotient for maps f having 2d � 2 distinct marked critical
points, but some care is needed to handle maps having higher multiplicity critical points;
see [20].

29 One might view these f n.Pi / D f m.Pj / relations as dynamical analogues of Hecke corre-
spondences, although the analogy is somewhat tenuous.

30 A 19th century precursor to Serre’s theorem is a fundamental result on cyclotomic fields. It
says that the cyclotomic representation �cyclo W Gal. NK=K/! Aut.�`1 / Š Z�

`
describing

the action of the Galois group on `-power roots of unity is surjective when K DQ, and that
the image of �cyclo has finite index in Z�

`
for all K.
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Theorem 7.1 (Serre’s Image-of-Galois Theorem, [77, 78]). Assume that E does not have
complex multiplication.

(a) For all sufficiently large primes `, the Galois representation �ell
E=K;`

is surjec-
tive.

(b) For all primes `, the image of the Galois representation �ell
E=K;`

is a subgroup
of finite index in GL2.Z`/.

There are analogous conjectures, and some theorems, for the Galois representations
associated to higher-dimensional abelian varieties. We consider two analogues in arithmetic
dynamics.

7.1. Topic #4(a): Dynatomic representations
Let

f W P N
! P N

be a morphism of degree d � 2 defined over K, and let

Per�n.f / D
®
P 2 P N . NK/ W P is f -periodic with exact period n

¯
:

The action of f on Per�n.f / splits it into a disjoint union of directed n-cycles, and the action
of Gal. NK=K/ on Per�n.f / respects the cycle structure. The analogue of GL2 in (7.1) is thus
the group of automorphisms of the graph

Pn;� D a disjoint union of � directed n-gons.

The abstract automorphism group of the directed graph Pn;� is naturally described as a
wreath product in which an automorphism of Pn;� is characterized as a permutation of the �

polygons combined with a rotation of each polygon:

Aut.Pn;�/ Š .Z=nZ/ o �� Š .Z=nZ/� Ì �� :

Definition 7.2. Let f 2 Endd
N .K/. The n-level dynatomic representation of f over K is the

homomorphism

�
dyn
K;n;f

W Gal. NK=K/! Aut.Pn;�.f //; where �.f / D
1

n
# Per�n.f /:

The analogue of Serre’s theorem would assert that if f has no automorphisms,31

then �
dyn
K;n;f

is surjective for sufficiently large n. It seems too much to ask that this be true
for all maps, so we pose the following challenge:

Question 7.3 (Dynatomic Image-of-Galois Problem). Let K=Q be a number field, let
N � 1, and let d � 2. Characterize the maps f 2 EndN

d .K/ for which there is a con-
stant C.f / such that for all n � 1,

Image.�dyn
K;f;n

/ has index at most C.f / in Aut.Pn;�.f //.

31 The automorphism group of f is Aut.f / D ¹' 2 PGLN C1 W '
�1 ı f ı ' D f º. The ele-

ments of Gal. NK=K/ commute with the action of AutK .f /, so if AutK .f / ¤ .1/, then the
image of �

dyn
K;n;f

is restricted, just as the image of �ell
E=K;`

is restricted if E has CM.
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7.2. Topic #4(b): Arboreal representations
The dynatomic extensions described in Section 7.1 are generated by points with

finite orbits. In this section we consider arboreal extensions, which are extensions generated
by backward orbits.

Example 7.4. We illustrate with the map f .x/ D xd ."
Dynatomic extension. Field generated by roots of xdn

D x for n � 1.
Arboreal extension. Field generated by roots of xdn

D a for n � 1.

#
(7.2)

Thus (7.2) suggests that dynatomic extensions resemble cyclotomic extensions, while the
arboreal extensions resemble Kummer extensions; although we readily admit that this is far
from a perfect analogy.

Definition 7.5. Let f W P N ! P N be a morphism of degree d � 2 defined over K, and
let P 2 P N .K/. The inverse image tree of f rooted at P is the (disjoint) union of the
inverse images of P by the iterates of f :

Tf;P D

[
n�0

f �n.P / D
[
n�0

®
Q 2 P N . NK/ W f n.Q/ D P

¯
:

We say that f is arboreally complete at P if #f �n.P / D d nN for all n � 0, in which
case Tf;P is a complete rooted d N-ary tree, where f maps the points in f �n�1.P / to the
points in f �n.P /. Figure 2 illustrates a complete inverse image tree for a degree-2 map
f W P 1 ! P 1.

• • • • • • • •

• • • •

• •

•
Figure 2

A complete binary inverse image tree

The points in the iterated inverse image ofP generate a (generally infinite) algebraic
extension of K, so the Galois group Gal. NK=K/ acts on the points in Tf;P . And since the
action of the Galois group commutes with the map f , the action of Gal. NK=K/ on Tf;P

preserves the tree structure. Thus in this case, the analogue of GL2 in (7.1) is the group of
automorphisms of the tree Tf;P , which leads us to our primary object of study.
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Definition 7.6. Let f 2 Endd
N .K/, and let P 2 P N .K/. The arboreal representation

(over K) of f rooted at P is the homomorphism

�
dyn
K;f;P

W Gal. NK=K/! Aut.Tf;P /:

The Odoni32 index over K of f at P is the index of the image in the full tree automorphism
group,

�K.f; P / D
�
Aut.Tf;P / W Image.�dyn

K;f;P
/
�
:

As in the dynatomic case, it is again too much to hope that the image of �
dyn
K;f;P

has
finite index in Aut.Tf;P / for all f , but we might expect this to be true for most f . This leads
to a number of fundamental questions.

Question 7.7 (Arboreal Image-of-Galois Problem). (a) Let K=Q be a number
field, and let N � 1 and d � 2. Characterize the maps f 2 EndN

d .K/ and
points P 2 P N .K/ whose Odoni index �K.f; P / is finite, especially when f

is arboreally complete at P .

(b) (Generalized Odoni conjecture) For all number fields K=Q and all N � 1

and d � 2, does there exist a point P 2 P N .K/ and a map f 2 EndN
d .K/

that is arboreally complete at P such that �K.f; P / D 1?

(c) Fix a number field K=Q and integers N � 1 and d � 2. Is it true that
�K.f; P / D 1 for “almost all” pairs .f; P / in EndN

d .K/ � P N .K/ for some
appropriate sense of density?

Remark 7.8. Odoni’s original conjecture was both more restrictive and stronger than Ques-
tion 7.7(b) in that he considered only N D 1 and polynomial maps. Odoni asked if for
all K=Q and all d � 2, there exists a degree-d monic polynomial f .x/ 2 KŒx� and a
point ˛ 2K such that Tf;˛ is a complete d -ary tree and such that �K.f; ˛/D 1. Odoni’s con-
jecture was proven overQ for prime values of d in [45], and then in full generality in [85]. We
mention that Odoni originally conjectured that the statement should hold for all Hilbertian
fields, but this was recently resolved in the negative [36].

Remark 7.9. We close with the well-known observation that the automorphism group of
an n-level complete rooted regular tree (labeling the levels 0; 1; 2; : : : ; n) is an n-fold wreath
product of the symmetric group. Hence if f is arboreally complete at P , then the automor-
phism group of Tf;P is the inverse limit

Aut.Tf;P / Š lim
 �

�dN o �dN o � � � o �dN„ ƒ‚ …
n-fold iterated wreath product with n ! 1

:

32 Named in honor of R.W.K. Odoni, who appears to have been the first to seriously
study such problems in a series of papers [65–67], in one of which he proves that
�Q.x2 � x C 1; 0/ D 1.
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The profinite group G. NK=K/ then acts continuously on the profinite group Aut.Tf;P /, just
as in arithmetic geometryG. NK=K/ acts continuously on the Tate module T`.A/D lim

 �
AŒ`n�

of an abelian variety A=K.

8. Topic #5: Dynamical and arithmetic complexity

We informally define the complexity of a mathematical object to be a rough estimate
for how much space it takes to store the object:

h.X/ D complexity of object X

� # of basic storage units (e.g., bits, scalars) required to describe X:

Example 8.1. The complexity of a nonzero integer c 2 Z is the number of bits needed to
describe c, so roughly log jcj.

Example 8.2. The complexity of a nonzero polynomial f .x/ 2KŒx� is the number of coef-
ficients needed to describe f , so roughly deg.f /.

For a sequence of objects X D .Xn/n�1 whose complexity is expected to grow
exponentially, we define the sequential complexity of X to be the limit33

�.X/ D lim
n!1

h.Xn/1=n:

Example 8.3. Let f W P N Ü P N be a degree-d dominant rational map, i.e., a map given
by homogeneous degree-d polynomials Œf0; : : : ; fN � in CŒx0; : : : ; xN � having no common
factors. Then h.f /D deg.f /D d . The sequential complexity of the sequence of iterates f n

is called the dynamical degree of f and is denoted

ıf D lim
n!1

.degf n/1=n: (8.1)

Example 8.4. Let P D Œc0; : : : ; cN � 2 P N .Q/ be a point written with relatively prime inte-
ger coordinates. Then

h.P / D logmax jci j: (8.2)

More generally, if K=Q is a number field, then there is a well-definedWeil height function34

h W P N .K/! Œ0;1/ (8.3)

33 In cases where the limit is not known to exist, we may consider the upper and lower sequen-
tial complexities

�.X/ D lim sup
n!1

h.Xn/1=n and �.X/ D lim inf
n!1

h.Xn/1=n:

34 The Weil height of a point P D Œa0; : : : ; aN � 2 PN .K/ may be defined as follows: Let
d D ŒK WQ�, write the fractional ideal generated by a0; : : : ; aN as AB�1 with relatively
prime integral ideals A and B, and let �1; : : : ; �d W K ,!C be the distinct complex embed-
dings of K. Then

h.P / D
1

d
log jNK=Q.B/j C

1

d

dX
iD1

log max
0�j �N

j�i .aj /j:
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that generalizes (8.2). The height of a point P 2 P N .K/ measures the complexity of the
coordinates of P .

Now let K=Q be a number field, let P 2 P N .K/, and let f W P N Ü P N be a
dominant rational map defined over K. Then the sequential complexity of the orbit Of .P /

is called the arithmetic degree of the f -orbit of P and is denoted

f̨ .P / D lim
n!1

h
�
f n.P /

�1=n
: (8.4)

The notation in Table 2 will be used throughout the remainder of this section. We
will generalize the complexity measures from Examples 8.3 and 8.4 and describe a number
of results and questions.

Definition 8.5. The (first) dynamical degree of a dominant rational map f W X Ü X is

ıf D lim
n!1

�
degX .f n/

�1=n
: (8.5)

The limit (8.5) converges and is independent of the choice of the ample divisor H

used to define degX [16].35 Dynamical degrees on P N were first studied in the 1990s [2,9,75].
A long-standing question concerning the algebraicity of the dynamical degree was recently
answered in the negative.

Theorem 8.6 ([5, 6]). For all N � 2, there exist dominant rational maps f W P N Ü P N

defined over Q such that ıf is a transcendental number. For N � 3, there exist such maps
that are birational automorphisms of P N .

K a number field with algebraic closure NK
X a smooth projective variety of dimension d defined over K

f a dominant rational map f W X Ü X defined over K

Xf D ¹P 2 X. NK/ W f is well-defined at f n.P / all n � 0º

degX .f / D .f �H/ �H d�1, where H is an ample divisor on X , and this formula
is a d -fold intersection index

hX the height on X coming from a projective embedding � W X ,! P N , i.e.,
hX D h ı �, where h is the Weil height (8.3) on P N

hC

X D max¹1; hXº

Table 2

Notation for Section 8

35 The convergence of (8.5) when X D PN is a fun exercise using deg.f ı g/ �

.degf /.degg/.
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There is an arithmetic analogue of the dynamical degree that measures the average
arithmetic complexity of the algebraic points in an orbit. But since rational maps may not be
defined everywhere, the next definition must restrict attention to Xf , the points in X where
the full forward orbit of f is well defined.36

Definition 8.7. Let f W X Ü X be a dominant rational map defined over K, and let P 2

Xf . NK/. The arithmetic degree of the f -orbit of P is

f̨ .P / D lim
n!1

hC

X

�
f n.P /

�1=n
: (8.6)

Question 8.8. Does the limit (8.6) always exist?

In any case, we may consider the upper and lower arithmetic degrees f̨ .P / and
f̨ .P / defined using, respectively, the liminf and the limsup. It is not hard to show that
these quantities are independent of the choice of the complexity function hC

X . It is also easy
to show that f̨ .P / is finite, but more difficult to show that there is a uniform geometric
bound, as in the next result.

Theorem 8.9 ([50]). Let f W X Ü X be a dominant rational map defined over K, and
let P 2 Xf . NK/. Then

f̨ .P / � ıf :

Moral of Theorem 8.9.The arithmetic complexity of an orbit is no worse
than the dynamical complexity of the map.

Theorem 8.9 suggests a natural question. When do the arithmetic and dynamical
complexities coincide?

Conjecture 8.10 ([39,40])). Let f W X Ü X be a dominant rational map defined over K,
and let P 2 Xf . NK/. Then

Of .P / is Zariski dense in X H) f̨ .P / D ıf :

Moral of Conjecture 8.10.An orbit with maximal geometric complexity
also has maximal arithmetic complexity.

Question 8.11. Does X. NK/ always contain a point with Zariski dense f -orbit? The answer
is clearly no. For example, if there exists a dominant rational map ' W X Ü P 1 satisfying
' ı f D ', then each f -orbit lies in a fiber of '. Xie asks whether this is the only obstruction.
An affirmative answer for certain maps in dimension 2 is given in [35,93].

36 The complement X X Xf is a countable union of proper subvarieties, so cardinality consid-
erations show that Xf .C/ is nonempty; but the situation is less clear for a countable field
such as NQ. It is shown in [1] that Xf . NQ/ is Zariski dense in X .
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Example 8.12. It is easy to prove Conjecture 8.10 for morphisms f of P N , since in that
case ıf D deg.f /, and the theory of canonical heights implies that

f̨ .P / D

8<: deg.f / if #Of .P / D1,

1 if P is f -prepediodic.

More generally, a similar argument works for endomorphisms of any smooth projective vari-
ety whose Néron–Severi group has rank 1 [38]. But the conjecture is still open for dominant
rational maps of P N , and for morphisms of more general varieties.

Example 8.13. The past decade has been significant progress on various cases of Conjec-
ture 8.10, especially in the case of morphisms, using an assortment of tools ranging from
linear-forms-in-logarithms to canonical heights for nef divisors to the minimal model pro-
gram in algebraic geometry. In particular, Conjecture 8.10 has been proven for

• group endomorphisms (homomorphisms composed with translations) of semi-
abelian varieties (extensions of abelian varieties by algebraic tori) [39,52,83,84],

• endomorphisms of (not necessarily smooth) projective surfaces [38,53,57],

• extensions to P N of regular affine automorphisms of AN [38],

• endomorphisms of hyperkähler varieties [43],

• endomorphisms of degree greater than 1 of smooth projective threefolds of
Kodaira dimension 0 [43],

• endomorphisms of normal projective varieties such that Pic0
˝Q D 0 and with

nef cone generated by finitely many semi-ample integral divisors [49], and

• smooth projective threefolds having at least one int-amplified37 endomorphism,
and surjective endomorphisms of smooth rationally connected projective varieties
[51].

Remark 8.14. Various generalizations of Conjecture 8.10 have been proposed. We mention
in particular the Small Arithmetic Non-Density Conjecture [51], which says that points of
small arithmetic degree are not Zariski dense when f is a morphism. However, as the authors
observe, their conjecture is only for morphisms, since it may fail for dominant rational maps.
The authors of [51] prove the SAND conjecture for many of the cases listed in Example 8.13.

Conjecture 8.10 is a relatively coarse estimate for the height growth of points in
Zariski-dense orbits. An affirmative answer to the following question would yield a quanti-
tative version of the conjecture.

37 A morphism f W X ! X is int-amplified if there exists an ample Cartier divisor H such
that f �H �H is also ample.
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Question 8.15 ([10, Question 14.5]). Let f W X Ü X be a dominant rational map defined
over K, and let P 2 Xf . NK/ be a point whose orbit Of .P / is Zariski dense in X . Do there
exist (integers) 0 � f̀ � N and kf � 0 such that

h
�
f n.P /

�
� ın

f � n
f̀ � .logn/kf ;

where the implied constants depend on f and P , but not on n? If ıf > 1, is it further true
that kf D 0?
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Abstract

This paper reports on some recent progress that have been made on the so-called Gan–
Gross–Prasad conjectures through the use of relative trace formulae. In their global
aspects, these conjectures, as well as certain refinements first proposed by Ichino–Ikeda,
give precise relations between the central values of some higher-rank L-functions and
automorphic periods. There are also local counterparts describing branching laws between
representations of classical groups. In both cases, approaches through relative trace for-
mulae have shown to be very successful and have even lead to complete proofs, at least in
the case of unitary groups. However, the works leading to these definite results have also
been the occasion to develop further and gain new insights on these fundamental tools of
the still emerging relative Langlands program.
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In broad terms, the Gan–Gross–Prasad conjectures concern two interrelated ques-
tions in the fields of representation theory and automorphic forms. On the one hand, these
conjectures predict highly-sophisticated descriptions of some branching laws between repre-
sentations of classical groups (that is, orthogonal, symplectic/metaplectic, or unitary groups)
over local fields which can be seen as direct descendants of classical results of H. Weyl on
similar branching problems for compact Lie groups. The predictions are given in terms of
the recently established local Langlands correspondence for these groups that provides a
parameterization of the irreducible representations in terms of data of arithmetic nature. On
the other hand, the Gan–Gross–Prasad conjectures also give far-reaching higher-rank gener-
alizations of certain celebrated relations between special values of L-functions and period
integrals. We start this paper by discussing two, by now well-known, examples of the former
kind of relations.

First, we briefly review Hecke’s integral representation for L-functions of modular
forms. Let S2.�1.N // be the space of cuspidal modular form of weight 2 for the group

�1.N / WD

´
 2 SL2.Z/ j  �

 
1 ?

0 1

!
mod N

µ
:

It consists in the holomorphic functions f WH! C, where HD ¹xC iy j x;y 2 R; y > 0º

is Poincaré upper half-plane, satisfying the functional equation

f

�
az C b

cz C d

�
D .cz C d/2f .z/; 8

 
a b

c d

!
2 �1.N / (0.1)

and that are “vanishing at the cusps,” a condition imposing in some sense means that f is
rapidly decreasing modulo the above symmetries. Another more geometric way to describe
S2.�1.N // is as a space of holomorphic differential forms: for f 2 S2.�1.N //, the form
!f D f .z/dz descends to the open modular curve Y1.N /D �1.N /nH (a Riemann surface
as soon asN > 3) and the vanishing at the cusps condition translates to the fact that this form
extends holomorphically to the canonical compactification X1.N / of Y1.N /. Moreover, the
map f 7! !f yields an isomorphism S2.�1.N // ' �

1.X0.N //.
It follows from the functional equation (0.1) that every f 2 S2.�1.N // is periodic

of period 1 and thus admits a Fourier expansion

f D
X
n>1

anq
n; q D e2i�z ; (0.2)

where the fact that the sum is restricted to positive integers is part of the assumption that f
vanishes at the cusps. The Hecke L-function of f is then defined as the Dirichlet series

L.s; f / D
X
n>1

an

ns
;

converging absolutely in the range <.s/ > 2. Hecke has shown that this can also essentially
be expressed as the Mellin transform of the restriction of f to the imaginary line,

.2�/�s�.s/L.s; f / D

Z 1

0

f .iy/ys�1dy: (0.3)
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This formula implies at once two essential analytic properties of L.s; f /: its analytic con-
tinuation to the complex plane and a functional equation of the form s $ 2 � s. Moreover,
it also has interesting arithmetic content: when specialized to the central value s D 1 and
combined with a theorem of Drinfeld and Manin, it allows showing that the ratio between
the central value of the L-function of a (modular) elliptic curve and its (unique) real period
is always rational as predicted by a refinement of the Birch–Swinnerton-Dyer conjecture.

The above formula of Hecke can be reformulated (and slightly generalized) in the
language of adelic groups and automorphic forms as follows. Let � be a cuspidal auto-
morphic representation of PGL2.A/, where A D R �

Q0

p Qp denotes the adele ring of the
rationals. This roughly means that � is an irreducible representation realized in a space of
smooth and rapidly decreasing functions on PGL2.Q/nPGL2.A/. Then, for every ' 2 � we
have an identity of the following shape:Z

A.Q/nA.A/
'.a/da � L

�
1

2
; �

�
; (0.4)

where A D
�
?
?

�
is the standard split torus in PGL2 and L.s; �/ is the L-function of � ,

a particular instance of the notion of automorphic L-functions defined by Langlands. For
specific �’s, this recovers Hecke’s formula (0.3) for s D 1, although L.s; �/ then coincides
with the L-functions of a modular form only up to a renormalization that moves its center
of symmetry to 1=2. Moreover, the � sign means that the equality only holds up to other,
arguably more elementary, multiplicative factors.

Let E=Q be a quadratic extension. In the 1980s, Waldspurger [46] has established
another striking formula for the central value of the base-change L-function

L.s; �E / D L.s; �/L.s; � ˝ �E /

where �E W A�=Q� is the idele class character associated to the extension E=Q. Wald-
spurger’s formula roughly takes the following shape:ˇ̌̌̌Z

T.Q/nT.A/
'.t/dt

ˇ̌̌̌2
� L

�
1

2
; �E

�
(0.5)

for ' 2 � , where T is a torus in PGL2 isomorphic to ResE=F .Gm/=Gm (ResE=F denot-
ing Weil’s restriction of scalars). This result has lead in the subsequent years to strik-
ing arithmetic applications such as to the Birch–Swinnerton-Dyer conjecture or to p-adic
L-functions.

Although of a similar shape, the two formulas (0.4) and (0.5) also have important
differences, e.g., the left-hand side of (0.5) is typically far more algebraic in nature, and
indeed sometimes just reduces to a finite sum, whereas the formula (0.4) can be deformed to
all complex number s, giving an integral representation of theL-functionL.s;�/ as Hecke’s
original formula, and typically carries information that is more transcendental.

The left-hand sides of (0.4) and (0.5) are particular instances of automorphic periods
that can be informally defined as the integral of an automorphic form over a subgroup. We
can also consider these two period integrals in a more representation-theoretic way as giving
explicitA.A/- or T .A/-invariant linear forms on� . This point of view rapidly leads to a local
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related problem which, given a place v ofQ, aims to describe the irreducible representations
of PGL2.Qv/ admitting a nonzero A.Qv/- or T .Qv/-invariant linear form. It turns out that
for the torus A the answer is always positive except for some degenerate one-dimensional
representations. On the other hand, the answer for the torus T is far more subtle and involves
local "-factors as shown by Tunnell and Saito [44].

A natural generalization of Hecke’s formula (0.4) is given by the theory of so-called
Rankin–Selberg convolutions as developed by Jacquet Piatetski-Shapiro and Shalika [31]. On
the other hand, the Gan–Gross–Prasad conjectures [23] aim to give far-reaching higher-rank
generalizations of the above result ofWaldspurger as well as of the theorem of Tunnell–Saito.

There has been a lot of progress on these conjectures, as well as some refinements
thereof, in recent years, in particular in the case of unitary groups. In this paper, we will
survey some of these developments with a particular emphasis on the use of (various forms
of) relative trace formulae. Actually, a point I will try to advocate here is that the long journey
towards the Gan–Gross–Prasad conjectures was also the occasion to develop and discover
new features of these trace formulae.

The content is roughly divided as follows. In the first section, we review the local
conjectures of Gan–Gross–Prasad and discuss their proofs in some cases based on some local
trace formulae. Then, in Section 2, we introduce the global conjectures for unitary groups, as
well as their refinements by Ichino–Ikeda, and describe an approach to both of them through
a comparison of global relative trace formulae proposed by Jacquet and Rallis. The next two
sections, Sections 3 and 4, are devoted to explaining the various ingredients needed to carry
out this comparison effectively. In the final Section 5, we offer few thoughts about possible
future developments.

1. The local conjectures and multiplicity formulae

1.1. The branching problem
Let F be a local field (of any characteristic) and E be either a separable quadratic

extension of F or F itself. In the case where ŒE W F � D 2, we let c denote the nontrivial
F -automorphism of E and otherwise, to obtain uniform notation, we simply set c D 1. Let
V be a Hermitian or quadratic space overE i.e. a finite dimensionalE-vector space equipped
with a nondegenerate c-sesquilinear form

h W V � V ! E

satisfying h.v;w/D h.w; v/c for every v;w 2 V . LetW � V be a nondegenerate subspace
and let U.V / (resp. U.W /) be the group of E-linear automorphisms g 2 GLE .V / (resp.
g 2 GLE .W /) that preserve the form h and are of determinant one when E D F . In other
words, U.V /, U.W / are the unitary groups associated of the Hermitian spaces V , W when
ŒE W F � D 2 and the special orthogonal groups of the quadratic spaces V ,W when E D F .
Note that there is a natural embedding U.W / ,! U.V / given by extending the action of
g 2 U.W / trivially on the orthogonal complement Z D W ? of W in V . We assume that

Z is odd-dimensional and U.Z/ is quasisplit. (1.1)
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Concretely, this means that there exists a basis .zi /�r6i6r of Z and � 2 F � such that
h.zi ; zj /D �ıi;�j for �r 6 i , j 6 r . LetN � U.V / be the unipotent radical of a parabolic
subgroupP �U.V / stabilizing a maximal flag of isotropic subspaces inZ, e.g., with a basis
as before, we can take the flagEzr �Ezr ˚Ezr�1 � � � � �Ezr ˚ � � � ˚Ez1. Then,U.W /
normalizesN and Gan–Gross–Prasad construct a certain conjugacy class ofU.W /-invariant
characters � W N ! C�. Concretely, we can take

�.u/ D  

 
r�1X
iD0

h.uzi ; z�i�1/

!
; u 2 N;

where  W F ! C� is a nontrivial character.
The local GGP conjectures roughly address the following branching problems: for

smooth irreducible complex representations .�;V�/ and .�; V� / of U.V / and U.W / respec-
tively, determine the dimension (also calledmultiplicity) of the following intertwining space:

m.�; �/ D dimHomU.W /ËN .V� ; V� ˝ �/: (1.2)

Here, when F is Archimedean by a smooth representation we actually mean an admissible
smooth Fréchet representation of moderate growth in the sense of Casselman–Wallach [19].
Moreover, in this case V� , V� are Fréchet spaces and by definition HomU.W /ËN .V� ;V� ˝ �/
only consists in the continuous U.W / ËN -equivariant intertwining maps.

By deep theorems of Aizenbud–Gourevitch–Rallis–Schiffmann [2] in the p-adic
case and Sun–Zhu [42] in the Archimedean case, the branchingmultiplicitym.�;�/ is known
to always be at most 1 (at least when F is of characteristic 0, see [37] for the case of positive
characteristic). Thus, the question reduces to determine when m.�; �/ is nonzero.

Gan, Gross, and Prasad formulated a precise answer to this question, under some
restrictions on the representations � and � , based on the so-called Langlands correspon-
dences for the groups U.V / and U.W /. More precisely, these give ways to parametrize
smooth irreducible representations of those groups in terms of L-parameters which are cer-
tain kind of morphisms

� W LF !
LU.V / or LU.W /

from a group LF which can be taken to be either the Weil group WF (in the Archimedean
case) or a product WF � SL2.C/ (in the non-Archimedean case) to a semidirect product
LU.V / D 1U.V / Ì WF or LU.W / D 1U.W / Ì WF known as the L-group. In the cases at
hand, the connected components 1U.V / and 1U.W / turn out to be either complex general
linear groups (in the unitary case) or complex special orthogonal/symplectic groups (in the
orthogonal case) and the relevant sets of L-parameters can be more concretely described
as sets of complex representations of LE of fixed dimension and satisfying certain proper-
ties of (conjugate-)self-duality. We refer the reader to [23, §8] for details and content ourself
to briefly sketch this alternative description for unitary groups: the L-parameters for U.V /
can be equivalently described as isomorphism classes of n D dim.V /-dimensional com-
plex semisimple representations � W LE ! GL.M/ which are conjugate-self-dual of sign
.�1/n�1. Here, � is said to be conjugate-self-dual if there is an isomorphism T WM !M_�
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with its conjugate-contragredient �_� W LE ! GL.M_� / obtained by twisting the contra-
gredient by any chosen lift � 2LF nLE of c and it is, moreover, said to be of sign " 2 ¹˙º if
the isomorphism T can be chosen so that tT�.�2/D "T . Besides theseL-parameters �, the
local Langlands correspondence is also supposed to associate to irreducible representations
irreducible characters of the finite group of components

S� D �0
�
CentbU.V /.�/

�
of the centralizer of the image of � in 1U.V /. For the group considered here, S� is always a
2-group and moreover, once again, it also admits a more concrete description, e.g., if U.V /
is a unitary group and we identify � with a .�1/n�1-conjugate-self-dual representation of
LE as before, this can be decomposed into irreducible representations as follows:

� D
M
i2I

ni�i
M
j2J

mj�j
M
k2K

lk.�k ˚ �
_�
k / (1.3)

where the �i ’s (resp. �j ’s) are irreducible conjugate-self-dual of the same sign .�1/n�1

(resp. of opposite sign .�1/n) whereas the �k’s are irreducible but not conjugate-self-dual
and using this decomposition we have

S� D
M
i2I

Z=2Zei : (1.4)

We are now ready to state a version of the local Langlands correspondence, includ-
ing an essential refinement by Vogan [45], necessary for the local Gan–Gross–Prasad conjec-
ture. It turns out to be more easily described if we consider more than one group at the same
time: besides U.V / 1 itself, we need to consider its pure inner forms which here consist
of the groups U.V 0/ where V 0 runs over the isomorphism classes of Hermitian/quadratic
spaces of the same dimension as V and of the same discriminant in the orthogonal case.
If F is non-Archimedean, and provided V is not an hyperbolic quadratic plane, there are
always two such isomorphism classes of Hermitian/quadratic spaces and thus as many pure
inner forms whereas if F is Archimedean, by their classification using signatures there are
dim.V /C 1 (resp. dim.V /C1

2
for dim.V / odd, dim.V /Cdisc.V /C1

2
for dim.V / even) pure inner

forms in the unitary case (resp. orthogonal case). For such a pure inner form, let us denote by
Irr.U.V 0// the set of isomorphism classes of smooth irreducible representations of U.V 0/.
Then, modulo the auxilliary choice of a quasisplit pure inner form U.V 0/ and a Whittaker
datum on it2 that we will suppress from the notation, the local Langlands correspondence
posits the existence of a natural decomposition into finite sets called L-packetsG

V 0

Irr
�
U.V 0/

�
D

G
�

….�/;

where the left union runs over all pure inner forms whereas the right union is over all
L-parameters � W LF !

LU.V / (the pure inner forms all share the same L-group) together

1 Of course, the following discussion also applies to U.W /.
2 A Whittaker datum of U.V 0/ is a pair .N; �/ consisting of a maximal unipotent subgroup

N � U.V 0/ and a generic character � W N ! C�. This datum only matters up to conjugacy.
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with bijections

….�/ 'cS� ;
�.�; �/

7!

�;
(1.5)

with the character group cS� of S� . Thus, in a sense the correspondence gives a way to
parameterize the admissible duals of all the pure inner forms of U.V / at the same time.
However, there is a precise recipe for the characters cS�V 0 corresponding to the intersec-
tion …V 0

.�/ D ….�/ \ Irr.U.V 0// and therefore this also induces a parameterization of
the individual admissible duals Irr.U.V 0//. Moreover, the naturality condition can be made
precise through the so-called endoscopic relations that characterize the Langlands param-
eterization uniquely in terms of the known correspondence for GLn.3 For real groups, the
correspondence was constructed long ago by Langlands and is known to satisfy the endo-
scopic relations thanks to the work of Shelstad. In his monumental work [7], Arthur has
established, among other things, the existence of this correspondence for quasisplit special
orthogonal or symplectic p-adic groups (with an important technical caveat for even special
orthogonal groups SO.2n/ where the correspondence is only proven up to conjugation by
the full orthogonal group O.2n/). This work was subsequently extended in [39] and [34] to
include unitary groups (not necessarily quasisplit).

For the purpose of stating the local Gan–Gross–Prasad conjecture, we will also need
to vary the two groups U.V /, U.W /. However, we will need these to vary in a compatible
way in order for the multiplicity (1.2) to still be well-defined. More precisely, the relevant
pure inner forms of U.V / � U.W / are defined by varying the small Hermitian/quadratic
spaceW while keeping the orthogonal complement Z D W ? fixed: these are the groups of
the form U.V 0/ � U.W 0/ where W 0 is a Hermitian/quadratic space of the same dimension
asW , and same discriminant in the orthogonal case, whereas V 0 is given by the orthogonal
sum V 0 D W 0 ˚? Z. Since the orthogonal complement Z is the same, for each relevant
pure inner form U.V 0/ � U.W 0/ we can define as before a multiplicity function .�; �/ 2
Irr.U.V 0// � Irr.U.W 0// 7! m.�; �/.

We are now ready to formulate the local Gan–Gross–Prasad conjecture except for
one technical but important detail: as alluded to above, the local Langlands correspondences,
and more particularly the bijections (1.5), depend on the choice of Whittaker data on some
pure inner forms of U.V / and U.W /. Actually, it turns out that there exists a unique relevant
pure inner form U.Vqs/ � U.Wqs/ which is quasisplit and on which we can fix a Whittaker
datum through the choice of a nontrivial character  W E ! C� that is, moreover, trivial for
F in the unitary case (see [23, §12] for details). With these prerequisites in place, we can now
state:

Conjecture 1.1 (Gan–Gross–Prasad). Let � W LF !
LU.V / and �0 W LF !

LU.W / be
L-parameters for U.V / and U.W /, respectively. Assume that the corresponding L-packets

3 This situation is peculiar to classical groups because those can be realized as twisted endo-
scopic groups of some GLN .
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….�/, ….�0/ are generic, that is, they contain one representation which is generic with
respect to each Whittaker datum. Then:

(1) There exists a unique pair

.�; �/ 2
G
W 0

…V 0

.�/ �…W 0

.�0/;

where the union runs over relevant pure inner forms, such that m.�; �/ D 1.

(2) The unique characters � 2 cS� and �0 2 cS�0 such that � D �.�; �/ and
� D �.�0; �0/ are given by explicit formulas involving local root numbers, e.g.,
in the unitary case, identifying �, �0 with conjugate-self-dual representations of
LE and using the description (1.4) of S�0 in terms of the decomposition (1.3),
we have

�.ei / D ".�i ˝ �
0;  2ı/; for all i 2 I: (1.6)

Here ı stands for the discriminant of the odd dimensional Hermitian space
among .Vqs; Wqs/,  2ı.z/ WD  .2ız/ and ".�i ˝ �0;  2ı/ denotes the local
root number of the Weil or Weil–Deligne representation �i ˝ �0 associated to
this additive character [43].

When .dim.V /; dim.W // D .3; 2/ (quadratic case) or .dim.V /; dim.W // D .2; 1/
(Hermitian case), the above conjecture essentially reduces to the result of Tunnell and Saito
[44] on restrictions of irreducible representations of GL.2/ to a maximal torus mentioned in
the introduction. There has been a lot of recent progress towards Conjecture 1.1 and here is
the status of what is currently known in the characteristic zero case:

Theorem 1.1. Assume that F is of characteristic 0. Then:

(1) Both (1) and (2) of Conjecture 1.1 hold true in the following cases: if V ,W are
Hermitian spaces (i.e., in the unitary case) or if these are quadratic spaces and
F is p-adic.

(2) Conjecture 1.1 (1) is verified when V , W are quadratic spaces and F is
Archimedean.

The first real breakthrough on Conjecture 1.1 was made by Waldspurger who estab-
lished in a stunning series of papers [38,47–49], the last one in collaboration with Mœglin,
the full conjecture for p-adic special orthogonal groups under the assumption that the local
Langlands correspondence is known for those groups and have expected properties. In my
PhD thesis [8–10], I extended the method to deal with p-adic unitary groups therefore obtain-
ing the conjecture under the slightly weaker assumption that the parameters �, �0 are tem-
pered which means that the corresponding L-packets consist of tempered representations.
The extension to generic L-packets was carried out in the appendix to [24] using crucially a
result of Heiermann. Later, I revisited Waldspurger’s method which is based on a novel sort
of local trace formulae, putting it on firmer grounds, and in the monograph [12] I established
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part (1) of the conjecture (sometimes called the multiplicity one property for L-packets) for
unitary groups over arbitrary fields of characteristic 0, thus reproving part of my thesis in the
p-adic case, and still under the assumption thatL-parameters are tempered which as we will
see is quite natural from the method. In the meantime, H. He [28] has developed a different
approach to the conjecture based on the local � -correspondence and very special features of
the representation theory of real unitary groups (in particular, this approach cannot deal with
p-adic groups) which allowed him to prove the full conjecture for those groups whenever
� and �0 are discrete parameters (a stronger condition than being tempered). Recently, this
technique was enhanced by H. Xue [54] who was able to show the conjecture for real unitary
groups without any restriction. Finally, in the recent preprint [36] Z. Luo adapted my previ-
ous work to deal with real special orthogonal groups proving the multiplicity one property
for tempered L-packets.

1.2. Approach through local trace formulae
Let me give more details on the general structure of the approach taken by Wald-

spurger which was clarified and then further refined in [12]. It is mainly based on one com-
pletely novel ingredient that is a formula expressing the multiplicity m.�; �/ in terms of
the Harish-Chandra characters of � and � . To be more specific, we recall a deep result of
Harish-Chandra asserting that the distribution-character of a smooth irreducible representa-
tion � , i.e. the distribution f 2 C1

c .U.V // 7! Trace�.f /, can be represented by a locally
L1 function ‚� known as its Harish-Chandra character. The aforementioned formula gives
an identity roughly of the form:

m.�; �/ D

Z reg

�.V;W /

c�.x/c� .x
�1/dx; (1.7)

where �.V; W / is a certain set of semisimple conjugacy classes in U.V / equipped with
some measure dx reminiscent of Weyl integration formula (although it is more singular
than measures coming frommaximal tori, e.g., singular orbits are typically not negligible for
dx), c�.x/ and c� .x�1/ are renormalized values for the characters‚� and‚� , respectively
(although these characters are smooth on open dense subsets of regular semisimple elements,
they typically blow up at the singular conjugacy classes in �.V;W /; the renormalization is
based on further results of Harish-Chandra describing the local behavior of characters near
singular elements), and finally the “reg” sign indicates that the integral itself has sometimes
to be regularized in a certainway (or put another way, it is improperly convergent). Originally,
formula (1.7) was only proven to hold for tempered representations but through the process of
reducing the general conjecture to the tempered case, it was eventually shown a posteriori to
hold for every irreducible representations belonging to generic L-packets. In the degenerate
case where U.V / is compact, the right-hand side of the integral formula (1.7) reduces to
the L2-scalar product of ‚� jU.W / and ‚� and the formula itself is an easy consequence
of the orthogonality relations of characters, but in general the formula looks much more
mysterious.

Let us sketch very briefly how we can deduce from formula (1.7) the first part of
Conjecture 1.1 for tempered parameters (multiplicity one in tempered L-packets). The idea,
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due to Waldspurger, is to take advantage of inner cancellations in the sumX
W 0

X
.�;�/

m.�; �/ D
X
W 0

X
.�;�/2…V

0
.�/�…W

0
.�0/

Z reg

�.V 0;W 0/

c�.x/c� .x
�1/dx (1.8)

that can be deduced from certain character relations (which are basic instances of the already
mentioned endoscopic relations). The first step is to rewrite the sum asX

W 0

Z reg

�.V 0;W 0/

cV
0

� .x/c
W 0

�0 .x
�1/dx (1.9)

where‚V 0

� D
P
�2…V

0
.�/‚� ,‚

W 0

�0 D
P
�2…W

0
.�0/‚� and c

V 0

� .x/, c
W 0

�0 .x
�1/ are renormal-

ized values for those characters as before. The first property of the Langlands correspondence
that we need is that‚V 0

� ,‚W 0

�0 are stable, i.e., are constant on the union of semisimple regular
conjugacy classes that become the same over an algebraic closure (a so-called regular stable
conjugacy class). It follows from this stability property that the renormalized functions cV 0

� ,
cW

0

�0 are also invariant under a suitable extension of stable conjugation for singular elements.
Consequently, the sum of multiplicities can be further rewritten asX

W 0

X
.�;�/

m.�; �/ D
X
W 0

Z reg

�.V 0;W 0/=stab
cV

0

� .y/c
W 0

�0 .y
�1/dy; (1.10)

where �.V 0;W 0/=stab stands for the space of stable conjugacy classes in �.V 0;W 0/. At this
point, it is convenient to make the simplifying assumption that F is p-adic and W is not
a split quadratic space of dimension 6 2. Then, there are exactly two relevant pure inner
forms U.V / � U.W / and U.V 0/ � U.W 0/ with, say, the first one quasisplit. Moreover, the
character relations in this case read

‚V� .y/ D "V‚
V 0

� .y
0/

�
resp. ‚W�0 .y/ D "W‚

W 0

�0 .y
0/
�

for certain signs "V ; "W 2 ¹˙1º satisfying "V "W D �1 and for every regular stable con-
jugacy classes y, y0 in U.V /, U.V 0/ (resp. in U.W /, U.W 0/) that are related by a cer-
tain correspondence (which is just an identity of characteristic polynomials except in the
even orthogonal case). This correspondence actually naturally extends to give an embedding
�.V 0;W 0/=stab ,! �.V;W /=stab, y0 7! y, for which we have

cV� .y/c
W
�0 .y/ D �c

V 0

� .y
0/cW

0

�0 .y
0/:

This implies that in the right-hand side of (1.10), all the terms indexed by �.V 0; W 0/=stab
can be cancelled with the corresponding terms coming from their images in �.V;W /=stab.
The only remaining contribution, it turns out, is that of the trivial conjugacy class:X

W 0

X
.�;�/

m.�; �/ D cV� .1/c
W
�0 .1/ (1.11)

which, by a result of Rodier, can be interpreted as the number of representations in the packet
…V .�/˝…W .�0/ that are generic with respect to a certainWhittaker datum (actually really
an average of such numbers over allWhittaker data in the unitary case). By a third property of
tempered L-packets (existence and unicity of a generic representation for a given Whittaker
datum), this number is just 1 and this immediately implies the first part of Conjecture 1.1.
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The proof of the multiplicity formula (1.7), on the other hand, is much more
involved. Set G D U.W / � U.V / and H D U.W / Ë N that we see as a subgroup of G
through the natural diagonal embedding. Then, following the approach that I have devel-
oped in [12], (1.7) can be deduced from a certain simple trace formula for the “space”
X D .H; �/nG. More precisely, this trace formula is roughly seeking to compute the trace
of the convolution operators

� 2 L2.X; �/ 7! .R.f /�/.x/ D

Z
G

f .g/�.xg/dg; for f 2 C1
c .G/;

where L2.X; �/ denotes the Hilbert space of measurable functions � on G satisfying
�.hg/ D �.h/�.g/ for .h; g/ 2 H � G and

R
HnG
j�.x/j2dx <1. It is classical, and easy

to see, that these operators are given by kernels,�
R.f /�

�
.x/ D

Z
X

Kf .x; y/�.y/dy; for .f; �/ 2 C1
c .G/ � L

2.X; �/;

whereKf .x;y/D
R
H
f .x�1hy/�.h/dh. Thus, at a formal level (hence the quotation marks)

we have
“ TraceR.f / D

Z
X

Kf .x; x/dx”:

However, neither of the two sides above make sense in general: the convolution operator is
not of trace-class and the kernel not integrable over the diagonal. The basic idea is then to
restrict oneself to a subspace of test functions for which at least one of the two expressions is
meaningful. A convenient such subspace is that of strongly cuspidal functions introduced by
Waldspurger in [47]: a function f 2 C1

c .G/ is strongly cuspidal if for every proper parabolic
subgroup P DMU ¨ G, we haveZ

U

f .mu/du D 0; 8m 2M:

Moreover, as is shown in [12], for f 2 C1
c .G/ strongly cuspidal, the integral

J.f / D

Z
X

Kf .x; x/dx

is absolutely convergent (the argument of [12] is given in the context of Gan–Gross–Prasad
for unitary groups but it can be adapted to a much more general context). Then, the afore-
mentioned simple local trace formula expands the distribution f ! J.f / in two different
ways:

Theorem 1.2. For every strongly cuspidal f 2 C1
c .G/, we have the identitiesZ reg

�.V;W /

cf .x/dx D J.f / D

Z
X.G/

m.…/b�f .…/d…; (1.12)

where

• cf .x/ is the renormalized value of a function x 7! �f .x/ constructed from
weighted orbital integrals of f in the sense of Arthur [3] and whose local behavior
is similar to that of Harish-Chandra characters on the group G;
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• X.G/ is a certain space of virtual representations of G obtained by parabolic
induction from the so-called elliptic representations (as defined in [6]) of Levi
subgroups and f 7! b�f .…/ is a weighted character in the sense of Arthur [4];

• Finally, for an irreducible representation … D � ˝ � of G, m.…/ is defined as
the multiplicity m.�; �_/ with �_ the smooth contragredient of � .

We refer the reader to [12] for precise definitions of all the terms and a proof in the
case of unitary groups. This was adapted in [36] to special orthogonal groups. The deduction
of the integral formula (1.7) roughly goes as follows: we first show the multiplicity formula
for representations that are properly parabolically induced by expressing both sides in terms
of the inducing data and applying an induction hypothesis whereas for the remaining rep-
resentations, the so-called elliptic representations, the formula can be obtained by applying
the trace formula (1.12) to some sort of pseudocoefficient.

Finally, let us say a word on how the more refined part (2) of Conjecture 1.1 can
be proven using this approach (so far it has only been done for p-adic groups in [49] and
[9], following the previous slightly different method of Waldspurger, but there is little doubt
that the techniques developed in [12] should allow to treat the case of real groups in a simi-
lar way). For Langlands parameters �, �0 as in Conjecture 1.1, as well as characters � 2cS� ,
�0 2cS�0 , combining themultiplicity formula (1.7) with the general endoscopic character rela-
tions that characterize the Langlands correspondences for U.V / and U.W /, we can express
m.�.�; �/; �.�0; �0// as a sum of integrals of (renormalized) twisted characters on some
products GLn.E/ � GLm.E/. The remaining ingredient is to relate these integrals of twisted
characters to the epsilon factors of pairs defined by Jacquet–Piatetski-Shapiro–Shalika in
[31]. More precisely, these expressions involve the twisted characters of tempered irreducible
representations �GL, �GL of general linear groups GLn.E/, GLm.E/, with n>m of distinct
parities, which are self-dual (in the orthogonal case) or conjugate-self-dual (in the unitary
case). These properties of (conjugate-)self-duality imply that �GL and �GL extend to rep-
resentations �GL, �GL of the nonconnected groups GLn.E/ Ì h�ni and GLm.E/ Ì h�mi,
respectively, where �k (k D n; m) denotes the automorphism g 7! t .gc/�1. The twisted
characters in question are then the restrictions ‚�GL and ‚�GL of the Harish-Chandra char-
acters of �GL and �GL to the nonneutral components eGLn.E/D GLn.E/�n and eGLm.E/D
GLm.E/�m, respectively. Replacing the functions c� , c� by similar suitable renormaliza-
tions of these twisted characters at singular semisimple conjugacy classes, there is a formula
very analogous to (1.7) for the "-factor of pair ".�GL � �GL;  /.

For p-adic fields, this formula was established in [48] in the self-dual case and in [8]

in the conjugate-self-dual case. The proof follows closely that of (1.7) and is based on a local
trace formula very similar to that of Theorem 1.2 for the natural action of G0 WD eGLn.E/ �
eGLm.E/ on the homogeneous space X 0 D H 0nG0 where G0 D GLn.E/ � GLm.E/ and
H 0DGLm.E/ËN 0 is the semidirect product with a unipotent subgroupN 0 whose definition
is analogous to that of N . More precisely, there is also a similar unitary character � 0 of
N 0 that is GLm.E/-invariant and the twisted trace formula we are mentioning is roughly
trying to compute the trace of convolution operators R.f / of functions f 2 C1

c .G
0/ on
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L2.X 0; � 0/. Rather than describing it in details, let us just explain how the "-factors show up
in the analysis. As in Theorem 1.2, one of the main ingredient on the spectral side of this
trace formula is a twisted multiplicitym.�GL ˝ �GL/ which computes the trace of a natural
operator on the space of intertwiners

HomH .�GL
˝ �GL; �/: (1.13)

The operator in question is given by ` 7! ` ı .�GL˝ �GL/.�/where � 2 fGLn.E/�fGLm.E/
is a certain element stabilizing the pair .H; �/ (which is anyway needed to extend the right
action of G0 on L2.X 0; � 0/ to an action of G0). Actually, it turns out that the space (1.13) is
always one-dimensional and a reformulation of the so-called local functional equation from
[31] shows that this operator is essentially acting (for suitable normalizations of �GL, �GL

and up to more elementary factors) as multiplication by the "-factor ".� � �; /.

2. The global Gan–Gross–Prasad conjectures and

Ichino–Ikeda refinements

2.1. Statements and results
We nowmove to a global setting. LetE=F be a quadratic extension of number fields

and W � V be Hermitian spaces over E satisfying condition (1.1) (there are similar, and
actually prior, conjectures for orthogonal groups, but here we will concentrate on unitary
groups for which much more is known). By a construction similar to that from the previ-
ous section, we may obtain from these data a triple .G;H; �/ where G D U.V / � U.W /,
H D U.W / ËN is a subgroup of G (which we will this time consider as algebraic groups
overF ) and � WN.AF /!C� is a character on the adelic points ofN trivial on the subgroup
N.F / and that extends to a character ofH.AF / trivial on U.W /.AF /.

The global analog of the previous branching problem is that of characterizing the
nonvanishing of the automorphic period associated to the pair .H; �/. More precisely, if
� D�V ˝�W ,!Acusp.G.F /nG.AF // is a cuspidal automorphic representation ofG.AF /,
we consider the automorphic period

PH;� W � ! C;

PH;�.'/ D

Z
ŒH�

'.h/�.h/dh; (2.1)

where here and throughout the rest of the paper, for a linear algebraic group R over F ,
we denote by ŒR� D R.F /nR.AF / the corresponding automorphic quotient. On the other
hand, let �E D �V;E ˝ �W;E be the (weak) base-change of � to GLn.AE / � GLm.AE /
where .n; m/ D .dim.V /; dim.W //. Here, �V;E , �W;E are automorphic representations
whose Satake parameters at almost every unramified places are the image by the base-change
homomorphisms LU.V /! LResE=F GLn;E , LU.W /! LResE=F GLm;E (where ResE=F
denotes Weil’s restriction of scalars) of the local Satake parameters of �V , �W , respec-
tively. The existence of these weak base-changes in general is one of the main results of
[34,39]. Also, although �V;E , �W;E are not always cuspidal, they are isobaric sums of cusp-
idal representations which implies, by a result of Jacquet and Shalika, that they are uniquely
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determined by their Satake parameters at almost all places hence that the weak base-change
�E is unique. We denote by

L.s; �E / D L.s; �V;E � �W;E /

the corresponding completed Rankin–Selberg L-function associated to �V;E and �W;E .
Define the automorphic L-packet of � as the set of cuspidal automorphic repre-

sentations � 0 of the various pure inner form G0 D U.V 0/ � U.W 0/ of G with the same
base-change � 0

E D �E as � . By the Jacquet–Shalika theorem again and injectivity of base-
change homomorphisms at the level of conjugacy classes, it is equivalent to asking that �
and � 0 are nearly equivalent, that is, �v ' � 0

v for almost all places v (this makes sense since
Gv 'G

0
v for almost all v). Moreover, for a relevant pure inner formG0 ofG, we can define a

pair .H 0; � 0/ in exactly the same way as .H; �/. The global version of the Gan–Gross–Prasad
conjecture can now be stated as follows:

Conjecture 2.1 (Gan–Gross–Prasad [23]). Assume that �E is generic. Then, the following
assertions are equivalent:

(1) L.1
2
; �E / ¤ 0;

(2) There exists a relevant pure inner form G0 D U.W 0/ � U.V 0/ of G (see Sec-
tion 1.1 for the definition of a relevant pure inner form), a cuspidal automorphic
representation� 0 ofG0.AF / in the same automorphicL-packet as� and a form
'0 2 � 0 such that

PH 0;� 0.'0/ ¤ 0:

When .dim.V /; dim.W // D .2; 1/, the conjecture essentially reduces to the cele-
brated theorem of Waldspurger [46] on toric periods for GL2. Actually, as explained in the
introduction, Waldspurger’s result is more precise and gives an explicit identity relating (the
square of) PH .'/ to the central value L.12 ; �E /.

There is also a similar conjecture for special orthogonal groups which actually
predates the one for unitary groups [26] (as well as other conjectures for the so-called Fourier–
Jacobi periods on unitary and symplectic/metaplectic groups stated in [23]). In [30], Ichino
and Ikeda have proposed a refinement of this conjecture for SO.n/ � SO.n� 1/ in the form
of a precise identity generalizing Waldspurger’s formula. Subsequently, similar refinements
have been proposed by R. N. Harris [27], for U.n/ � U.n � 1/, and then by Y. Liu [35] for
general Bessel periods on orthogonal or unitary groups.

In order to state this refinement, we need to introduce two extra ingredients, namely
local periods and a certain finite group S� of endoscopic nature.

We start with the local periods. We endowH.AF / with its global Tamagawa mea-
sure dh (this is the measure with which we will normalize the period integral (2.1)) and
we fix a factorization dh D

Q
v dhv into a product of local Haar measures. We also fix a

decomposition � D
N0

v �v of � into smooth irreducible representations of the localizations
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Gv D G.Fv/ as well as a factorization h�; �iPet D
Q
vh�; �iv of the Petersson inner product

h'; 'iPet D

Z
G.F /nG.AF /

ˇ̌
'.g/

ˇ̌2
dg

(which we also normalize using the Tamagawameasure onG.AF /) into local invariant inner
products. The local periods are now given by the sesquilinear forms

PH;�;v W 'v ˝ '
0
v 2 �v ˝ �v 7!

Z reg

Hv

˝
�v.hv/'v; '

0
v

˛
v
�v.hv/ dhv: (2.2)

The above integral of matrix coefficient is actually not convergent in general and has to be
regularized (hence the “reg” sign above the integral). This regularization is, moreover, only
possible under the extra assumption that the local component �v is tempered. It is expected
(under the Generalized Ramanujan Conjecture) that the hypothesis of the base-change �E
being generic implies that each of the local component �v is tempered, but this is far from
being known in general. Assuming now that �v is tempered at every place v, an unramified
computation shows that for almost all places v, if 'v 2 �G.Ov/v is a spherical vector such that
h'v; 'viv D 1, we have

PH;�;v.'v; 'v/ D �v
L.1

2
; �E;v/

L.1; �v; Ad/

where L.1
2
; �E;v/, L.1; �v; Ad/ denote the local Rankin–Selberg and adjoint L-factors of

�E and � , respectively, whereas �v stands for the product of local abelian L-factors

�v D

nY
iD1

L.i; �iEv=Fv /

with �Ev=Fv the quadratic character associated to the local extensionEv=Fv and nD dim.V /.
The normalized local periods are then defined by

P
\

H;�;v
.'v; 'v/ D �

�1
v

L.1; �v; Ad/

L.1
2
; �E;v/

PH;�;v.'v; 'v/:

Finally, writing the base-change �VE and �W;E as isobaric sums

�V;E D �V;1 � � � �� �V;k ; �W;E D �W;1 � � � �� �W;l

of cuspidal automorphic representations of some general linear groups, we set
S� D .Z=2Z/kCl . It serves as a substitute for the centralizer of the, yet nonexistent in
general, global Langlands parameter of � .

Conjecture 2.2 (Ichino–Ikeda, N. Harris, Y. Liu). Assume that for every place v of F , �v
is a tempered representation. Then, for every factorizable vector ' D

N0

v 'v 2 � , we haveˇ̌
PH;�.'/

ˇ̌2
D jS� j

�1�
L.1

2
; �E /

L.1; �; Ad/

Y
v

P
\

H;�;v
.'v; 'v/ (2.3)

where � D
Qn
iD1 L.i; �

i
E=F

/ and L.s; �; Ad/ D
Q
v L.s; �v; Ad/ denotes the completed

adjoint L-function of � .
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Note that at a formal level, that is, formally expandingL-functions as Euler products
outside the range of convergence, the above formula can be rewritten in the more compact
way as ˇ̌

PH;�.'/
ˇ̌2
D jS� j

�1

0Y
v

PH;�;v.'v; 'v/; (2.4)

where the prime symbol on the product sign indicates that it is not convergent and has to be
suitably reinterpreted “in the sense of L-functions” as identity (2.3).

Thanks to the work of many authors that we are going to summarize in the next
sections, it is now relatively easy to state the current status on these two conjectures:

Theorem 2.1. Both Conjectures 2.1 and 2.2 hold in full generality.

The rest of this paper is devoted to reviewing the long series of works leading to
the above theorem. They all stem from a strategy originally proposed by Jacquet and Rallis
[32] of comparing two relative trace formulae. Let us mention here that there has actually
been other fruitful approaches to the global Gan–Gross–Prasad conjecture among which
one of the most notable has been the method pioneered by Ginzburg–Jiang–Rallis [25] using
automorphic descent and that has recently seen much development with the work [33] of
Jiang and L. Zhang proving in full generality the implication .2/) .1/ of Conjecture 2.1.

2.2. The approach of Jacquet–Rallis
In [32], Jacquet and Rallis have proposed a way to attack the Gan–Gross–Prasad

conjecture for unitary groups through a comparison of relative trace formulae. They only
consider the case where dim.W /D dim.V /� 1 (in which caseH DU.W / and the character
� is trivial) and we assume throughout that this condition is satisfied. The global relative trace
formulae considered here are powerful analytic tools introduced originally by Jacquet and
that relate automorphic periods to more geometric distributions known as relative orbital
integrals.

Let us be more specific in the case at hand. For f 2 C1
c .G.AF //, a global test

function, we let

Kf .x; y/ D
X

2G.F /

f .x�1y/; x; y 2 G.F /nG.AF /;

be its automorphic kernel which describes the operator R.f / of right convolution by f on
the space of automorphic forms. The first trace formula introduced by Jacquet and Rallis is
formally obtained by expanding the (usually divergent) expression

J.f / D

Z
ŒH��ŒH�

Kf .h1; h2/dh1dh2 (2.5)

in two different ways. More precisely, but still at a formal level, this distribution can be
expanded as

� � � C

X
ı2H.F /nGrs.F /=H.F /

O.ı; f /D J.f /D
X

'2Acusp.G/

PH
�
R.f /'

�
PH .'/C � � � ; (2.6)
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where the right sum runs over an orthonormal basis for the space of cuspidal automorphic
forms whereas the left sum is indexed by the so-called regular semisimple double cosets
of H.F / in G.F /. Here, an element ı 2 G is called (relatively) regular semisimple if its
stabilizer under theH �H -action is trivial and the corresponding orbit is (Zariski) closed.
We denote byGrs the nonempty Zariski open subset of regular semisimple elements and for
ı 2 Grs.F /,

O.ı; f / D

Z
H.AF /�H.AF /

f .h1ıh2/dh1dh2

denotes the corresponding relative orbital integral of f at ı. The left suspension points
in (2.6) represent the remaining contributions from singular orbits whereas the right suspen-
sion points indicate the contribution of the continuous spectrum (both of which are somehow
responsible for the divergence of the original expression (2.5)).

The second trace formula introduced by Jacquet and Rallis has to do with the fol-
lowing triple of groups:

H1 D ResE=F GLn;E ,! G0
D ResE=F GLnC1;E �ResE=F GLn;E  - H2

D GLnC1;F �GLn;F ;

where n D dim.W /, the first embedding is the diagonal one and the second embedding
is the natural one. Note that G0 is the group on which the base-change �E “lives.” For
f 0 2 C1

c .G
0.AF //, we write (again formally)

I.f 0/ D

Z
ŒH1��ŒH2�

Kf 0.h1; h2/�.h2/dh1dh2 (2.7)

whereKf 0 is the automorphic kernel of f 0 and � W ŒH2�!¹˙1º is the automorphic character
defined by �.gn; gnC1/ D �E=F .det gn/nC1�E=F .det gnC1/

n. This formal distribution can
be analogously expanded as

� � � C

X
2H1.F /nG0

rs.F /=H2.F /

O�.;f
0/D I.f 0/D

X
'2Acusp.G0/

PH1
�
R.f 0/'

�
PH2;�.'/C � � � ;

(2.8)
whereG0

rs stands for the open subset of regular and semisimple elements under theH1 �H2-
action, the relative orbital integrals are given by

O�.; f
0/ D

Z
H1.AF /�H2.AF /

f 0.h1h2/�.h2/dh1dh2

and PH1 , PH2;� denote the automorphic period integrals over ŒH1� and ŒH2� twisted by �,
respectively.

The discussion so far is, of course, oversimplifying and ignoring serious analyti-
cal and convergence issues (we will come back to this later). However, as a motivation for
considering this relative trace formula on G0, we have the following results on automorphic
periods:

• The period PH1 is a Rankin–Selberg period studied by Jacquet–Piatetskii-
Shapiro–Shalika that essentially represents the central value L.1

2
; …/ on

… ,! Acusp.G
0/;
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• The periodPH2;� was studied by Rallis and Flicker who have shown that it detects
exactly the cuspidal automorphic …’s that come by base-change from G (i.e., it
is nonzero precisely on those cuspidal representations of the form �E , for � a
cuspidal automorphic representation of G).

Thus, on a very formal and sketchy sense, the Gan–Gross–Prasad conjecture implies that
the spectral sides of I.f 0/ should somehow “match” that of J.f /. The idea of Jacquet and
Rallis was to make precise the existence of such a comparison, from which the global Gan–
Gross–Prasad conjecture was eventually to be deduced, by equalling the geometric sides
term by term. As a first step, they define a correspondence of orbits, which here takes the
form of a natural embedding between regular semisimple cosets

H.k/nGrs.k/=H.k/ ,! H1.k/nG
0
rs.k/=H2.k/; ı 7! ; (2.9)

for every field extension k=F . Using this correspondence, they then introduced a related
notion of local transfer (or matching): for a place v of F , two test functions fv 2 C1

c .Gv/

and f 0
v 2 C

1
c .G

0
v/ are said to be transfers of each other (simply denoted by fv $ f 0

v for
short) if for every ı 2 H.Fv/nGrs.Fv/=H.Fv/ we have an identity

O.ı; fv/ D �v./O�v .; f
0
v/; (2.10)

where  2 H1.Fv/nG0
rs.Fv/=H2.Fv/ is the image of ı by the above correspondence,

O.ı; fv/ and O�v .; f 0
v/ are local relative orbital integrals defined in the same way as

their global counterparts (replacing in the domain of integration, adelic groups by the cor-
responding local groups) and  7! �v./ is a certain transfer factor which in particular has
the effect of making the right-hand side aboveH1.Fv/ �H2.Fv/-invariant in  .

As in the usual paradigm of endoscopy, to make this notion useful and allow for
a global comparison we basically need two local ingredients: first the existence of local
transfer (i.e., for every fv 2 C1

c .Gv/ there exists f 0
v 2 C

1
c .G

0
v/ such that fv $ f 0

v and
conversely, every f 0

v admits a transfer fv) and then a fundamental lemma (saying, at least,
that 1G.Ov/ $ 1G0.Ov/ for almost all v).

3. Comparison: Local transfer and fundamental lemma

A first breakthrough on the Jacquet–Rallis approach to the Gan–Gross–Prasad con-
jecture was made in [57] by Wei Zhang who proved the existence of the local transfer at all
non-Archimedean places. His strategy for doing so roughly goes as follows:

• The first step is to reduce to a statement on Lie algebras using some avatar of
the exponential map (also known as Cayley map): we are then left with proving
the existence of a similar transfer between the orbital integrals for the adjoint
action of U.Wv/ on u.Vv/ D Lie.U.Vv// and for the adjoint action of GLn.Fv/
on glnC1.Fv/.

• Then, a crucial ingredient in Zhang’s proof is to show that the transfer at the
Lie algebra level essentially commutes (i.e., up to some explicit multiplicative
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constants) with 3 different partial Fourier transforms F1, F2, and F3 that can nat-
urally be defined on the two spaces C1

c .u.Vv//, C1
c .glnC1.Fv//. One of them,

that wewill denote byF1, is the Fourier transformwith respect to “the last row and
column” on glnC1.Fv/ or u.Vv/ when realizing the latter in matrix form using a
basis adapted to the decomposition Vv D Wv ˚W ?

v . (Recall that we are assum-
ing that dim.W ?

v / D 1.) For this, Zhang develops some relative trace formulae
for the aforementioned actions on glnC1.Fv/ and u.Vv/ and combines them with
a clever induction argument.

• Finally, the proof of the existence of transfer on Lie algebras is obtained by com-
bining the second step with a certain uncertainty principle due to Aizenbud [1],
which allows reducing the construction of the transfer to functions that are sup-
ported away from the relative nilpotent cones (i.e., the set of elements whose orbit
closure contains an element of the center of the Lie algebra), as well as a standard
descent argument whose essence goes back to Harish-Chandra.

It is noteworthy to mention that this result was subsequently extended, following the same
strategy, by H. Xue [53] to Archimedean places, although the final result there is slightly
weaker. (More precisely, Xue was only able to show that a dense subspace of test functions
admit a transfer but also observed that it is sufficient for all expected applications.)

The Jacquet–Rallis fundamental lemma for its part, was proven earlier by Yun
[55] in the case of fields of positive characteristic following and adapting the geometric-
cohomological approach based on Hitchin fibrations that was developed by Ngô in the
context of the endoscopic fundamental lemma. This result was then transferred to fields
of characteristic zero, but of sufficiently large residual characteristic, using model-theoretic
techniques by Julia Gordon in the appendix of [55].

Later, in [14], I found a completely new and elementary proof of this fundamental
lemma. The argument, despite that of Gordon–Yun, works directly in characteristic zero and
is purely based on techniques from harmonic analysis. Thus, we have:

Theorem 3.1 (Yun–Gordon, Beuzart-Plessis). Let v be a place of F of residue character-
istic not 2 that is unramified in E and assume that the Hermitian spaces Wv , W ?

v both
admit self-dual lattices LWv and LW ?

v . Set Lv D LWv ˚LW
?

v (a self-dual lattice in Vv) and
Kv D StabGv .Lv � LWv / for the stabilizer in Gv D U.Vv/ � U.Wv/ of the lattices Lv
and LWv (a hyperspecial compact subgroup of Gv). Then, setting K 0

v D GLnC1.OEv / �

GLn.OEv /, we have 1Kv $ 1K0
v
.

More precisely, in [14] I proved a Lie algebra analog of the Jacquet–Rallis funda-
mental lemma (of which the original statement can easily be reduced; at least in residual char-
acteristic not 2) stating that the relative orbital integrals of 1u.Lv/ match those of 1glnC1.OFv /

in a suitable sense (where u.Lv/ denotes the lattice in u.Vv/ stabilizing Lv). The argument
is based on a hidden SL.2/ symmetry involving a Weil representation. More specifically, we
consider the Weil representations of SL.2; Fv/ associated to the quadratic form q sending a
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matrix of size nC 1,

X D

 
A b

c �

!
;

either in glnC1.Fv/ or in u.Vv/, to q.X/ D cb (where here, A is a square-matrix, b is
a column vector, and c a row vector all of size n). Using the aforementioned result of
Zhang that the transfer commutes with the partial Fourier transform F1, it can be shown
that these representations descend to spaces of relative orbital integrals on C1

c .u.Vv//

and C1
c .glnC1.Fv// and coincide on their intersections (identifying the spaces of regular

semisimple orbits through a correspondence similar to (2.9)). Consider then the difference

ˆ W X 2 u.Vv/rs=U.Wv/ 7! O.X; 1u.LVv /
/ � !v.Y /O�v .Y; 1glnC1.OFv /

/;

where u.Vv/rs denotes the Lie algebra analog of the relative regular semisimple locus, Y is
the image of X by a correspondence of orbits u.Vv/rs=U.Wv/ ,! glnC1.Fv/rs=GLn.Fv/
similar to (2.9) and !v.Y / is the Lie algebra counterpart of the transfer factor. The funda-
mental lemma then states that ˆ is identically zero. The proof proceeds roughly in three
steps:

• First, we show thatˆ.X/D 0 for jq.X/j > 1. When jq.X/j D 1, this requires an
inductive argument on n. Moreover, this vanishing can be reformulated by saying
that ˆ is fixed by the subgroup

�
1 p�1

Fv
0 1

�
through the Weil representation.

• Secondly, we remark thatˆ is also fixed byw D
�
0 �1
1 0

�
. This comes from the fact

that the action of w descends from the partial Fourier transform F1 which leaves
(for a suitable normalization) the functions 1u.LVv /

, 1glnC1.OFv /
invariant.

• Finally, as SL2.Fv/ is generated by
�
1 p�1

Fv
0 1

�
and w, we infer that ˆ is fixed by

SL2.Fv/ from which it is relatively straightforward to deduce ˆ D 0.

It is also worth mentioning that in a very interesting work, Jingwei Xiao [51] has
shown that the Jacquet–Rallis fundamental lemma implies the (usual) endocospic funda-
mental lemma for unitary groups. Thus, combining his argument with the proof outlined
above yields a completely elementary proof of the Langlands–Shelstad fundamental lemma
for unitary groups!

The two previous results on smooth transfer and the fundamental lemma are already
enough to imply the Gan–Gross–Prasad Conjecture 2.1 under some local restrictions on the
cuspidal representation � (originating from the use of simple versions of the Jacquet–Rallis
trace formulae, allowing to bypass all convergence issues) as was done by W. Zhang in [57].
However, to derive the refinement of Conjecture 2.2 following the same strategy, we need an
extra local ingredient relating the local periods of Ichino–Ikeda to similar local distributions
associated to the Rankin–Selberg and Flicker–Rallis periods. More precisely, by the work of
Jacquet–Piatetskii-Shapiro–Shalika, on the one hand, and Flicker–Rallis, on the other hand,
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it is known that the two automorphic periodsPH1 andPH2;� admit factorizations of the form

PH1.'/ D

0Y
v

PH1;v.W';v/; (3.1)

PH2;�.'/ D
1

4

0Y
v

PH2;�;v.W';v/ (3.2)

for ' a factorizable vector in a given cuspidal automorphic representation…D…nC1˝…n

of G0.AF /, where

W'.g/ D

Z
ŒN 0�

'.ug/ 0.u/�1du D
Y
v

W';v.gv/

denotes a factorization of the Whittaker function of ' (here N 0 stands for the standard max-
imal unipotent subgroup ofG0 and  0 is a nondegenerate character of ŒN 0�), PH1;v , PH2;�;v
are explicit linear forms on the local Whittaker model W.…v;  

0
v/ of …v and the products

in (3.1), (3.2) are to be regularized and understood “in the sense of L-functions” in a way
similar to (2.4).

Based on the factorizations (3.1) and (3.2), the contribution of … to the spectral
expansion (2.8) can be shown to itself admit a factorization roughly as the product of local
distributions (called relative characters) I…v defined by

I…v .f
0
v/ D

X
Wv2W.…v ; 

0
v/

PH1;v
�
…v.f

0
v/Wv

�
PH2;�;v.Wv/; f 0

v 2 C
1
c .G

0
v/;

where the sum runs over a suitable orthonormal basis of the Whittaker model. On the other
hand, from the Ichino–Ikeda Conjecture 2.2, we expect the contribution of � ,! Acusp.G/

to the spectral expansion of (2.6) to essentially factorize into the product of the local relative
characters (where again the sum is taken over an orthonormal basis)

J�v .fv/ D
X
'v2�v

PH;v
�
�v.fv/'v; 'v

�
; fv 2 C

1
c .Gv/:

In [56], W. Zhang has conjectured that the local Jacquet–Rallis transfer fv $ f 0
v

also satisfies certain precise spectral relations involving the above relative characters. This
is exactly the extra local ingredient needed to finish the proof of the Ichino–Ikeda conjecture
based on a comparison of the Jacquet–Rallis trace formulae. This conjecture was shown in
[56] to hold for unramified and supercuspidal representations, and the method was further
extended and amplified in [13], allowing to prove the conjecture for all (tempered) represen-
tations at non-Archimedean places. Later, in [15] I gave a better proof of this conjecture which
also has the advantage of working uniformly at all places (including Archimedean ones). To
state the result, we introduce some terminology/notation: for a place v of F and a smooth
irreducible representation �v of Gv , we denote by �E;v the local base-change of �v , that is,
the smooth irreducible representation of G0

v whose L-parameter is given by composing that
of �v with the natural embedding of L-groups LGv ! LG0

v , and, moreover, we say that �v
is Hv-distinguished if HomHv .�v;C/ ¤ 0, that is, with the notation of Section 1.1, if the
multiplicity m.�v/ equals 1.
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Theorem 3.2. There exist explicit local constants .�v/v indexed by the set of all places of F
and satisfying the product formula

Q
v �v D 1 such that the following property is verified: for

every place v, every tempered representation �v ofGv which isHv-distinguished and every
pair .fv; f 0

v/ 2 C
1
c .Gv/ � C

1
c .G

0
v/ of matching functions (that is, fv $ f 0

v), we have

I�v;E .f
0
v/ D �vJ�v .fv/: (3.3)

Moreover, the above identities characterize the Jacquet–Rallis transfer, that is, if two func-
tions fv 2 C1

c .Gv/, f 0
v 2 C

1
c .G

0
v/ satisfy (3.3) for every tempered irreducible representa-

tion �v of Gv that isHv-distinguished, then these functions are transfers of each other.

The proof given in [15] of the above theorem is mainly based on another ingredient
of independent interest which is an explicit Plancherel decomposition for the spaceG0

v=H2;v

or rather, decomposing this quotient as a product in a natural way, for the symmetric vari-
ety GLn.Ev/=GLn.Fv/. This spectral decomposition is roughly obtained by applying the
Plancherel formula for the group GLn.Ev/ to a family of zeta integrals, depending on a
complex parameter s, introduced by Flicker and Rallis [22] and that represents local Asai
L-factors and taking the residue at s D 1 of the resulting expression. We will not describe
the exact process here, but just mention that this settles in the case at hand a general conjec-
ture of Sakellaridis–Venkatesh [41] on the spectral decomposition of spherical varieties. This
Plancherel formula is then used to write the explicit spectral expansion for a local analog of
the Jacquet–Rallis trace formula (2.8) which is then compared with a local counterpart of the
trace formula (2.6) yielding as a consequence Theorem 3.2 above. Moreover, as another by-
product of this local comparison, we also get a formula conjectured by Hiraga–Ichino–Ikeda
for the formal degree of discrete series [29] in the case of unitary groups.

4. Global analysis of Jacquet–Rallis trace formulae

With all the local ingredients explained in the previous section in place, the only
remaining tasks to finish the program initiated by Jacquet and Rallis to prove the Gan–
Gross–Prasad and Ichino–Ikeda conjectures are global. More specifically, although simple
versions of the Jacquet–Rallis trace formulae have been successfully used to establish these
conjectures under some local restrictions [13, 57], in order to detect all the relevant cuspi-
dal representations of unitary groups, we need more refined versions of the geometric and
spectral expansions of (2.6) and (2.8).

As a first important step in that direction, Zydor [58,59] has completely regularized
the singular contributions to the geometric sides. We can summarize his main results as fol-
lows: for all test functions f 2C1

c .G.AF // and f 0 2C1
c .G

0.AF //, there exist “canonical”
regularization of the (usually divergent) integrals (2.5) and (2.7), that we will still denote by
J.f / and I.f 0/, as well as decompositions

J.f / D
X

ı2.HnG==H/.F /

O.ı; f / and I.f 0/ D
X

2.H1nG0==H2/.F /

O�.; f
0/; (4.1)
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where HnG==H and H1nG0==H2 stand for the corresponding categorical quotients and
O.ı; �/; O�.; �/ are distributions supported on the union of the adelic double cosets with
images ı and  in .HnG==H/.AF / and .H1nG0==H2/.AF /, respectively, which coincide
with the previously defined relative orbital integrals when ı and  are regular semisimple.

Zydor obtains these regularized orbital integrals by adapting a truncation proce-
dure developed by Arthur in the context of the usual trace formula to the relative setting at
hand. It should be emphasized that contrary to what happens with Arthur’s trace formula,
the resulting distributions are directly invariant (in a relative sense, that is, here under the
natural action of H �H or H1 �H2) and do not depend on any auxiliary choice (such as
that of a maximal compact subgroup). It is in this sense that the regularizations of Zydor are
really “canonical.” It should be mentioned that another, different, approach to such regular-
ization was proposed by Sakellaridis [40] in the context of general relative trace formulae.
It is based on analyzing the exponents at infinity of generalized theta series together with a
natural procedure to regularize integrals of multiplicative functions when the corresponding
character is nontrivial.

Before we even consider the analogous, more subtle, regularization problem on the
spectral side, there appears the natural question of how to compare the singular contribu-
tions to the refined geometric expansions of (4.1). This issue was completely resolved in a
very long paper [20] by Chaudouard and Zydor. To state their main result, it is convenient
to again consider the relevant pure inner forms of G (as defined in Section 1.1): for every
Hermitian spaceW 0 of the same dimension asW , we have a relevant pure inner formGW 0

D

U.V 0/�U.W 0/with its diagonal subgroupHW 0

D U.W 0/where V 0 DW 0˚? W ?. More-
over, the correspondence of orbits (2.9) extends to an isomorphism between categorical
quotients,

HnG==H ' H1nG
0==H2; (4.2)

and for every W 0 as before, HW 0

nGW
0

==HW 0 can naturally be identified with HnG==H .
With these preliminaries, the main result of Chaudouard and Zydor can now be stated as
follows:

Theorem4.1 (Chaudouard–Zydor). Assume that f W 0

D
Q
v f

W 0

v 2C1
c .G

W 0

.AF //, where
W 0 runs over all isomorphism classes of Hermitian spaces of dimension n, and
f 0 D

Q
v f

0
v 2 C

1
c .G

0.AF // are factorizable test functions such that for every place v,
and each W 0, f W 0

v and f 0
v are Jacquet–Rallis transfers of each other (that is, f W 0

v $ f 0
v).

Then, for every ı 2 .HnG==H/.F / with image  2 .H1nG0==H2/.F / by (4.2), we haveX
W 0

O.ı; f W
0

/ D O�.; f
0/: (4.3)

It should be noted that when ı, hence also  , is regular semisimple, the left-hand sum
in (4.3) only contains one nonidentically vanishing term but that in general more than one
relevant pure inner forms can contribute. Also, the above result extends to nonfactorizable
test functions, provided the wording is changed suitably.
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The next natural step would be to develop regularized spectral expansions similar
to (4.1). As a first result in that direction, Zydor has shown decompositions of the form

J.f / D
X

�2X.G/

J�.f / and I.f 0/ D
X

�02X.G0/

I�0.f 0/; (4.4)

where X.G/ and X.G0/ stand for the set of cuspidal data of the groups G and G0 respec-
tively, that is the sets of pairs .M; �/ whereM is a Levi subgroup (of G or G0) and � is a
cuspidal automorphic representation ofM.AF / taken up to conjugacy (byG.F / orG0.F /).
According to Langlands theory of pseudo-Eisenstein series, these sets index natural equiv-
ariant Hilbertian decompositions:

L2
�
ŒG�

�
D

2M
�2X.G/

L2�
�
ŒG�

�
; L2

�
ŒG0�

�
D

2M
�02X.G0/

L2�0

�
ŒG0�

�
:

The automorphic kernels Kf , Kf 0 decompose accordingly into series Kf D
P
� Kf;�,

Kf 0 D
P
�0 Kf 0;�0 where Kf;� and Kf 0;� are kernel functions representing the restrictions

R�.f / and R�0.f 0/ of the right convolution operators R.f / and R.f 0/ to L2�.ŒG�/ and
L2�0.ŒG

0�/, respectively. The distributions f 7! J�.f / and f 0 7! I�0.f 0/ are then roughly
defined by applying the same regularization procedure that Zydor used for the expressions
J.f / and I.f 0/ up to replacing the integrands by Kf;� and Kf 0;�0 respectively, that is, in
symbolic terms:

J�.f / D

Z reg

ŒH��ŒH�

Kf;�.h1; h2/dh1dh2;

I�0.f 0/ D

Z reg

ŒH1��ŒH2�

Kf 0;�0.h1; h2/�.h2/dh1dh2:

(4.5)

However, the expansions (4.4) are of little use as they stand and need to be suitably
refined to allow for a meaningful comparison of the trace formulae. In Arthur’s terminol-
ogy, (4.4) are coarse spectral expansions and we need refined spectral expansions for each
of the terms J�.f / or I�0.f 0/.

This problem has so far proved to be a very difficult for general cuspidal data �
and �0. However, a recent result of mine in collaboration with Y. Liu, W. Zhang, and X. Zhu
[17] allows isolating in the coarse spectral expansions (4.4) the only terms that are eventually
of interest consequently reducing the problem to some very particular cuspidal data �0 ofG0.

The result proved in [17] is very general so let us place ourself for one moment
in the framework of an arbitrary connected reductive group G over the number field F .
Let † be a set of non-Archimedean places of F (possibly infinite) such that for each v 2
†, the group Gv is unramified and fix a hyperspecial compact subgroup Kv � Gv with
Kv D G.Ov/ for almost all v 2 †. We let X†.G/ be the set of †-unramified cuspidal data
of G, that is, the cuspidal data represented by pairs .M; �/ with � unramified at all places
of v 2 † (with respect to Kv or, rather, the hyperspecial subgroup it induces in Mv). For
� 2 X†.G/, we define its †-near equivalence class, henceforth denoted by N†.�/, as the
set of all cuspidal data �0 2X†.G/ such that if � and �0 are represented by pairs .M;�/ and
.M 0;� 0/ respectively, then there exist automorphic unramified characters � and �0 ofM.AF /
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andM 0.AF /, respectively, with the property that for every v 2 † the Satake parameters of
the unique Kv-unramified subquotients in IGvPv .�v ˝ �v/ and I

Gv
P 0
v
.� 0
v ˝ �

0
v/ (where P , P 0

are arbitrary chosen parabolics with Levi componentsM ,M 0) are isomorphic. We also fix a
compact-open subgroupK D

Q
v2Sf

Kv ofG.Af / (where Sf denotes the set of finite places
of F andKv coincides with the previous choice of hyperspecial subgroup when v 2 †) and
we define the Schwartz space of K-biinvariant functions on G.AF / as the restricted tensor
product

�K
�
G.AF /

�
D �

�
G.F1/

�
˝

0O
v2Sf

Cc.KvnGv=Kv/;

where Cc.KvnGv=Kv/ denotes the space of bi-Kv-invariant compactly supported func-
tions on Gv (that is the Kv-spherical Hecke algebra when v 2 †), F1 is the product of
the Archimedean completions of F and �.G.F1// stands for the Schwartz space of the
reductive Lie group G.F1/ in the sense of [19]. More precisely, �.G.F1// is the space of
smooth functions f W G.F1/! C such that for every polynomial differential operator on
G.F1/, the derivatives Df is bounded or, equivalently, such that for every left- (or right-
)invariant differential operatorX ,Xf is decreasing faster than the inverse of any polynomial
on G.F1/.

The Schwartz space �.G.F1// is naturally a Fréchet algebra under the convolution
product and we also set

M1.G/ D Endcont;�.G.F1//�bimod
�
�
�
G.F1/

��
for the space of continuous endomorphisms of �.G.F1// seen as a bimodule over itself. This
is an algebra acting on any smooth admissible Fréchet representation of moderate growth of
G.F1/ in the sense of Casselman–Wallach. Moreover, as an application of a form of Schur
lemma, for every irreducible Casselman–Wallach representation �1 of G.F1/ and every
�1 2M1.G/ there exists a scalar �1.�1/ 2 C such that �1.�1/D �1.�1/Id . Thus,
M1.G/ can be seen as some big algebra of multipliers for �.G.F1//. We also define the
algebra of †-multipliers as the restricted tensor product

M†.G/ DM1.G/

0O
v2†

H .Gv; Kv/;

where, for v 2 †, H .Gv; Kv/ D Cc.KvnGv=Kv/ is the spherical Hecke algebra. Then,
M†.G/ acts naturally on the global Schwartz space �K.G.AF //, and we shall denote this
action as the convolution product �. One of the main result of [17] can now be stated as
follows:

Theorem 4.2 (Beuzart-Plessis–Liu–Zhang–Zhu). Let � 2X†.G/. Then, there exists a mul-
tiplier �� 2M†.G/ such that for every Schwartz function f 2 �K.G.AF // and every other
cuspidal datum �0 2 X†.G/, we have

R�0.�� � f / D

8<:R�0.f / if �0 2 N†.�/;

0 otherwise.
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The above theorem can be roughly paraphrased by saying that the multiplier ��
“isolates” the near-equivalence class N†.�/ from the other cuspidal data. A large part of
the proof given in [17] consists in establishing the existence of a large subalgebra of M1.G/

which admits an explicit spectral description, that is, through its action on irreducible
Casselman–Wallach representations of G.F1/. The algebra thus constructed generalizes
Arthur’s multipliers [5] and, moreover, builds on previous work of Delorme [21].

Going back to the setting of the Jacquet–Rallis trace formulae, the above theorem
can be applied to isolate in the expansions (4.4) the automorphicL-packet of a given cuspidal
automorphic representation � of G.AF /, on the one hand, and the cuspidal datum � of G0

“supporting” its base-change �E , on the other hand. Moreover, essentially using the spectral
characterization of Theorem 3.2 for the transfer, this can be done bymultipliers�� 2M†.G/

and�� 2M†.G
0/ that are compatible with the Jacquet–Rallis transfer in the following sense:

if f D
Q
v fv 2 �K.G.AF // and f 0 D

Q
v f

0
v 2 �K0.G0.AF // are transfers of each other

then so are �� � f and �� � f 0 (where here we take † to consist of almost all places
that split in E and for K, K 0 arbitrary compact-open subgroups of G.Af /, G0.Af / that are
hyperspecial at places in †). All in all, applying these multipliers to global test functions f
and f 0 that are transfers of each other, and comparing the geometric expansions (4.1), we
obtain an identity of the following shape:X

W 0

X
� 0,!Acusp.GW

0
/

� 0
ED�E

J� 0.f / D I�.f
0/;

where the outside left sum runs over isomorphism classes of Hermitian spaces of the same
dimension asW (or, equivalently, relevant pure inner forms ofG). Besides, as a consequence
of the local Gan–Gross–Prasad conjecture, when �E is generic, the left-hand side contains at
most one nonzero term. Thus, as a final step to establish the Gan–Gross–Prasad and Ichino–
Ikeda conjectures, it only remains to analyze the distribution I�. When the base-change
�E is itself cuspidal, that is, when � D ¹.G0; �E /º, by the works of Jacquet–Piatetski-
Shapiro–Shalika and Flicker–Rallis already recalled, I� essentially factors as the product
of the local relative characters I�E;v and Theorem 3.2 then allows to conclude. However,
in general a similar factorization of I� is far from obvious and was actually established in
my joint work with Chaudouard and Zydor [16]. It is exactly of the shape predicted by the
Ichino–Ikeda conjecture. More precisely:

Theorem 4.3 (Beuzart-Plessis–Chaudouard–Zydor). Let � be a cuspidal automorphic rep-
resentation of G.AF / whose base-change �E is generic. Let � be the cuspidal datum of G0

such that �E contributes to the spectral decomposition of L2�.ŒG0�/. Then, for every factor-
izable test function f 0 D

Q
v f

0
v 2 �.G0.AF //, we have

I�.f
0/ D

1

jS� j

0Y
v

I�E;v .f
0
v/; (4.6)

where the product has to be understood, as for (2.4), “in the sense of L-functions.”
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In [16], two proofs are actually given of the above theorem: one using truncations
operators and the other one based on the global theory of Zeta integrals. For both methods,
a crucial step is to spectrally expand the restriction of the Flicker–Rallis period (that is, the
integral over ŒH2�) to functions ' 2 L2�.ŒG0�/ that are sufficiently rapidly decreasing. A con-
sequence of this computation is that this period only depends on the �E -component of ' and
it is mainly for this reason that the contribution of � to the Jacquet–Rallis trace formula I.f 0/

is eventually discrete (although in the case at hand,L2�.ŒG0�/ usually has a purely continuous
spectrum). For this, the truncation method is based on the work of Jacquet–Lapid–Rogawski
who have defined and studied generalizations of Arthur’s truncation operator to the setting
of Galois periods and proved analogs of the Maass–Selberg relations in this context. On the
other hand, the other method starts by expressing the Flicker–Rallis period as a residue of
the integral over ŒH2� of ' against an Eisenstein series. Unfolding carefully this expression
as in the work of Flicker–Rallis, we can rewrite it as a Zeta integral of the sort that repre-
sents Asai L-functions. The precise location of the poles of these L-functions, as well as an
explicit residue computation of a family of distributions, then allows to conclude.

Finally, let me mention that in work in progress with P.-H. Chaudouard, we are able
to analyze the contributions to the Jacquet–Rallis trace formula of more general cuspidal data
� 2X.G0/ than that appearing in Theorem [16]. The final result is similar to (4.6) except that
the right-hand side has to be integrated over a certain family of automorphic representations
� of G.AF /. More precisely, our results include some cuspidal data supporting the base-
changes of automorphic representations ofG DU.V /�U.W / that are Eisenstein in the first
factor and cuspidal in the second. In this particular case, the contribution of the correspond-
ing cuspidal datum to the trace formula J.f / is absolutely convergent and a refined spectral
expansion can readily be obtained as an integral of Gan–Gross–Prasad periods between a
cusp form and an Eisenstein series. These last periods are related, by some unfolding, to
Bessel periods of cusp forms on smaller unitary groups. For this reason, our extension of
Theorem 4.3 with Chaudouard should have similar applications to the Gan–Gross–Prasad
and Ichino–Ikeda conjectures for general Bessel periods.

5. Looking forward

As illustrated in the previous sections, various trace formula approaches to the Gan–
Gross–Prasad conjectures for unitary groups have been very successful. However, despite
these favorable and definite results, these developments also raise interesting questions or
have lead to fertile new research direction:

• First, there is the question of whether similar techniques can be applied to prove
the global Gan–Gross–Prasad conjectures for other groups. Indeed, the original
conjectures in [23] also include general Bessel periods on (product of) orthogonal
groups SO.n/ � SO.m/ (n 6� m Œ2�), as well as so-called Fourier–Jacobi periods
on unitary groups U.n/ � U.m/ (n � m Œ2�) or symplectic/metaplectic groups
Mp.n/ � Sp.m/. In the case of U.n/ � U.n/, a relative trace formula approach
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has been proposed by Y. Liu and further developed by H. Xue [52]. However,
the situation is not as complete as for the Jacquet–Rallis trace formulae in the
case of U.n C 1/ � U.n/. It would be interesting to see if the latest develop-
ments, in particular those from my joint work with Chaudouard and Zydor [16],
can be adapted to this setting. This could possibly lead to a proof of the Gan–
Gross–Prasad conjecture for general Fourier–Jacobi periods on unitary groups.
The situation for orthogonal and symplectic/metaplectic groups is much less sat-
isfactory and there is no clear approach through a comparison of relative trace
formulae, yet. This is due in particular to the fact that, instead of the Flicker–
Rallis periods, in these cases we are naturally lead to consider period integrals
originally studied by Bump–Ginzburg that detect cuspidal automorphic represen-
tations of GL.n/ of orthogonal type. These period integrals involve the product
of two exceptional theta series on a double cover of GL.n/ and do not have any
obvious geometric realizations (except when nD 2). This makes the task of writ-
ing a geometric expansion for the corresponding trace formulae quite unclear. It
would certainly be interesting to see if the recent Hamiltonian duality picture of
Ben Zvi–Sakellaridis–Venkatesh can shed some light on this matter (in particular,
by associating a Hamiltonian space to the Bump–Ginzburg periods).

• In the local setting, the new trace formulae first discovered by Waldspurger [47]

and further developed in [12] seem to be of quite broad applicability to all kind
of distinction problems. Actually, similar trace formulae have already been estab-
lished in other contexts [11, 18, 50] with new applications in the spirit of “rela-
tive Langlands functorialities” each time. However, all these developments have
been made on a case-by-case basis so far and it would be very interesting and
instructive to elaborate a general theory. In particular, in view of the proposal
by Sakellaridis–Venkatesh [41] of a general framework for the relative Langlands
program, we could hope to establish general local relative trace formulae for the
L2 spaces of spherical varietiesX and relate those to the dual group construction
of Sakellaridis–Venkatesh.

• Finally, in a slightly different direction the general isolation Theorem 4.2 clearly
has the potential to be applied in other context, e.g., it would be interesting to
see if it can be used as a technical device to simplify some other known com-
parison of trace formulae. Another intriguing question is to look for a precise
spectral description of the (abstract) multiplier algebra M1.G/ and in [17], we
actually argue that M1.G/ should be seen as the natural Archimedean analog of
the Bernstein center for p-adic groups.
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Shimura varieties
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Abstract

In this article, we survey recent work on some vanishing conjectures for the cohomology
of Shimura varieties with torsion coefficients, under both local and global conditions.
We discuss the p-adic geometry of Shimura varieties and of the associated Hodge–Tate
period morphism, and explain how this can be used to make progress on these conjectures.
Finally, we describe some applications of these results, in particular to the proof of the
Sato–Tate conjecture for elliptic curves over CM fields.
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1. Introduction

Shimura varieties are algebraic varieties defined over number fields and equipped
with many symmetries, which often provide a geometric realization of the Langlands cor-
respondence. After base change to C, they are closely related to certain locally symmetric
spaces, but the beauty of Shimura varieties lies in their rich arithmetic.

To describe a Shimura variety, one needs to start with a Shimura datum .G; X/.
Here, G is a connected reductive group over Q and X is a conjugacy class of homomor-
phisms h W ResC=RGm ! GR of algebraic groups over R. Both G and X are required to
satisfy certain highly restrictive axioms, cf. [22, §2.1]. In particular, this allows one to give
the conjugacy class X a more geometric flavor, as a variation of polarisable Hodge struc-
tures. One can show that such an X is a disjoint union of finitely many copies of Hermitian
symmetric domains.

LetK �G.Af / be a sufficiently small compact open subgroup (the precise technical
condition is called “neat”). The double quotient G.Q/nX � G.Af /=K, a priori a complex
manifold, comes from an algebraic varietySK defined over a number fieldE, called the reflex
field of the Shimura datum. The varieties SK are smooth and quasiprojective. Their étale
cohomology groups (with or without compact support) H �

.c/
.SK �E Q; Q`/ are equipped

with two kinds of symmetries. There is a Hecke symmetry coming from varying the level,
i.e., the compact open subgroup K, and considering various transition morphisms between
Shimura varieties at different levels. There is also a Galois symmetry, coming from the nat-
ural action of Gal.E=E/ on étale cohomology.

For this reason, Shimura varieties have played an important role in realizing
instances of the global Langlands correspondence over number fields. Indeed, a famous con-
jecture of Kottwitz predicts the relationship between the Galois representations occurring in
the `-adic étale cohomology of the Shimura varieties for G and those Galois representations
associated with (regular, C -algebraic) cuspidal automorphic representations of G. See [64,

Remark 1.1.1] for a modern formulation of this conjecture.
There is a complete classification of groups that admit a Shimura datum. For exam-

ple, if G D GSp2n, one can take X to be the Siegel double space®
Z 2 Mn.C/ j Z D Zt ; Im.Z/ positive or negative definite

¯
: (1.1)

The associated Shimura varieties are called Siegel modular varieties and they are moduli
spaces of principally polarized abelian varieties. Many other Shimura varieties – those of so-
called “abelian type” – can be studied using moduli-theoretic techniques, by relating them
to Siegel modular varieties. See [39] for an excellent introduction to the subject, which is
focused on examples.

In this article, wewill be primarily concernedwith the geometry of the Shimura vari-
eties SK , after base change to a p-adic field, as well as with their étale cohomology groups
H �

.c/
.SK �E Q; F`/ with torsion coefficients. These groups are much less understood than

their characteristic zero counterparts. We discuss certain conjectures about when these coho-
mology groups are expected to vanish, under both global and local conditions. Furthermore,
we explain how the geometry of the Hodge–Tate period morphism, introduced in [53] and
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refined in [17], can be used to make progress on these conjectures. Finally, we describe some
applications of these results, in particular to the proof of the Sato–Tate conjecture for elliptic
curves over CM fields [1].

2. A vanishing conjecture for locally symmetric spaces

Let G=Q be a connected reductive group. We consider the symmetric space asso-
ciated with the Lie group G.R/, which we define as X D G.R/=Kı

1Aı
1. Here, Kı

1 is the
connected component of the identity in a maximal compact subgroup K1 �G.R/, and Aı

1

is the connected component of the identity inside the real points of the maximal Q-split
torus in the center of G. Given a neat compact open subgroup K � G.Af /, we can form
the double quotient XK D G.Q/nX �G.Af /=K, which we call a locally symmetric space
for G. This is a smooth Riemannian manifold, which does not have a complex structure, in
general.

Example 2.1. If G D SL2=Q, we can identify X D SL2.R/=SO2.R/ with the upper half-
plane H2 D ¹z 2 C j Imz > 0º equipped with the hyperbolic metric, on which SL2.R/ acts
transitively by the isometries

z 7!
az C b

cz C d
for z 2 H2 and

 
a b

c d

!
2 SL2.R/:

Under this action, SO2.R/ is the stabilizer of the point i . By strong approximation for
SL2=Q, for any compact open subgroup K � SL2.bZ/, there is only one double coset
SL2.Q/n SL2.Af /=K. Write � D SL2.Q/ \ K, which will be a congruence subgroup
contained in SL2.Z/. The locally symmetric spaces XK can be identified with quotients
�nH2. For � neat, these quotients inherit the complex structure on H2 and can be viewed
as Riemann surfaces. Even more, these quotients arise from algebraic curves called modu-
lar curves, which are defined over finite extensions of Q. Modular curves are examples of
(connected) Shimura varieties. They represent moduli problems of elliptic curves endowed
with additional structures. Even though they are some of the simplest Shimura varieties (the
main complication being that they are noncompact), their geometry is already fascinating.

However, let F=Q be an imaginary quadratic field and take G D ResF=QSL2. Then
we can identify the symmetric space X D SL2.C/=SU2.R/ with 3-dimensional hyperbolic
space H3. Once again, we can identify the locally symmetric spaces XK with quotients
�nH3, where � D SL2.F /\K is a congruence subgroup. In this case, the locally symmet-
ric spaces are arithmetic hyperbolic 3-manifolds and do not admit a complex structure. In
particular, we cannot speak of Shimura varieties in this setting.

In general, Shimura varieties are closely related to locally symmetric spaces, as
in the first example, though the latter are much more general objects. For example, the
locally symmetric spaces for G D ResF=QGLn do not arise from Shimura varieties if n � 3,
and, for n D 2, they can only be related to Shimura varieties if F is a totally real field. In
some instances, such as for ResF=QGL2 with F a totally real field, one needs to replace
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G.R/=Kı
1Aı

1 by a slightly different quotient in order to obtain Shimura varieties.1 We now
define the invariants

l0 D rk
�
G.R/

�
� rk.K1/ � rk.A1/ and q0 D

1

2

�
dimR.X/ � l0

�
:

These were first introduced by Borel–Wallach in [5]. There, they show up naturally in
the computation of the .g; K1/-cohomology of tempered representations of G.R/. In the
Shimura variety setting, we consider the variants l0 D l0.Gad/ and q0 D q0.Gad/ because of
the different quotient used. In this case, l0.Gad/ can be shown to be equal to 0 by the second
axiom in the definition of a Shimura datum.

AsK varies, we have a tower of locally symmetric spaces .XK/K , on which a spher-
ical Hecke algebra T for G acts by correspondences. The systems of Hecke eigenvalues
occurring in the cohomology groups H �

.c/
.XK ; C/ or, equivalently, the maximal ideals of T

in the support of these cohomology groups, can be related to automorphic representations
of G.Af / by work of Franke and Matsushima [29]. The goal of this section is to state a con-
jecture on the cohomology of locally symmetric spaces with torsion coefficients F`, where `

is a prime number. This conjecture is formulated in [25] (see the discussion around Conjec-
ture 3.3) and in [12, Conjecture B]. Roughly, it says that the part of the cohomology outside
the range of degrees Œq0; q0 C l0� is somehow degenerate. Note that this range of degrees is
symmetric about the middle 1

2
dimR X of the total range of cohomology and, in the Shimura

variety case, it equals the middle degree of cohomology.
To formulate this more precisely, we use the notion of a non-Eisenstein maximal

ideal in the Hecke algebra, for which we need to pass to the Galois side of the global Lang-
lands correspondence. For simplicity, we will restrict our formulation to the case of G D

ResF=QGLn for some number field F , although the conjecture makes sense more generally.
Let T be the abstract spherical Hecke algebra away from a finite set S of primes of F and
let m � T be a maximal ideal in the support of H �

.c/
.XK ; F`/. Assume that there exists a

continuous, semisimple Galois representation N�m W Gal.F =F /! GLn.F`/ associated with
m: by this, we mean that N�m is unramified at all the primes of F away from the finite set
S , and that, at any prime away from S , the Satake parameters of m match the Frobenius
eigenvalues of N�m. (The precise condition is in terms of the characteristic polynomial of N�m

applied to the Frobenius at such a prime and depends on various choices of normalizations.
See, for example, [1, Theorem 2.3.5] for a precise formulation.) Since the Galois representa-
tion is assumed to be semisimple and we are working with ResF=Q GLn, this property will
characterize N�m by the Cebotarev density theorem and the Brauer–Nesbitt theorem. We say
that m is non-Eisenstein if such a N�m is absolutely irreducible.

The existence of N�m as above should be thought of as a mod ` version of the global
Langlands correspondence, in the automorphic-to-Galois direction; in the case F DQ, this

1 We make a small abuse of notation by using X to denote both the conjugacy class from
the introduction, which is used in the definition of a Shimura datum, and the quotient
G.R/=Kı

1Aı
1 considered in this section. See [24, §2.4] for an extended discussion of

the various quotients.
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existence was conjectured by Ash [4]. The striking part of this conjecture is that it should
apply to torsion classes in the cohomology of locally symmetric spaces, not just to those
classes that lift to characteristic zero, and which can be related to automorphic representa-
tions of G. For general number fields, the existence of such Galois representations seems out
of reach at the moment, even for classes in characteristic zero!

However, let F be a CM field: using nonstandard terminology, we mean that F is
either a totally real field or a totally complex quadratic extension thereof. In this case, Scholze
constructed such Galois representations in the breakthrough paper [53]. This strengthened
previous work [33] that applied to cohomology with Q`-coefficients. Both these results
relied, in turn, on the construction of Galois representations in the self-dual case, due to
many people, including Clozel, Kottwitz, Harris–Taylor [34], Shin [61], and Chenevier–
Harris [21].

We can now state the promised vanishing conjecture for the cohomology of locally
symmetric spaces with F`-coefficients.

Conjecture 2.2. Assume that m � T is a non-Eisenstein maximal ideal in the support of
H �

.c/
.XK ; F`/. Then H i

.c/
.XK ; F`/m 6D 0 only if i 2 Œq0; q0 C l0�.

In the two examples discussed in Example 2.1, this conjecture can be verified “by
hand,” since one only needs to control cohomology in degree 0 (the top degree of cohomol-
ogy can be controlled using Poincaré duality). In the case of GL2 =Q, one can show that the
systems of Hecke eigenvalues m in the support of H 0.XK ; F`/ satisfy

N�m ' �˚ �cyclo � �; (2.1)

where � is a suitable mod ` character of Gal.Q=Q/ and �cyclo W Gal.Q=Q/ ! F�
`
is the

mod ` cyclotomic character. Later, we will introduce a local genericity condition at an auxil-
iary primep 6D ` andwewill see that the N�m in (2.1) also fail to satisfy genericity everywhere.
In addition to these and a fewmore low-dimensional examples, one can also consider the ana-
logue of Conjecture 2.2 for H �

.c/
.XK ; Q`/. This analogue is related to Arthur’s conjectures

on the cohomology of locally symmetric spaces [3] and can be verified for GLn over CM
fields using work of Franke and Borel–Wallach (see [1, Theorem 2.4.9]).

Conjecture 2.2 is motivated by the Calegari–Geraghty enhancement [12] of the clas-
sical Taylor–Wiles method for proving automorphy lifting theorems. The classical method
works well in settings where the (co)homology of locally symmetric spaces is concentrated
in one degree, for example, for GL2=Q after localizing at a non-Eisenstein maximal ideal,
or for definite unitary groups over totally real fields. In general, however, a certain numerical
coincidence that is used to compare the Galois and automorphic sides breaks down. Calegari
and Geraghty had a significant insight: they reinterpret the failure of the numerical coinci-
dence in terms of the invariant l0. More precisely, l0 arises naturally from a computation
on the Galois side, and the commutative algebra underlying the method can be adjusted if
one knows that the cohomology on the automorphic side, after localizing at a non-Eisenstein
maximal ideal, is concentrated in a range of degrees of length at most l0. For an overview of
the key ideas involved in the Calegari–Geraghty method, see [10, §10].
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In the case of Shimura varieties, Conjecture 2.2 predicts that the non-Eisenstein
part of the cohomology with F`-coefficients is concentrated in the middle degree. The ini-
tial progress on this conjecture in the Shimura variety setting had rather strong additional
assumptions: for example, one needed ` to be an unramified prime for the Shimura datum
and K` to be hyperspecial, as in the work of Dimitrov [23] and Lan–Suh [40,41]. The theory
of perfectoid Shimura varieties and their associated Hodge–Tate period morphism has been
a game-changer in this area. For the rest of this article, we will discuss more recent progress
on Conjecture 2.2 and related questions in the special case of Shimura varieties, as well as
applications that go beyond the setting of Shimura varieties.

3. The Hodge–Tate period morphism

The Hodge–Tate period morphism was introduced by Scholze in his breakthrough
paper [53] and it was subsequently refined in [17]. It gives an entirely new way to think about
the geometry and cohomology of Shimura varieties. In the past decade, it had numerous
striking applications to the Langlands programme: to Scholze’s construction of Galois rep-
resentations for torsion classes, to the vanishing theorems discussed in Sections 4 and 5, to
the construction of higher Coleman theory by Boxer and Pilloni [8], and to a radically new
approach to the Fontaine–Mazur conjecture due to Pan [48].

For simplicity, let us consider a Shimura datum .G;X/ of of Hodge type. By this, we
mean that .G;X/ admits a closed embedding into a Siegel datum . QG; QX/, where QGDGSp2n,
for some n 2 Z�1, and QX is as in (1.1). For example, .G; X/ could be a Shimura datum of
PEL type arising from a unitary similitude group: the corresponding Shimura varieties will
represent a moduli problem of abelian varieties equippedwith extra structures (polarizations,
endomorphisms, and level structures). This unitary case will be the main example to keep in
mind, as this will also play a central role in Section 4.

For some representative h 2 X , we consider the Hodge cocharacter

� D h �R Cj1st Gm factor W Gm;C ! GC:

The axioms in the definition of the Shimura datum imply that � is minuscule. The reflex
field E is the field of definition of the conjugacy class ¹�º; it is a finite extension of Q

and the corresponding Shimura varieties admit canonical models over E. The cocharacter
� also determines two opposite parabolic subgroups P std

� and P�, whose conjugacy classes
are defined over E. These are given by

P std
� D

°
g 2 G j lim

t!1
ad
�
�.t/

�
g exists

±
; P �

D

°
g 2 G j lim

t!0
ad
�
�.t/

�
g exists

±
:

We let Flstd and Fl denote the associated flag varieties, which are also defined over E.
Here is a more moduli-theoretic way to think about these the two parabolics. The

chosen symplectic embedding .G; X/ ,! . QG; QX/ gives rise to a faithful representation V of
G. The embedding also gives rise to an abelian scheme AK over the Shimura variety SK at
some level K D G.Af / \ QK, obtained by restricting the universal abelian scheme over the
Siegel modular variety at level QK � QG.Af /. The cocharacter � induces a grading of VC ,
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which in turn defines two filtrations on VC , a descending one Fil� and an ascending one Fil�.
The parabolic P std

� is the stabilizer of Fil�, which is morally the Hodge–de Rham filtration
on the Betti cohomology of AK . There is a holomorphic, G.R/-equivariant embedding

�dR W X ,! Flstd.C/ D G.C/=P std
� (3.1)

called the Borel embedding, defined by h 7! Fil�.�h/. The axioms of a Shimura datum
imply that X is a variation of polarisable Hodge structures of abelian varieties. Moduli-
theoretically, �dR sends a Hodge structure, such as

H 1.A; Q/˝Q C ' H 0
�
A; �1

A

�
˚H 1.A; OA/;

to the associated Hodge–de Rham filtration, e.g., H 0.A; �1
A/ � H 1.A; Q/ ˝Q C. The

embedding �dR is an example of a period morphism. Historically, it has played an impor-
tant role in the construction of canonical models of automorphic vector bundles over E (or
even integrally), such as in work of Harris and Milne.

On the other hand, the parabolic subgroup P� is the stabilizer of the ascending
filtration Fil�. This gives rise to an antiholomorphic embedding

X ,! Fl.C/ D G.C/=P�: (3.2)

Morally, P� is the stabilizer of the Hodge–Tate filtration on the p-adic étale cohomology
of AK . The Hodge–Tate period morphism will be a p-adic analogue of the embedding (3.1)
(or perhaps of the embedding (3.2), depending on one’s perspective).

Let p be a rational prime, p j p a prime of E, and let C be the completion of an
algebraic closure of Ep. We consider the adic spaces �K and F` over Spa.C; OC / corre-
sponding to the algebraic varieties SK and Fl over E. A striking result of Scholze shows that
the tower of Shimura varieties .�KpKp /Kp acquires the structure of a perfectoid space (in the
sense of [51]) as Kp varies over compact open subgroups of G.Qp/. More precisely, the fol-
lowing result was established in [53, §3,4] and later refined in [17, §2], by correctly identifying
the target of the Hodge–Tate period morphism.

Theorem 3.1. There exists a unique perfectoid space �Kp satisfying �Kp � lim
 �Kp

�KpKp ,2

in the sense of [55, Definition 2.4.1], and a G.Qp/-equivariant morphism of adic spaces

�HT W �Kp ! F`:

Moreover, �HT is equivariant for the usual action of Hecke operators away from p on �Kp

and their trivial action on F`.

In the Siegel case G D GSp2n=Q, one can describe the Hodge–Tate period mor-
phism�HT from amoduli-theoretic perspective as follows. An abelian varietyA=C , equipped
with a trivialization TpA ' Z2n

p will be sent to the first piece of the Hodge–Tate filtration

Lie A � TpA˝Zp C ' C 2n:

2 It is enough to consider the Shimura varieties as adic spaces over Ep and the tower still
acquires a perfectoid structure in a noncanonical way. We work over C for simplicity and
also because this gives rise to the étale cohomology groups we want to understand.
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Dually, one has the Hodge–Tate filtration on the p-adic étale cohomology of A:

0! H 1.A; OA/! H 1
Ket.A; Zp/˝Zp C ! H 0

�
A; �1

A=C

�
.�1/! 0; (3.3)

where .�1/ denotes a Tate twist (which is important for keeping track of the Galois action).
To show that the morphism defined this way on Spa.C; C C/-points comes from a morphism
of adic spaces, it is important to know that the filtration (3.3) varies continuously. At the
same time, to extend the result to Shimura varieties of Hodge type and to cut down the
image to F`, one needs to keep track of Hodge tensors carefully. Both problems are solved
via relative p-adic Hodge theory for the morphism AK ! �K , where AK is the restriction
to �K of a universal abelian scheme over an ambient Siegel modular variety. See [13, §3] for
an overview.

Theorem 3.1 can be extended to minimal and toroidal compactifications of Siegel
modular varieties, cf. [53] and [49]. Moreover, there is a natural affinoid cover of F` such
that the preimage under �HT of each affinoid in the cover is an affinoid perfectoid subspace
of ��

Kp . The underlying reason for this is the fact that the partial minimal compactification
of the ordinary locus is affine. The perfectoid structure on ��

Kp and the affinoid nature of
the Hodge–Tate period morphism play an important role in Scholze’s p-adic interpolation
argument, that is key for the construction of Galois representations associated with torsion
classes. See also [44] for an exposition of the main ideas.

Theorem 3.1 can also be extended to minimal and toroidal compactifications of
Shimura varieties of Hodge type and even abelian type, cf. [32, 58] and [8], although there
are some technical issues at the boundary. For example, the cleanest formulation currently
available in full generality is that the relationship ��

Kp D lim
 �Kp

��
KpKp

, for a perfectoid space
��

Kp , holds in Scholze’s category of diamonds [54].

Example 3.2. To see where the perfectoid structure on �Kp comes from, it is instructive to
consider the case of modular curves and study the geometry of their special fibers: we are
particularly interested in the geometry of the so-called Deligne–Rapoport model. Set G D

GL2 =Q. Let K0
p D GL2.Zp/, the hyperspecial compact open subgroup and let SKpK0

p
=Fp

be the special fiber of the integral model over Z.p/ of the modular curve at this level. This is
a smooth curve over Fp that represents a moduli problem .E; ˛/ of elliptic curves equipped
with prime-to-p level structures (determined by the prime-to-p levelKp). The isogeny class
of the p-divisible group EŒp1� induces the Newton stratification

SKpK0
p
D S

ord
KpK0

p
t S

ss
KpK0

p
(3.4)

into an open dense ordinary stratum S
ord
KpK0

p
(where EŒp1� is isogenous to �p1 �Qp=Zp)

and a closed supersingular stratum S
ss
KpK0

p
consisting of finitely many points (where EŒp1�

is connected).
Now letK1

p �GL2.Qp/ be the Iwahori subgroup andSKpK1
p
=Fp be the special fiber

of the integral model of the modular curve at this level. This represents a moduli problem
.E; ˛; D/ of elliptic curves equipped with prime-to-p level structures and also with a level
structure atp given by a finite flat subgroup schemeD�EŒp� of orderp. Again, we have the
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preimage of the Newton stratification SKpK1
p
D S

ord
KpK1

p
t S

ss
KpK1

p
. The modular curve at this

level is not smooth, but rather a union of irreducible components that intersect transversely
at the finitely many supersingular points.

The open and dense ordinary locus S
ord
KpK1

p
is a disjoint union of two Kottwitz–

Rapoport strata: the one where D ' �p and the one where D ' Z=pZ. Both of these
Kottwitz–Rapoport strata can be shown to be abstractly isomorphic to the ordinary stra-
tum at hyperspecial level. If we restrict the natural forgetful map S

ord
KpK1

p
! S

ord
KpK0

p
to the

Kottwitz–Rapoport stratum where D ' Z=pZ, the map can be identified (up to an isomor-
phism) with the geometric Frobenius. (The restriction of the map to the Kottwitz–Rapoport
stratum where D ' �p is an isomorphism.)

SKpK1
p

SKpK0
p

Frobp Š

(3.5)

On the adic generic fiber, one can extend this picture to an anticanonical ordinary tower,
where the transition morphisms reduce modulo p to (powers of) the geometric Frobenius,
giving a perfectoid space in the limit. To extend beyond the ordinary locus, Scholze uses the
theory of the canonical subgroup, the action of GL2.Qp/ at infinite level, and a rudimentary
form of the Hodge–Tate period morphism that is just defined on the underlying topological
spaces.

The above strategy generalizes relatively cleanly to higher-dimensional Siegel mod-
ular varieties, modulo subtleties at the boundary. To extend Theorem 3.1 to general Shimura
varieties of Hodge type, Scholze considers an embedding at infinite level into a Siegel modu-
lar variety. It is surprisingly subtle to understand directly the perfectoid structure on a general
Shimura variety of Hodge type (especially in the case when GQp is nonsplit) and this is
related to the discussion in Section 5. This is also related to the fact that the geometry of the
EKOR stratification is more intricate when GQp is nonsplit.

For simplicity, let us now assume that .G; X/ is a Shimura datum of PEL type and
that p is an unramified prime for this Shimura datum. Recall the Kottwitz set B.G/ classify-
ing isocrystals with GQp -structure. The Hodge cocharacter � defines a subset B.G; ��1/ �

B.G/ of ��1-admissible elements. The special fiber of the Shimura variety with hyperspe-
cial level at p admits a Newton stratification

SKpK0
p
D

G
b2B.G;��1/

S
b

KpK0
p

into locally closed strata indexed by this subset. This stratification is in terms of isogeny
classes of p-divisible groups withGQp -structure and generalizes the stratification (3.4) from
the modular curve case.

For each b 2 B.G; ��1/, one can choose a (completely slope divisible) p-divisible
group with GQp -structure Xb=Fp and define the corresponding Oort central leaf. This is a
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smooth closed subscheme C Xb of the Newton stratum S
b

KpK0
p
, such that the isomorphism

class of the p-divisible group with GQp -structure over each geometric point of the leaf is
constant and equal to that of Xb:

C Xb D
®
x 2 S

b

KpK0
p
j AKpK0

p

�
p1

�
� �. Nx/ ' Xb � �. Nx/

¯
:

In general, there can be infinitely many leaves inside a given Newton stratum. Over each
central leaf, one has the perfect Igusa variety Igb=Fp , a profinite cover of C Xb which
parametrizes trivializations of the universal p-divisible group with GQp -structure.

Variants of Igusa varieties were introduced in [34] in the special case of Shimura
varieties of Harris–Taylor type. They were defined more generally for Shimura varieties of
PEL type by Mantovan [43] and their `-adic cohomology was computed in many cases by
Shin using a counting point formula [59–61]. All these authors consider Igusa varieties as pro-
finite étale covers of central leaves, which trivialize the graded pieces of the slope filtration
on the universal p-divisible group. Taking perfection gives a more elegant moduli-theoretic
interpretation, while preserving `-adic cohomology. However, the coherent cohomology of
Igusa varieties is also important for defining and studying p-adic families of automorphic
forms on G, as pioneered by Katz and Hida. Taking perfection is too crude for this purpose.

While the central leaf C Xb depends on the choice ofXb in its isogeny class, one can
show that the perfect Igusa variety Igb only depends on the isogeny class: this follows from
the equivalent moduli-theoretic description in [17, Lemma 4.3.4] (see also [19, Lemma 4.2.2],
which keeps track of the extra structures more carefully). In particular, the pair .G; �/ is
not determined by the Igusa variety Igb – it can happen that Igusa varieties that are a priori
obtained from different Shimura varieties are isomorphic. See [19, Theorem 4.2.4] for an exam-
ple and [57] for a systematic analysis of this phenomenon in the function field setting.

Because Igb=Fp is perfect, the base change Igb
�Fp

OC =p admits a canonical lift to
a flat formal scheme over Spf OC . We let Igb denote the adic generic fiber of this lift, which
is a perfectoid space over Spa.C; OC /. The spaces Igb and Igb have naturally isomorphic
`-adic cohomology groups and they both have an action of a locally profinite groupGb.Qp/,
where Gb is an inner form of a Levi subgroup of G.

For each b 2B.G;��1/, one can also consider the associated Rapoport–Zink space,
a moduli space ofp-divisible groupswithGQp -structure that is a local analogue of a Shimura
variety. Concretely in the PEL case, one considers a moduli problem of p-divisible groups
equipped with GQp -structure, satisfying the Kottwitz determinant condition with respect
to �, and with a modulo p quasiisogeny to the fixed p-divisible group Xb . This moduli
problem was shown by Rapoport–Zink [50] to be representable by a formal scheme over
SpfO MEp

, where MEp is the completion of the maximal unramified extension of Ep. We let
Mb denote the adic generic fiber of this formal scheme,3 base changed to Spa.C; OC /, and
let Mb

1 denote the corresponding infinite-level Rapoport–Zink space. The latter object can

3 As a consequence of the comparison with moduli spaces of local shtukas in [56], one
obtains a group-theoretic characterization of Rapoport–Zink spaces as local Shimura vari-
eties determined by the tuple .G; b; �/. We suppress .G; �/ from the notation for simplicity.
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be shown to be a perfectoid space using the techniques of [55], by which the infinite-level
Rapoport–Zink space admits a local analogue of the Hodge–Tate period morphism

�b
HT WM

b
1 ! F`:

It turns out that the geometry of �HT is intricately tied up with the geometry of its local
analogues �b

HT. The following result is a conceptually cleaner, infinite-level version of the
Mantovan product formula established in [43], which describes Newton strata inside Shimura
varieties in terms of a product of Igusa varieties and Rapoport–Zink spaces.

Theorem 3.3. There exists a Newton stratification

F` D
G

b2B.G;��1/

F`b

into locally closed strata.
For each b 2 B.G; ��1/, one can consider the Newton stratum �ıb

Kp as a locally
closed subspace of the good reduction locus �ı

Kp . There exists a Cartesian diagram of dia-
monds over Spd.C; OC /

Mb
1 �Spd.C;OC / Igb //

��

Mb
1

�b
HT
��

�ıb
Kp

�HT // F`b :

Moreover, each vertical map is a pro-étale torsor for the group diamond QGb (identified with
AutG.eXb/, in the notation of [17, §4]).

The decomposition into Newton strata is defined in [17, §3]. Morally, one first con-
structs a map of v-stacks F`! BunG , where the latter is the v-stack of G-bundles on the
Fargues–Fontaine curve. To construct this map of v-stacks, it is convenient to notice that
one can identify the diamond associated to F` with the minuscule Schubert cell defined by
� inside the BC

dR-Grassmannian for G. Once the map to BunG is in the picture, one uses
Fargues’s result that the points of BunG are in bijection with the Kottwitz set B.G/, cf. [27]
(see also [2] for an alternative proof that also works in equal characteristic). Moreover, the
Newton decomposition is a stratification, in the sense that, for b 2 B.G; �/, we have

F`b D

G
b0�b

F`b0

;

where � denotes the Bruhat order. The latter fact follows from a recent result of Viehmann,
see [63, Theorem 1.1].

On rank one points, �HT is compatible with the two different ways of defining the
Newton stratification: via pullback from SKpK0

p
on �Kp and via pullback from BunG onF`.

The behavior is more subtle on higher rank points. This is related to the fact that the closure
relations are reversed in the two settings: the basic locus inside SKpK0

p
is the unique closed

stratum, whereas each basic stratum inside BunG is open. On the other hand, the (�)-ordinary
locus is open and dense inside SKpK0

p
, whereas it is a zero-dimensional closed stratum inside
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F`. The infinite-level product formula is established in [17, §4], although it is formulated in
terms of functors on Perf MEp

.4 This was extended to Shimura varieties of Hodge type by
Hamacher [31].

Assume that the Shimura varieties SK are compact. We have the following conse-
quence for the fibers of�HT: let Nx W Spa.C;C C/!F`b be a geometric point. Then there is an
inclusion of Igb into ��1

HT . Nx/, which identifies the target with the canonical compactification
of the source, in the sense of [54, Proposition 18.6]. In [18, Theorem 1.10], we extend the com-
putation of the fibers to minimal and toroidal compactifications of (noncompact) Shimura
varieties attached to quasisplit unitary groups. In this case, the fibers can be obtained from
partial minimal and toroidal compactifications of Igusa varieties. It would be interesting to
extend the whole infinite-level product formula to compactifications.

Example 3.4. We make the geometry of �HT explicit in the case of the modular curve, i.e.,
for G D GL2 =Q. In this case, we identify F` D P 1;ad and we have the decomposition into
Newton strata

��
Kp

�HT

��

D �
�;ord
Kp

��

t � ss
Kp

��

P 1;ad D P 1;ad.Qp/ t �:

The ordinary locus inside P 1;ad consists of the set of points defined over Qp and the basic /
supersingular locus is its complement �, the Drinfeld upper half-plane.

The fibers of �HT over the ordinary locus are “perfectoid versions” of Igusa curves.
The infinite-level version of the product formula reduces, in this case, to the statement that the
ordinary locus is parabolically induced from Igord, as in [19, §6]. The fibers of �HT over the
supersingular locus are profinite sets: the corresponding Igusa varieties can be identifiedwith
double cosetsD�nD�.Ap

f
/=Kp , whereD=Q is the quaternion algebra ramified precisely at

1 and p. This precise result is established in [35], although the idea goes back to Deuring–
Serre. One should be able to give an analogous description for basic Igusa varieties in much
greater generality – this is closely related to Rapoport–Zink uniformization.

4. Cohomology with mod ` coefficients

In this section, we outline some recent strategies for computing the cohomology of
Shimura varieties with modulo ` coefficients using thep-adic Hodge–Tate periodmorphism,
where ` and p are two distinct primes. We emphasize the strategies developed in [17–19,38].

We will assume throughout that .G; X/ is a Shimura datum of abelian type and,
in practice, we will focus on two examples: the case of Shimura varieties associated with
unitary similitude groups and the case of Hilbert modular varieties. Let m � T be a max-

4 The result precedes the notion of diamonds and, in order to ensure that �ıb
Kp is a diamond,

one needs to take care in defining it. At hyperspecial level, one should consider the adic
generic fiber of the formal completion of the integral model of the Shimura variety along
the Newton stratum indexed by b in its special fiber.
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imal ideal in the support of H �
.c/

.SK.C/; F`/. By work of Scholze (cf. [53, Theorem 4.3.1])
and by the construction of Galois representations in the essentially self-dual case, we know
in many cases how to associate a global modulo ` Galois representation N�m to the max-
imal ideal m. Therefore, the non-Eisenstein condition makes sense, and one can at least
formulate Conjecture 2.2. In order to make progress on this conjecture, we impose a local
representation-theoretic condition at the prime p, which we treat as an auxiliary prime.

Definition 4.1. Let F be a finite field of characteristic `.

(1) Letp 6D ` be a prime,K=Qp be a finite extension, and N� WGal.K=K/!GLn.F/

be a continuous representation. We say that N� is generic if it is unramified and
the eigenvalues (withmultiplicity) ˛1; : : : ;˛n 2F` of N�.FrobK/ satisfy ˛i = j̨ 6D

jOK=mK j for i 6D j .

(2) Let F be a number field and N� W Gal.F =F /! GLn.F/ be a continuous repre-
sentation. We say that a prime p 6D ` is decomposed generic for N� if p splits
completely in F and, for every prime p j p of F , N�jGal.F p=Fp/ is generic. We say
that N� is decomposed generic if there exists a prime p 6D `which is decomposed
generic for N�. (If one such prime exists, then infinitely many do.)

Remark 4.2. The condition for the local representation N� of Gal.K=K/ to be generic implies
that any lift to characteristic 0 of N� corresponds under the local Langlands correspondence
to a generic principal series representation of GLn.K/. Such a representation can never arise
from a nonsplit inner form of GLn =K via the Jacquet–Langlands correspondence. For this
reason, a generic N� cannot be the modulo ` reduction of the L-parameter of a smooth repre-
sentation of a nonsplit inner form of GLn =K.

A semisimple 2-dimensional representation N� of Gal.Q=Q/ is either decomposed
generic or it satisfies (2.1): the case where N� is a direct sum of two characters can be analyzed
by hand, and the case where N� is absolutely irreducible follows from the paragraph after
Theorem 3.1 in [37]. More generally, the condition for a global representation N� of Gal.F =F /

to be decomposed generic can be ensured when N� has large image. For example, if ` > 2, F

is a totally real field, and N� is a totally odd 2-dimensional representation with nonsolvable
image, then N� is decomposed generic (cf. [19, Lemma 7.1.8]).

LetF be an imaginary CMfield. Let .B;�;V; h�; �i/ be a PEL datum of typeA, where
B is a central simple algebra with center F . We let .G;X/ be the associated Shimura datum.
For a neat compact open subgroup K � G.Af /, we let SK=E be the associated Shimura
variety, of dimension d . The following conjecture is a slightly different formulation of [38,
Conjecture 1.2], with essentially the same content.

Conjecture 4.3. Let m� T be a maximal ideal in the support of H i
.c/

.SK.C/; F`/. Assume
that N�m is decomposed generic. Then the following statements hold true:

(1) if H i
c .SK.C/; F`/m 6D 0, then i � d ;

(2) if H i .SK.C/; F`/m 6D 0, then i � d .
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If the Shimura varieties SK are compact, or if we additionally assume m to be non-
Eisenstein, Conjecture 4.3 implies a significant part of Conjecture 2.2 for Shimura varieties
of PEL type A. Analogues of Conjecture 4.3 can be formulated (and are perhaps within
reach) for other Shimura varieties, such as Siegel modular varieties.

Theorem 4.4 ([17] strengthened in [38]). Assume that G is anisotropic modulo center, so
that the Shimura varieties SK are compact. Then Conjecture 4.3 holds true.

Theorem 4.5 ([18] strengthened in [38]). Assume thatB DF , V DF 2n andG is a quasisplit
group of unitary similitudes. Then Conjecture 4.3 holds true.

Remark 4.6. The more recent results of [38] have significantly fewer technical assumptions
than the earlier ones of [17] and [18]. For example, Koshikawa’s version of Theorem 4.5
allows F to be an imaginary quadratic field. It seems nontrivial to obtain this case with
the methods of [18]. In the noncompact case, his results rely on the geometric constructions
in [18], in particular on the semiperversity result for Shimura varieties attached to quasisplit
unitary groups that is established there. As he notes, a generalization of this semiperversity
result should lead to a full proof of Conjecture 4.3 for Shimura varieties of PEL type A. The
more general semiperversity result will be obtained in the upcoming PhD thesis of Mafalda
Santos.

In the case of Harris–Taylor Shimura varieties, Theorem 4.4 was first proved by
Boyer [9]. Boyer’s argument uses the integral models of Shimura varieties of Harris–Taylor
type, but it is close in spirit to the argument carried out in [17] on the generic fiber. What
is really interesting about Boyer’s results is that he goes beyond genericity, in the following
sense. Given the eigenvalues (with multiplicity) ˛1; : : : ; ˛n of N�m.Frobp/, with p j p the rel-
evant prime of F ,5 one can define a “defect” that measures how far N�m is from being generic
at p. Concretely, set ıp.m/ to be equal to the length of the maximal chain of eigenvalues
where the successive terms have ratio equal to jOFp=mFp j. Boyer shows that the cohomol-
ogy groupsH i

.c/
.SK.C/;F`/m are nonzero at most in the range Œd � ıp.m/; d C ıp.m/�. As

noted by both Emerton and Koshikawa, such a result is consistent with Arthur’s conjectures
on the cohomology of Shimura varieties with C-coefficients and points towards a modulo `

analogue of these conjectures.

Let us also discuss the analogous vanishing result in the Hilbert case. Let F be a
totally real field of degree g and let G D ResF=Q GL2. For a neat compact open subgroup
K � G.Af /, we let SK=Q be the corresponding Hilbert modular variety, of dimension g.

Theorem 4.7 ([19, Theorem A]). Let ` > 2 and m � T be a maximal ideal in the support of
H i

.c/
.SK.C/;F`/. Assume that the image of N�m is not solvable, which implies that N�m is abso-

lutely irreducible and decomposed generic. Then H i
c .SK.C/; F`/m D H i .SK.C/; F`/m is

nonzero only for i D g.

5 In this special case, one does not have to impose the condition that p splits completely in F ,
and it suffices to have genericity at one prime p j p.
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The same result holds for all quaternionic Shimura varieties, and we can even prove
the analogue of Boyer’s result that goes beyond genericity in all these settings. As an applica-
tion, we deduce (under some technical assumptions) that the p-adic local Langlands corre-
spondence for GL2.Qp/ occurs in the completed cohomology of Hilbert modular varieties,
when p is a prime that splits completely in F . This uses the axiomatic approach via patching
introduced in [14] and further developed in [15,30].

We now outline the original strategy for proving Theorem 4.4, which was introduced
in [17]. Let p be a prime and K D KpKp � G.Af / be a neat compact open subgroup. The
Hodge–Tate period morphism gives rise to a T -equivariant diagram

�Kp

{{

�HT

""

�KpKp F`:

(4.1)

The standard comparison theorems between various cohomology theories allow us to iden-
tify H �

.c/
.SK.C/; F`/m with H �

.c/
.�K ; F`/m. The arrow on the left-hand side of (4.1) is a

Kp-torsor, so the Hochschild–Serre spectral sequence allows us to recover H �
.c/

.�K ; F`/m

fromH �
.c/

.�Kp ;F`/m. The idea is now to computeH �
.c/

.�Kp ;F`/m in two stages: first under-
stand the complex of sheaves .R�HT�F`/m onF`, then compute the total cohomology using
the Leray–Serre spectral sequence.

Two miraculous things happen that greatly simplify the structure of .R�HT�F`/m.
The first is that .R�HT�F`/m behaves like a perverse sheaf on F`. This is because �HT is
simultaneously affinoid, as discussed after Theorem 3.1, and partially proper, because the
Shimura varieties were assumed to be compact. In particular, the restriction of .R�HT�F`/m

to a highest-dimensional stratum in its support is concentrated in one degree. By the com-
putation of the fibers of �HT, this implies that the cohomology groups R�.Igb; Z`/m

are concentrated in one degree and torsion-free. The second miracle is that, whenever
the group Gb.Qp/ acting on Igb comes from a nonquasisplit inner form, the localiza-
tion R�.Igb; Q`/m vanishes. This uses the genericity of N�m at each p j p and suggests
that the cohomology of Igusa varieties satisfies some form of local–global compatibility.
Finally, the condition that p splits completely in F guarantees that the only Newton stratum
for which Gb is quasisplit is the ordinary one. Therefore, the hypotheses of Theorem 4.4
guarantee that .R�HT�F`/m is as simple as possible – it is supported in one degree on a
zero-dimensional stratum!

The computation of R�.Igb; Q`/m, at least at the level of the Grothendieck group,
can be done using the trace formula method pioneered by Shin [60]. This is the method used
for Shimura varieties of PEL type A in [17] and [18]. For inner forms of ResF=Q GL2, with
F a totally real field, one can avoid these difficult computations, cf. [19]. In this setting, one
can reinterpret results of Tian–Xiao [62] on geometric instances of the Jacquet–Langlands
correspondence as giving rise to exotic isomorphisms between Igusa varieties arising from
different Shimura varieties. This is what happens for the basic stratum in Example 3.4. Then
one can conclude by applying the classical Jacquet–Langlands correspondence.
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In [38], Koshikawa introduces a novel and complementary strategy for proving these
kinds of vanishing theorems. He shows that, under the same genericity assumption in Defi-
nition 4.1, only the restriction of .R�HT�F`/m to the ordinary locus contributes to the total
cohomology of the Shimura variety. To achieve this, he proves the analogous generic vanish-
ing theorem for the cohomology R�c.Mb; Z`/mp of the Rapoport–Zink space, where mp

is a maximal ideal of the local spherical Hecke algebra at p. This relies on the recent work
of Fargues–Scholze on the geometrization of the local Langlands conjecture [28].

Koshikawa’s strategy is more flexible, allowing him to handle with ease the case
where F is an imaginary quadratic field. On the other hand, the original approach also
gives information about the complexes of sheaves .R�HT�F`/m, rather than just about the
cohomology groups H �

.c/
.SK.C/; F`/m. These complexes should play an important role for

questions of local–global compatibility in Fargues’s geometrization conjecture, cf. [26, §7].

5. Cohomology with mod p and p-adic coefficients

The most general method for constructing p-adic families of automorphic forms
from the cohomology of locally symmetric spaces is via completed cohomology. First intro-
duced by Emerton in [24], this has the following definition:

QH �
�
Kp; Zp

�
D lim
 �

n

�
lim
�!
Kp

H �
�
XKpKp ; Z=pn

��
;

where Kp � G.Af / is a sufficiently small, fixed tame level, and Kp � G.Qp/ runs over
compact open subgroups. This space has an action of the spherical Hecke algebra T , built
from Hecke operators away from p, as well as an action of the group G.Qp/. One can make
the analogous definition for completed cohomology with compact support, and a variant
gives completed homology and completed Borel–Moore homology. See [25] for an excellent
survey that gives motivation, examples, and sketches the basic properties of these spaces.

Motivated by heuristics from the p-adic Langlands programme, Calegari and Emer-
ton made several conjectures about the range of degrees in which one can have nonzero
completed (co)homology and about the codimension of completed homology over the com-
pleted group rings ZpJKpK. See [11, Conjecture 1.5] for the original formulation and [32,

Conjecture 1.3] for a slightly different formulation, which emphasizes the natural implica-
tions between the various conjectures. In particular, Calegari–Emerton conjectured that

QH i
c

�
Kp; Zp

�
D QH i

�
Kp; Zp

�
D 0 for i > q0:

For Shimura varieties of preabelian type, the Calegari–Emerton conjectures were proved
by Hansen–Johansson in [32], building on work of Scholze who proved the vanishing of
completed cohomology with compact support for Shimura varieties of Hodge type [53].

We sketch Scholze’s argument, which illustrates the role of p-adic geometry in this
result. It is enough to show that

QH i
c

�
Kp; Fp

�
D lim
�!
Kp

H i
c

�
SKpKp .C/; Fp

�
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vanishes for i > d D dimE SK . Since .G; X/ is a Shimura datum of Hodge type, we are
in the setting of Theorem 3.1 – in fact, we know that the minimal compactification ��

Kp is
perfectoid. The primitive comparison theorem of [52] gives an almost isomorphism between
QH i

c .Kp; Fp/ ˝ OC =p and H i
Ket.�

�
Kp ; IC=p/, where IC � OC is the subsheaf of sections

that vanish along the boundary. On an affinoid perfectoid space, Scholze proved the almost
vanishing of the étale cohomology ofOC=p in degree i > 0. With some care at the boundary,
one deduces that it is enough to prove that the analytic cohomology groupsH i

an.�
�
Kp ;IC=p/

are almost 0 in degree i > d . This final step follows from a theorem of Scheiderer on the
cohomological dimension of spectral spaces.

In [20] and [16], we study Shimura varieties with unipotent level atp. More precisely,
assume that .G; X/ is a Shimura datum of Hodge type and that GQp is split. Choose a split
model of G and a Borel subgroup B over Zp , and let U � B be the unipotent radical.

Theorem 5.1 ([16, Theorem 1.1]). Let H � U.Zp/ be a closed subgroup. We have

lim
�!

Kp�H

H i
c

�
SKpKp .C/; Fp

�
D 0 for i > d:

This result is stronger than the Calegari–Emerton conjecture for completed coho-
mology with compact support, since we can take H D ¹1º and recover Scholze’s result
discussed above. In addition to the argument sketched above, the key new idea needed for
Theorem 5.1 is that theBruhat decomposition on the Hodge–Tate period domainF` remem-
bers how far different subspaces of ��

KpU.Zp/
are from being perfectoid.

Example 5.2. Assume that G D GL2 =Q, so that we are working in the modular curve case.
The Bruhat decomposition is given by P 1;ad D A1;ad t ¹1º, with the two Bruhat cells in
natural bijection with the two components of the ordinary locus in (3.5).We have amorphism
of sites

�HT=U.Zp/ W
�
��

KpU.Zp/

�
Ket !

ˇ̌
P 1;ad ˇ̌=U.Zp/;

where we take the quotient jP 1;adj=U.Zp/ only as a topological space. The preimage of
jA1;adj=U.Zp/ in �KpU.Zp/ is a perfectoid space, as proved by Ludwig in [42]. The preimage
of j1j=U.Zp/ has a Zp-cover that is an affinoid perfectoid space. This allows us to bound
the support of each Ri �HT�=U.Zp/.I

C=p/, and we conclude by the Leray spectral sequence.

More generally, the Bruhat decomposition G D
F

w2W P� BwP� gives a decom-
position F` D

F
w2W P� F`w into locally closed Schubert cells indexed by certain Weyl

group elements. For each F`w=U.Zp/, we can quantify how far its preimage in ��
KpU.Zp/

is from being a perfectoid space, which depends on the length of the Weyl group element w.
The assumption that GQp is split guarantees that all the Weyl group elements lie in the
ordinary locus inside F`, which greatly simplifies the analysis. However, the analogue of
Theorem 5.1 may hold even without the assumption that GQp is split, and even when the
ordinary locus is empty. There is some evidence in this direction, e.g., by using embeddings
into higher-dimensional Shimura varieties attached to split groups, or by using the results
of [36] to handle the Harris–Taylor case, as in the upcoming PhD thesis of Louis Jaburi.
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The Bruhat decomposition onF` has more recently been used by Boxer and Pilloni
to define a version of higher Coleman theory indexed by each w 2W P� in [8]. The develop-
ment of higher Coleman and higher Hida theories shows that the geometric theory of p-adic
automorphic forms on Shimura varieties is much richer than previously expected. Further-
more, the Bruhat decomposition indicates the form a p-adic Eichler–Shimura isomorphism
should take, relating completed cohomology to these more geometric theories. In joint work
in progress with Mantovan and Newton, we use the geometry described in Example 5.2 to
give a new proof of the ordinary Eichler–Shimura isomorphism due to Ohta [46, 47]. Our
result decomposes the ordinary completed cohomology of the modular curve in terms of
Hida theory and higher Hida theory, the latter recently developed by Boxer and Pilloni in [7].

Theorem 5.1 seems far away from Conjecture 2.2, because it concerns Shimura
varieties with “infinite level” at p. However, one could ask whether a version of Theorem 5.1
holds already at level B.Zp/, at least after applying an ordinary idempotent, as in Hida
theory. If that were the case, the control theorems in Hida theory (specifically the result
known as independence of level) and a careful application of Poincaré duality would imply
that an ` D p analogue of Conjecture 4.3 holds, with generic replaced by ordinary. More
precisely, in this case, the “auxiliary prime” p where we impose a representation-theoretic
condition is no longer auxiliary but rather equal to `.

6. Applications beyond Shimura varieties

While the focus of this article has been the cohomology of Shimura varieties, The-
orems 4.5 and 5.1 have surprising applications to understanding the cohomology of more
general locally symmetric spaces. For example, let F be an imaginary CM field and G D

ResF=Q GLn. Then G can be realized as the Levi quotient of the Siegel maximal parabolic
of a quasisplit unitary group QG. The Borel–Serre compactification QXBS

QK
for the locally sym-

metric spaces associated with the unitary group QG gives rise to a Hecke-equivariant long
exact sequence of the form

� � � ! H i
c

�
QX QK ; Z=`nZ

�
! H i

�
QX QK ; Z=`nZ

�
! H i

�
@ QX QK ; Z=`nZ

�
! H iC1

c

�
QX QK ; Z=`nZ

�
! � � � ; (6.1)

where @ QX QK D
QXBS

QK
n QX QK is the boundary of the Borel–Serre compactification. The usual and

compactly supported cohomology of QX QK can be simplified to some extent by applying either
of the two vanishing theorems. On the other hand, the cohomology of XK can be shown to
contribute to the cohomology of @ QX QK , in some more or less controlled fashion.

Let m � T be a non-Eisenstein maximal ideal in the support of R�.XK ; Z`/ and
let T .K/m denote the quotient of T that acts faithfully on R�.XK ; Z`/m. In addition to
the residual Galois representation N�m, Scholze associates to m a deformation �m valued in
T .K/m=I , for some nilpotent ideal I . This was subsequently shown by Newton and Thorne
in [45] to satisfy I 4 D 0. In [20], we used a variant of Theorem 5.1 together with the excision
sequence (6.1) to eliminate this nilpotent ideal entirely, under the assumption that ` splits

1761 The cohomology of Shimura varieties with torsion coefficients



completely in the CM field F . This leads to a more natural statement on the existence of
Galois representations in this setting.

The Galois representations �m are expected to satisfy a certain property known
as local–global compatibility, which is particularly subtle to state and prove at primes
above `. For example, after inverting `, the �m are expected to be de Rham, in the sense
of Fontaine, but it is less clear what the right condition should be for torsion Galois rep-
resentations. In another application, Theorem 4.5 is crucially used in [1] together with the
excision sequence (6.1) to prove that �m satisfies the expected local–global compatibility
at primes above ` in two restricted families of cases: the ordinary case and the Fontaine–
Laffaille case.6 In joint work in progress with Newton, we should be able to extend these
methods to cover significantly more.

The local–global compatibility results established in [1] are already extremely
useful: they help us implement the Calegari–Geraghty method unconditionally for the first
time in arbitrary dimension. A striking application is the following result.

Theorem 6.1 ([1, Theorem 1.0.1]). Let F be a CM field and E=F be an elliptic curve that
does not have complex multiplication. Then E is potentially automorphic and satisfies the
Sato–Tate conjecture.

The potential automorphy of E was established at the same time in work of Boxer–
Calegari–Gee–Pilloni [6], who also showed the potential automorphy of abelian surfaces
over totally real fields. Their work relies on the Calegari–Geraghty method for the coherent
cohomology of Shimura varieties and uses a preliminary version of higher Hida theory, due
to Pilloni, as a key ingredient.
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On the Brumer–Stark
conjecture and
refinements
Samit Dasgupta and Mahesh Kakde

Abstract

We state the Brumer–Stark conjecture and motivate it from two perspectives. Stark’s per-
spective arose in his attempts to generalize the classical Dirichlet class number formula for
the leading term of the Dedekind zeta function at s D 1 (equivalently, s D 0). Brumer’s
perspective arose by generalizing Stickelberger’s work regarding the factorization of Gauss
sums and the annihilation of class groups of cyclotomic fields. These viewpoints were syn-
thesized by Tate, who stated the Brumer–Stark conjecture in its current form.
The conjecture considers a totally real field F and a finite abelian CM extension H=F .
It states the existence of p-units in H whose valuations at places above p are related to
the special values of the L-functions of the extension H=F at s D 0. Essentially equiva-
lently, the conjecture states that a Stickelberger element associated to H=F annihilates the
(appropriately smoothed) class group of H .
We describe our recent proofs of the Brumer–Stark conjecture away from 2. The con-
jecture has been refined by many authors in multiple directions. We state some of these
refinements and our results towards them. The key technique involved in the proofs is
Ribet’s method.
One of the refinements we discuss is an exact p-adic analytic formula for Brumer–Stark
units stated by the first author and his collaborators. We describe this formula and high-
light some salient points of its proof. Since the Brumer–Stark units along with other
easily described elements generate the maximal abelian extension of a totally real field,
our results can be viewed as an explicit class theory for such fields. This can be considered
a p-adic version of Hilbert’s 12th problem.
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1. Background and motivation

Dirichlet’s class number formula, conjectured for quadratic fields by Jacobi in 1832
and proven by Dirichlet in 1839, is one of the earliest examples of a relationship between
leading terms of L-functions and global arithmetic invariants. Let F be a number field with
ring of integers OF . The Dedekind zeta function associated with F is defined as

�F .s/ D

X
0¤a�OF

Na�s; Re.s/ > 1;

where a runs through the nonzero ideals in OF . The function �F .s/ generalizes Riemann’s
zeta function and has a meromorphic continuation to the whole complex plane with only a
simple pole at s D 1. Dirichlet’s class number formula, which is proved using a “geometry
of numbers” approach, evaluates the residue at s D 1:

lim
s!1

.s � 1/�F .s/ D
2r1.2�/r2RF hF

wF

p
jDF j

:

Here r1 is the number of real embeddings ofF and 2r2 is the number of complex embeddings
of F . Further, hF and RF denote the class number and regulator (defined below) of F ,
respectively, whilewF denotes the number of roots of unity in F andDF is the discriminant
of F=Q. The meromorphic function �F .s/ satisfies a functional equation relating �F .s/ and
�F .1 � s/. Using this functional equation, Dirichlet’s class number formula can be restated
as giving the leading term of the Taylor expansion of �F .s/ at s D 0:

�F .s/ D �
hF RF

wF

sr1Cr2�1
C O.sr1Cr2/: (1.1)

Artin described a theory of L-functions generalizing the Dedekind zeta function.
Let GF be the absolute Galois group of F . A Dirichlet character for F (or a degree 1 Artin
character of F ) is a homomorphism � W GF ! C� with finite image. Class field theory
identifies � with a function, again denoted by �, from the set of nonzero ideals of OF to C.
Define

L.�; s/ D

X
0¤a�OF

�.a/Na�s; Re.s/ > 1:

Again L.�; s/ has a meromorphic continuation to the whole complex plane with only a
simple pole at s D 1 if � is trivial. If H=F is a Galois extension with finite abelian Galois
group G D Gal.H=F /, then we can view any character � 2 OG D Hom.G;C�/ as a Dirichlet
character for F , and we have the Artin factorization formula

�H .s/ D

Y
�2 OG

L.�; s/: (1.2)

Dirichlet’s class number formula (1.1) for the field H gives the leading term of the
left-hand side of (1.2) at s D 0. Stark asked for an analogous formula for L.�; s/ at s D 0 for
each character �, thereby giving a canonical factorization of the term hH RH =wH . This led
to the formulation of the abelian Stark conjecture, which we state in Section 2. This statement
involves the choice of places ofF that split completely inH . After stating Stark’s conjecture,
we restrict in the remainder of the paper to the case that the splitting places of F are finite.
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Since the associated L-values here are algebraic, one can make progress on the conjectures
through p-adic techniques such as p-adic Galois cohomology. To obtain nonzero L-values
(and hence have nontrivial statements), parity conditions force us to restrict to the setting
that F is a totally real field and H is a CM field.

Stark’s conjecture at finite places has a natural restatement in terms of annihilators
of class groups as formulated in the Brumer–Stark conjecture. We recall the statement and
its refinements in Sections 4–5. The rest of the paper is taken up in describing the statement
and proofs of our results toward the Brumer–Stark conjecture and its refinements.

2. Stark’s conjecture

Let us first reformulate Dirichlet’s class number formula.
For any place w of F we normalize the absolute value j � jw W F �

w ! R by

jujw D

8̂<̂
:

juj if w is real,
juj2 if w is complex,
Nw� ordw .u/ if w is nonarchimedean.

For a finite set of places S of F , let XS denote the degree zero subgroup of the free abelian
group on S . Let u1; : : : ; ur1Cr2�1 be a set of generators of the free abelian group O�

F =�F .
Let S1 be the set of archimedean places of F .

The Dirichlet regulator map

O�
F =�F ! RXS1

; u 7!

X
w2S1

log jujw � w

induces an isomorphism RO�
F ! RXS1

. Here and throughout, RXS1
denotes R ˝Z XS1

,
etc. Let w1; : : : ; wr1Cr2 denote the archimedean places of F . Then

¹wi � w1 W 2 � i � r C 1º; r D r1 C r2 � 1 (2.1)

is an integral basis of XS1
. Let RF be the absolute value of the determinant of the isomor-

phism between RO�
F and RXS1

with respect to the bases ¹u1; : : : ; ur1Cr2�1º and (2.1),
respectively. Up to a sign, Dirichlet’s class number formula can be restated as follows:

(i) The rational structure QO�
F on the left-hand side corresponds to the structure

�
.r/
F .0/QXS1

on the right-hand side.

(ii) The integral structureO�
F =�F on the left-hand side corresponds to the structure

�
.r/
F .0/XS1

on the right-hand side.

Motivated by this reformulation, we present Stark’s conjecture and its integral
refinement due to Rubin. For details, see [41]. Let F be a number field of degree n and
let H=F be a finite Galois extension with G D Gal.H=F / abelian. Let S; T be two finite
disjoint sets of places of F satisfying the following conditions:
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(1) S contains the sets S1 of archimedean places and Sram of places ramified in H .

(2) T contains at least two primes of different residue characteristic or at least one
prime of residue characteristic larger than n C 1, where n D ŒF W Q�.

For any character � 2 OG D Hom.G;C�/, define the S -depleted, T -smoothed L-function

LS;T .�; s/ D

Y
p62S

1

1 � �.p/Np�s

Y
p2T

�
1 � �.p/Np1�s

�
; Re.s/ > 1:

The function LS;T .�; s/ extends by analytic continuation to a holomorphic function
on C. The Stickelberger element associated to this data is the unique group-ring element
‚S;T .H=F; s/ 2 CŒG� satisfying

�
�
‚S;T .H=F; s/

�
D LS;T .��1; s/ for all � 2 OG:

Let SH denote the set of places of H above those in S , and similarly for TH . Define

US;T D
®
x 2 H �

W ordw.x/ � 0 for all w 62 SH and x � 1 .mod TH /
¯
:

The condition on T ensures that US;T does not have any torsion. The Galois equivariant
version of Dirichlet’s unit theorem gives an RŒG�-module isomorphism

� W RUS;T ! RXSH
;

�.u/ D

X
w2SH

log
�
jujw

�
� w: (2.2)

Suppose that exactly r places v1; : : : ; vr 2 S split completely in H and #S � r C 1.
The order of vanishing of LS;T .�; s/ at s D 0 is given by

r.�/ D dimC.CUS;T /.�/
D

8<: #¹v 2 S W �.v/ D 1º if � ¤ 1;

#S � 1 if � D 1;

whence r.�/ � r for all � 2 OG. Stark’s conjecture predicts that the r th derivative
‚

.r/
S;T .H=F; 0/ captures the “non-rationality” of the map �.

Conjecture 2.1 (Stark). We have

‚
.r/
S;T .H=F; 0/ � Q

r̂

XSH
� �

�
Q

r̂

US;T

�
:

Concretely, this states that for each character � of G with r.�/ D r , the nonzero
number L

.r/
S;T .��1; s/ lies in the one-dimensionalQ-vector space spanned by �.

Vr
.U

.�/
S;T //.

Let us reformulate Conjecture 2.1 in terms of the existence of special elements.
Write X�

SH
D Hom.XSH

; ZŒG�/. For ' 2
Vr

X�
SH

, there is a determinant map
r̂

XSH
�

r̂

X�
SH

! ZŒG�

defined by

.x1 ^ � � � ^ xr ; '1 ^ � � � ^ 'r / 7! '1 ^ � � � ^ 'r .x1 ^ � � � ^ xr / D det
�
'i .xj /

�
i;j

:
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We extend the determinant map to R-linearizations. We fix a place wi of H above each vi .
Let w�

i 2 X�
SH

be induced by

w�
i .w/ D

X
2GWwi Dw

:

Conjecture 2.2 (Stark). Put ' D w�
1 ^ � � � ^ w�

r . There exists u 2 Q
Vr

US;T such that

'
�
�.u/

�
D ‚

.r/
S;T .H=F; 0/:

The equivalence of Conjectures 2.1 and 2.2 is proven in [41, Proposition 2.4].
We are now ready to state the integral version of Stark’s conjecture. In the rank

r D 1 case, Stark proposed the statement that u in Conjecture 2.2 lies in US;T . This is the
famous “rank 1 abelian Stark conjecture.” In the higher rank case, the obvious generalization
u 2

Vr
US;T is not true, as was experimentally observed by Rubin [41]. Rubin defined a

lattice, nowadays called “Rubin’s lattice” and conjectured that it contains the element u.
Put U �

S;T D HomZŒG�.US;T ;ZŒG�/.
The r th exterior bidual of US;T (see [7] for a more general study and the initiation

of this terminology) is defined by
r\

US;T D

� r̂

U �
S;T

��

Š

²
x 2

r̂

QUS;T W '.x/ 2 ZŒG� for all ' 2

r̂

U �
S;T

³
:

We would like to consider only the “rank r” component of this bidual. To this end,
for each character � 2 OG consider the associated idempotent

e� D
1

#G

X
g2G

�.g/g�1
2 CŒG�:

Define er D
P

e� 2 QŒG�, where the sum extends over the set®
� 2 OG W L

.r/
S;T .�; 0/ ¤ 0

¯
D
®
� 2 OG W �.Gv/ ¤ 1; v 2 S n ¹v1; : : : ; vrº

¯
:

Define Rubin’s lattice by

L.r/US;T D

� r\
US;T

�
\ er

�
Q

r̂

U �
S;T

�
:

The following is Rubin’s higher rank integral Stark conjecture.

Conjecture 2.3 ([41], Conjecture B’). Put ' D w�
1 ^ � � � ^ w�

r . There exists u 2 L.r/US;T

such that
'
�
�.u/

�
D ‚

.r/
S;T .H=F; 0/:

3. Stark’s conjectures at finite places

We now assume that the totally split places v1; : : : ; vr from the previous section are
all finite. This happens only when F is a totally real field and H is totally complex. In fact,
the fixed fields of characters with nonvanishingL-functions at 0 are CM fields, so we restrict
to the setting where F is totally real and H is CM for the remainder of the article. We also
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enact a slight notational change and write the set denoted S in the previous sections as S 0,
and let S D S 0 n ¹v1; : : : ; vrº. The reason for this is that we now still have S � S1 [ Sram.

As we explain, in this setting Conjecture 2.2 for S 0 follows from a classical ratio-
nality result of Klingen–Siegel, though the integral refinement in Conjecture 2.3 remains a
nontrivial statement. For a fixed place w of H , we have

log jujw D � ordw.u/ logNw: (3.1)

Since the Euler factors at the vi are equal to .1 � Nv�s
i / D .1 � Nw�s

i /, we also have

‚
.r/
S 0;T .H=F; 0/ D ‚S;T .H=F; 0/ �

rY
iD1

logNwi : (3.2)

Theorem 3.1 (Klingen–Siegel). We have ‚S;T WD ‚S;T .H=F; 0/ 2 QŒG�.

With er as in the previous section, we are then led to define a map over Q

�Q W er .QUS 0;T / ! er .QXS 0
H

/; �Q.u/ D

X
wjvi some i

ordw.u/ � w:

Note that er .QXS 0
H

/ is the Q-vector space generated by the places of H above the vi . The
map �Q is a QŒG�-module isomorphism, and it induces an isomorphism on the free rank
one QŒG�-modules obtained by taking r th wedge powers. In view of (3.1), the map on r th
wedge powers induced by the map � of (2.2), when restricted to er .Q

Vr
US 0;T /, is equal

to .
Qr

iD1 log Nwi / � �Q. Conjecture 2.2 follows from this observation together with (3.2),
since Theorem 3.1 implies the existence of u 2 er .Q

Vr
US 0;T / such that

'
�
�Q.u/

�
D ‚S;T :

Here ' D w�
1 ^ � � � ^ w�

r as in the statement of the conjecture.
On the other hand, the integral statement in Conjecture 2.3 lies deeper. We first note

the following celebrated theorem of Deligne–Ribet [21] and Cassou-Noguès [8] refining the
Klingen–Siegel theorem. The condition on the set T stated in Section 2 is crucial in this
result. We remark that Deligne–RIbet prove their result using Hilbert modular forms, as an
integral refinement of the strategy of the strategy established earlier by Siegel. This theme
reappears in our own work described in §6.

Theorem 3.2. We have ‚S;T 2 ZŒG�.

Conjecture 2.3 in this setting is known as the Rubin–Brumer–Stark conjecture:

Conjecture 3.3 (Rubin–Brumer–Stark). There exists u 2 L.r/US 0;T such that

'
�
�Q.u/

�
D ‚S;T :

We describe in Theorem 4.3 below a strong partial result toward this conjecture.
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4. The Brumer–Stark conjecture

Having stated the higher rank Rubin–Brumer–Stark conjecture, we now wind back
the clock and focus on the case r D 1. This case had been studied independently by Brumer
and Stark and served as a motivation for Rubin’s work. Writing the splitting prime v1 as p,
the conjecture may be stated as follows.

Conjecture 4.1 (Brumer–Stark). Fix a prime ideal p � OF , p 62 S [ T , such that p splits
completely in H . Fix a prime P � OH above p. There exists a unique element up 2 H �

such that jupjw D 1 for every place w of H not lying above p,

ordG.up/ WD

X
�2G

ordP

�
�.up/

�
��1

D ‚S;T ; (4.1)

and u � 1 .mod q/ for all q 2 TH .

Note that the condition jujw D 1 includes all complex places w, so c.up/ D u�1
p

for the unique complex conjugation c 2 G.
As we have alread noted, Stark arrived upon this statement in the 1970s through

his attempts to generalize and factorize the classical Dirichlet class number formula (though
in a slightly different formulation; the statement above is due to Tate [46]). Prior to this,
in the 1960s, Brumer was interested in generalizing Stickelberger’s classical factorization
formula for Gauss sums in cyclotomic fields. Stickelberger’s result can be formulated as
stating that when H D Q.�N / is a cyclotomic field, the Stickelberger element annihilates
the class group of H . Let us consider Brumer’s perspective of annihilation of class groups
in the case of general H=F .

4.1. Annihilation of class groups
Let ClT .H/ denote the ray class group of H with conductor equal to the product of

primes in TH . This is defined as follows. Let IT .H/ denote the group of fractional ideals of
H relatively prime to the primes in TH . LetPT .H/ denote the subgroup of IT .H/ generated
by principal ideals .˛/ where ˛ 2 OH satisfies ˛ � 1 .mod q/ for all q 2 TH . Then

ClT .H/ D IT .H/=PT .H/:

This T -smoothed class group is naturally a G-module.
With the notation as in Conjecture 4.1, we have

P‚S;T D .up/: (4.2)

Such an equation holds for all p 62 S [ T that split completely in H . The set of primes of H

above all such p generate ClT .H/. Hence we deduce

‚S;T 2 AnnZŒG�

�
ClT .H/

�
: (4.3)

In fact, (4.3) is almost equivalent to Conjecture 4.1; given (4.2), the element up satisfies all
of the conditions necessary for Conjecture 4.1 except possibly c.up/ D u�1

p . But of course
vp D up=c.up/ satisfies this condition and moreover satisfies P2‚S;T D .vp/. Therefore the
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only possible discrepancy between the statements is a factor of 2, which disappears when we
localize away from 2 as in the rest of this paper. Let us therefore define

R D ZŒ1=2�ŒG�� D ZŒ1=2�ŒG�=.c C 1/;

and for any ZŒG�-module M we write M � D M ˝ZŒG� R. There exists an element
up 2 OH Œ1=p�� ˝ ZŒ1=2� satisfying Conjecture 4.1 if and only if

‚S;T 2 AnnR

�
ClT .H/�

�
: (4.4)

This is the Brumer–Stark conjecture “away from 2”.
Many authors have studied (4.4) as well as refinements. The works of Burns, Grei-

ther, Kurihara, Popescu, and Sano are particularly noteworthy [4–7,25–27,35]. Many of these
refinements involve Fitting ideals, whose definition we now recall.

Let R be a commutative ring and M an R-module with finite presentation:

Rm A
�! Rn

! X ! 0:

Here A is an n � m matrix over R. The i th Fitting ideal Fitti;R.M/ is the ideal generated by
the n � i � n � i minors of A. It is a standard fact [37, Chapter 3, Theorem 1] that Fitti;R.M/

does not depend on the chosen presentation of M . We write FittR.M/ for Fitt0;R.M/, and
when these is no ambiguity about the choice of i D 0, we call this the Fitting ideal of M .

The Fitting ideal of a finitely presented module is contained in its annihilator:

FittR.M/ � AnnR.M/: (4.5)

In view of (4.4) and (4.5), it is therefore natural to ask whether ‚S;T lies in the Fitting ideal
of ClT .H/� overR. It was noticed by Popescu in the function field case [38] and by Kurihara
in the number field case that while this holds sometimes, it does not always hold. Greither
and Kurihara [25,26] observed that the statement may be corrected by replacing ClT .H/� by
its Pontryagin dual

ClT .H/�;_
D HomZ

�
ClT .H/�;Q=Z

�
:

We endow ClT .H/�;_ with the contragradient G-action g � '.x/ D '.g�1x/. Denote by #
the involution on ZŒG� induced by g 7! g�1 for g 2 G.

Conjecture 4.2 (Kurihara, “Strong Brumer–Stark”). We have

‚#
S;T 2 FittR

�
ClT .H/�;_

�
:

Conjecture 4.2 leads to the following natural questions:

(1) What is the Fitting ideal of ClT .H/�;_?

(2) What is the Fitting ideal of ClT .H/�?

(3) Is there a natural arithmetically defined R-module whose Fitting ideal is gener-
ated by ‚S;T or ‚#

S;T ?
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The precise conjectural description of the Fitting ideal of ClT .H=F /�;_ was given
by Kurihara [35]; we state this in Section 5.1 below. An important fact about this statement
is that when Sram is nonempty, the Fitting ideal of ClT .H=F /�;_ is in general not principal
(and in particular is not generated by ‚#

S;T ).
A conjectural answer to the second question above has recently been provided in a

striking paper by Atsuta and Kataoka [1]. They show that their conjecture is implied by the
Equivariant Tamagawa Number Conjecture.

The third question is answered by a conjecture of Burns, Kurihara, and Sano, and
is the topic of Section §5.3. We note that Fitting ideals of finitely presented R-modules
are rarely principal. It is therefore remarkable that Burns–Kurihara–Sano defined a natural
arithmetic object whose Fitting ideal is principal.

4.2. Our results
We now describe some of our results toward these conjectures [17, Theorem 1.4].

Theorem 4.3. Kurihara’s exact formula for FittR.ClT .H/�;_/ holds (see Theorem 5.1). In
particular, we have the Brumer–Stark and Strong Brumer–Stark conjectures away from 2:

‚#
S;T 2 FittR

�
ClT .H/�;_

�
� AnnR

�
ClT .H/�

�#
:

Finally, Rubin’s higher rank Brumer–Stark conjecture holds away from 2: with notation as
in Conjecture 3.3, there exists u 2 L.r/US 0;T ˝ ZŒ1=2� such that '.�Q.u// D ‚S;T .

Partial results in this direction had been obtained earlier by Burns [5] (including a
� D 0 hypothesis and the assumption of the Gross–Kuz’min conjecture) and by Greither and
Popescu [27] (including a � D 0 hypothesis and imprimitivity conditions on S ).

Our results in [17] do not seem to directly imply the conjecture of Atsuta andKataoka
on FittR.ClT .H/�/ or the conjecture of Burns. However, we prove an analogous result
toward the latter, with .S; T / replaced by an alternate pair .†; †0/, in Theorem 5.6. This
result turns out to be strong enough to deduce Theorem 4.3.

In §6 we give a detailed summary of the proof of Theorem 5.6. Key ingredients
are the ZŒG�-modules r†0

† .H/ defined by Ritter and Weiss, and Ribet’s method of using
modular forms to construct Galois cohomology classes associated to L-functions.

4.3. Explicit formula for Brumer–Stark units
We conclude this section by describing a further direction in the study of Brumer–

Stark units, that of explicit formulae and applications to explicit class field theory. This theme
was initiated by Gross in [28] and [29] and developed by the first author and collaborators over
a series of papers [9,10,13,15,20].

Let p be as above andwriteS 0 D S [ ¹pº. LetL denote a finite abelian CMextension
of F containing H that is ramified over F only at the places in S 0. Write g D Gal.L=F / and
� D Gal.L=H/, so g=� Š G. Let I denote the relative augmentation ideal associated to g

and G, i.e., the kernel of the canonical projection Aug W ZŒg� � ZŒG�. Then ‚S 0;T .L=F /
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lies in I , since its image under Aug is

‚S 0;T .H=F / D ‚S;T .H=F /.1 � �p/ D 0: (4.6)

Here �p denotes the Frobenius associated to p in G, and this is trivial since p splits com-
pletely inH . Intuitively, if we view‚S 0;T .L=F / as a function on the ideals ofZŒg�, equation
(4.6) states that this function “has a zero” at the ideal I ; the value of the “derivative” of this
function at I is simply the image of ‚S 0;T .L=F / in I=I 2. Gross provided a conjectural
algebraic interpretation of this derivative as follows. Denote by

recP W H �
P ! �

the composition of the inclusion H �
P ,! A�

H with the global Artin reciprocity map

A�
H � �:

Throughout this article we adopt Serre’s convention [42] for the reciprocity map. Therefore
rec.$�1/ is a lifting to Gab

p of the Frobenius element on the maximal unramified extension
of Fp if $ 2 F �

p is a uniformizer.

Conjecture 4.4 (Gross, [29, Conjecture 7.6]). Define

recG.up/ D

X
�2G

�
recP �.up/ � 1

�
Q��1

2 I=I 2; (4.7)

where Q� 2 g is any lift of � 2 G. Then

recG.up/ � ‚
L=F
S 0;T in I=I 2:

The main result of [18] is the following.

Theorem4.5. Letp be an odd prime and suppose that p lies abovep. Gross’s Conjecture 4.4
holds in .I=I 2/ ˝ Zp .

Our interest in this result is that by enlarging S and taking larger and larger field
extensions L=F , one can use (4.7) to specify all of the p-adic digits of up. One therefore
obtains an exact p-adic analytic formula for up. This formula can be described either using
the Eisenstein cocycle or more explicitly via Shintani’s method; the latter approach is fol-
lowed in Section 7.2. In Section 7.3, we describe the argument using “horizontal Iwasawa
theory” to show that Theorem 4.5 implies the conjectural exact formula. In Section 7.4 we
summarize the key ingredients involved in the proof of Theorem 4.5, including an integral
version of the Greenberg–Stevens L -invariant and an associated modified Ritter–Weiss
module rL . In the setting of F real quadratic, Darmon, Pozzi, and Vonk have given an
alternate, elegant proof of the explicit formula for the units up (Section 7.5). Their approach
involves p-adic deformations of modular forms, rather than the tame deformations that we
consider.

One significance of the exact formula is that we show that the collection of Brumer–
Stark units, together with some easily described elements, generate the maximal abelian
extension of the totally real field F .
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Theorem 4.6. Let BS denote the set of Brumer–Stark units up as we range over all possible
CMabelian extensionsH=F and for each extension a choice of prime p that splits completely
in H . Let ¹˛1; : : : ; ˛n�1º denote any elements of F � whose signs in ¹˙1ºn=.�1; : : : ; �1/

under the real embeddings of F form a basis for this Z=2Z-vector space. The maximal
abelian extension of F is generated by BS together with

p
˛1; : : : ;

p
˛n�1:

F ab
D F.BS;

p
˛1; : : : ;

p
˛n�1/:

It is important to stress that the exact formula for up described in Sectin 7.2 can be
computed without knowledge of the field H , using only the data of F , p, and the conduc-
tor of H=F . Furthermore, we can leave out any finite set of primes p without altering the
conclusion of the theorem. In this way we obtain an explicit class field theory for F , i.e.,
an analytic construction of its maximal abelian extension F ab using data intrinsic only to
F itself. Explicit computations of class fields of real quadratic fields generated using our
formula are provided in [17, §2.3] and [23].

5. Refinements of Stark’s conjecture

In this section we recall various refinements of the strong Brumer–Stark conjecture.

5.1. The conjecture of Kurihara
In this section we describe the Fitting ideal of the minus part of the dual class group.

For each v in Sram, let Iv � Gv � G denote the inertia and decomposition groups, respec-
tively, associated to v. Write

ev D
1

#Iv

NIv D
1

#Iv

X
�2Iv

� 2 QŒG�

for the idempotent that represents projection onto the characters of G unramified at v. Let
�v 2 Gv denote any representative of the Frobenius coset of v. The element 1 � �vev 2 QŒG�

is independent of choice of representative. Following [25], we define the Sinnott–Kurihara
ideal, a priori a fractional ideal of ZŒG�, by

SKuT .H=F / D .‚#
S1;T /

Y
v2Sram

.NIv; 1 � �vev/:

Kurihara proved using the theorem of Deligne–Ribet and Cassou-Noguès that SKuT .H=F /

is a subset of ZŒG� (see [17, Lemma 3.4]). The following conjecture of Kurihara is proven in
[17, Theorem 1.4].

Theorem 5.1. We have

FittR
�
ClT .H/�;_

�
D SKuT .H=F /�:

The definition of the Sinnott–Kurihara ideal is inspired by Sinnott’s definition of
generalized Stickelberger elements for abelian extensions of Q [44]. For a generalization of
Sinnott’s ideal to arbitrary totally real fields see [25, §2]. In general, Sinnott’s ideal contains
the Sinnott–Kurihara ideal but it may be strictly larger.
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The plus part of the Sinnott–Kurihara ideal is not very interesting as the plus part
of ‚#

S1;T is 0. The plus part of the class group is much smaller than the minus part and
seems harder to describe; for example, Greenberg’s conjecture on the vanishing of lambda
invariants implies that the order of the plus part is bounded up the cyclotomic tower. For
abelian extensions of Q, the plus part is described by Sinnott using cyclotomic units.

5.2. The conjecture of Atsuta–Kataoka
It is, in fact, more natural to ask about the Fitting ideal of ClT .H/, as opposed to the

Pontryagin dual. A conjectural answer to this question has been provided in a recent paper
of Atsuta–Kataoka [1] using the theory of shifted Fitting ideals developed by Kataoka [32].
We recall this notion now.

Let M be an R-module of finite length. Take a resolution

0 ! N ! P1 ! � � � ! Pd ! M ! 0

with each Pi of projective dimension � 1. Following [32], define the shifted Fitting ideal

FittŒd�
R .M/ D

 
dY

iD1

FittR.Pi /
.�1/i

!
FittR.N /:

The independence of this definition from the choice of resolution is proven in [32, Theorem 2.6

and Proposition 2.7]. Let

gv D 1 � �v C #Iv 2 ZŒG=Iv�; hv D 1 � ev�v C NIv 2 QŒG�:

Define the ZŒG�-module
Av D ZŒG=Iv�=.gv/:

Conjecture 5.2 (Atsuta–Kataoka). We have

FittR
�
ClT .H/�

�
D

� Y
w2Sram;H

h�
v FittŒ1�

R .A�
v /

�
‚S1;T :

In [1], the authors give an explicit description of the ideal h�
v FittŒ1�

ZŒG��
.A�

v / appear-
ing in Conjecture 5.2. Write Iv D J1 � � � � � Js for cyclic groups Ji , 1 � i � s. For each i ,
put

Ni D NJi D

X
�2Ji

� 2 ZŒG�:

Furthermore, put I D ker.ZŒG� ! ZŒG=Gv�/ for the relative augmentation ideal. For each
1 � i � s, put Zi for the ideal of ZŒG� generated by Nj1 � � �Njs�i

, where .j1; : : : ; js�i / runs
through all tuples of integers satisfying 1 � j1 � � � � � js�i � s. Define

J D

sX
iD1

Zi I
i�1:

Although Zi depends on the decomposition of Iv into cyclic groups, the ideal J is indepen-
dent (see [1, Definition 1.2]).
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Theorem 5.3 (Atsuta–Kataoka). We have

h�
v FittŒ1�

ZŒG��
.A�

v / D
�
NIv; .1 � ev�v/J

�
as fractional ideals of ZŒG��.

Atsuta–Kataoka prove:

Theorem 5.4. The Equivariant Tamagawa Number Conjecture for H=F implies Conjec-
ture 5.2.

5.3. The conjecture of Burns–Kurihara–Sano
The refinements mentioned above do not involve principal ideals. The method of

Ribet, which attempts to show the inclusion of an arithmetically defined ideal into an ana-
lytically defined ideal, works well for principal ideals. From this point of view, it is natural
to ask if there is an arithmetically defined object whose Fitting ideal is generated by the
Stickelberger element ‚S;T . Burns, Kurihara and Sano provided a conjectural answer to
this question [6]. A modification of this statement (Theorem 5.6 below) is the main technical
result in [17] from which all the results of Theorem 4.3 are deduced.

We now recall the statement of the conjecture of Burns–Kurihara–Sano. Let H �
T be

the group of x 2 H � such that ordw.x � 1/ > 0 for each prime w 2 TH . Define

SelTS .H/ D HomZ.H �
T ;Z/=

Y
w…SH [TH

Z;

where the implicit map sends a tuple .xw/ to the function
P

w xw ordw . The G-action on
SelTS .H/ is the contragradient G-action .g'/.x/ D '.g�1x/.

Conjecture 5.5 (Burns–Kurihara–Sano). We have

FittR
�
SelTS .H/�

�
D .‚#

S;T /:

We have proven a version of this result with altered sets S and T . Fix an odd prime
p and put Rp D ZpŒG��. Define

† D S n ¹v 2 S W v − pº

and
†0

D T [ ¹v 2 S W v − pº

Theorem 5.6 ([17, Theorem 3.3]). Let Sel†
0

† .H/�
p D Sel†

0

† .H/ ˝ZŒG� Rp . We have

FittRp

�
Sel†

0

† .H/�
p

�
D .‚#

†;†0/:

It turns out that Theorem 5.6 is strong enough to imply Kurihara’s conjecture (The-
orem 5.1). The key point is that there is a short exact sequence

0 SelT†.H/� Sel†
0

† .H/�
Q

w2S 0
H

�
.OH =w/�

�_;�
0;

(5.1)
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from which one deduces (see [17, Theorem 3.7])

FittRp

�
SelT†.H/�

p

�
D .‚#

†;T /
Y

v2Sram;v−p

.NIv; 1 � �vev/:

Since SelTS1
.H/� Š ClT .H/�;_, it then remains to calculate the effect of removing the

primes v 2 Sram; v j p from †. This is a delicate process using functorial properties of the
Ritter–Weissmodules discussed in §6, and one obtains (see [17, Appendix B]) the desired result

FittRp

�
SelTS1

.H/�
p

�
D .‚#

S1;T /
Y

v2Sram

.NIv; 1 � �vev/:

6. Ritter–Weiss modules and Ribet’s method

In this section we summarize the proof of Theorem 5.6.

6.1. Ritter–Weiss modules
The ZŒG�-module that shows up in our constructions with modular forms is a cer-

tain transpose of SelTS .H/ in the sense of Jannsen [31], denoted rT
S .H/. This module was

originally defined by Ritter and Weiss in the foundational paper [40] without the smoothing
set T . We incorporated the smoothing set T and established some additional properties of
rT

S .H/ in [17, Appendix A]. To describe these properties, we work over Rp D ZpŒG�� and
consider finite disjoint sets †; †0 satisfying the following:

• † � S1 and † [ †0 � Sram.

• †0 satisfies the condition (2) on T in Section 2.

• The primes in †0 \ Sram have residue characteristic ` ¤ p.

Note that the pair .S; T / from Section 2 and the pair .†; †0/ considered in Section 5.3 both
satisfy these conditions. The moduler†0

† .H/�
p D r†0

† .H/ ˝ZŒG� Rp satisfies the following:

• There is a short exact sequence of Rp-modules

0 Cl†
0

† .H/�
p r†0

† .H/�
p .XH†

/�
p 0: (6.1)

Here Cl†
0

† .H/ denotes the quotient of Cl†
0

.H/ by the image of the primes in†H .

• Given a Rp-module B , a surjective Rp-module homomorphism

r
†0

† .H/�
p � B (6.2)

is equivalent to the data of a cocycle � 2 Z1.GF ; B/ and a collection of elements
xv 2 B for v 2 † satsifying the following conditions:

– The cohomology class Œ�� 2 H 1.GF ; B/ is unramified outside †0,
tamely ramified at †0, and locally trivial at †.

– The xv provide local trivializations at†: �.�/ D .� � 1/xv for � 2 Gv .

– The xv along with the image of � generate the module B over Rp .
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The tuples .�; ¹xvº/ are taken modulo the natural notion of coboundary, i.e.,
.�; ¹xvº/ � .� C dx; ¹xv C xº/ for x 2 B .

• The module r†0

† .H/�
p has a quadratic presentation, i.e., there exists an exact

sequence of Rp-modules

M1 M2 r†0

† .H/�
p 0

A (6.3)

where M1 and M2 are free of the same finite rank.

• The module r†0

† .H/�
p is a transpose of Sel†

0

† .H/�
p , i.e., for a suitable quadratic

presentation (6.3) of r†0

† .H/�
p , the cokernel of the induced map

HomRp .M2; Rp/ HomRp .M1; Rp/
AT;#

(6.4)

is isomorphic to Sel†
0

† .H/�
p . Here we follow our convention of giving Hom spaces

the contragradient G-action.

The quadratic presentation property (6.3) implies that FittRp .r†0

† .H/�
p / D det.A/

is principal. The transpose property (6.4) implies that

FittRp

�
r

†0

† .H/�
p

�
D FittRp

�
Sel†

0

† .H/�
p

�#
: (6.5)

Theorem 5.6 is therefore equivalent to

FittRp

�
r

†0

† .H/�
p

�
D .‚†;†0/: (6.6)

We now fix .†; †0/ to be the pair defined in Section 5.3. In the remainder of this section
we outline how (6.6) is proved using Ribet’s method. Throughout, an unadorned ‚ denotes
‚†;†0 (and ‚# denotes ‚#

†;†0 ).

6.2. Inclusion implies equality
An interesting feature of Ribet’s method is that it tends to prove an inclusion in one

direction, that of an algebraically defined ideal contained within an analytically defined ideal.
In our setting, we use it to prove

FittRp

�
r

†0

† .H/�
p

�
� .‚/; equivalently, FittRp

�
Sel†

0

† .H/�
p

�
� .‚#/: (6.7)

We then employ an analytic argument to show that this inclusion is an equality. It is important
to note that the inclusion (6.7) is the reverse direction of that required by the Brumer–Stark
and Strong Brumer–Stark conjectures. It is therefore essential for our approach that one actu-
ally has the statement of an equality rather than just an inclusion (and an analytic argument
to deduce the equality from the reverse inclusion). For this reason, the conjecture of Burns
stated in Section 5.3 (more precisely the analog of it stated in Theorem 5.6) plays an essential
role in our strategy.

Let us describe the analytic argument in the special case † D S1, i.e. there are no
primes above p ramified in H=F . In this case

Sel†
0

† .H/�
p Š Cl†

0

.H/�
p (6.8)
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is finite and ‚ is a non-zero-divisor. Using (6.7), write

FittRp

�
Sel†

0

† .H/�
p

�
D .‚#

� z/ for some z 2 Rp: (6.9)

We must show that z 2 R�
p . An elementary argument (see [17, §2.3]) shows that (6.9) implies

# Sel†
0

† .H/�
p D

�Y
�2 OG
� odd

�.‚#
� z/

�
p

(6.10)

where the subscript p on the right denotes the p-power part of an integer. Yet the analytic
class number formula implies (see [17, §2.1])Y

�2 OG
� odd

�.‚#/ D

Y
�2 OG
� odd

L†;†0.�; 0/
:

D #Cl†
0

.H/�; (6.11)

where :
D denotes equality up to a power of 2. Combining (6.8), (6.10), and (6.11), one finds

that �.z/ is a p-adic unit for each odd character �. It follows that z 2 R�
p as desired.

The generalization of this argument to arbitrary † requires a delicate induction and
is described in [17, §5].

6.3. Ribet’s method
We now describe our implementation of Ribet’s method to prove the inclusion (6.7).

The idea is to use the Galois representations associated to Hilbert modular forms to construct
an Rp-module M and a surjection r†0

† .H/�
p � M such that FittRp .M/ � .‚/. The prop-

erties of Fitting ideals imply that (6.7) follows from the existence of such a surjection. As
described in (6.2), a surjection from r†0

† .H/�
p can be constructed by defining a cohomology

class Œ�� 2 H 1.GF ; M/ satisfying certain local conditions along with local trivializations
at the places in †.

Ribet’s method was described in great detail by Mazur in a beautiful article written
for the celebration of Ribet’s 60th birthday [36]. We borrow from this the following schematic
diagram demonstrating the general path one follows to link L-values (in our case, the Stick-
elberger element ‚) to class groups (in our case, the Ritter–Weiss module r†0

† .H/�
p ).

Eisenstein Series

L-functions Class Groups

Cusp Forms

Galois Cohomology
Classes

Galois Representations

?
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Let us now trace this path in our application.

6.3.1. L-functions to Eisenstein series
The key connection between L-functions and modular forms in Ribet’s method is

that L-functions appear as constant terms of Eisenstein series. We now define the space of
modular forms in which our Stickelberger element ‚ appears.

Let k > 1 be an integer such that

k � 1
�
mod .p � 1/pN

�
for a large value of N . Let n � OF denote the conductor of H=F . Let Mk.nIZ/ denote the
group of Hilbert modular forms for F of level n with Fourier coefficients in Z. For each odd
character � of G valued in C�

p , let

Mk.n; �/ � Mk.nIZ/ ˝ Cp

denote the subspace of forms of nebentypus �. Let

� W GF ! G ! R�
p

denote the canonical character, where the first arrow is projection and the second is induced
by G ,! ZŒG��.

Definition 6.1. The space Mk.n; �I Rp/ of group-ring valued Hilbert modular
forms of weight k and level n over Rp consists of those f 2 Mk.nI Z/ ˝ Rp such that
�.f / 2 Mk.n; �/ for each odd character �. Let Sk.n; �I Rp/ denote the subspace of cusp
forms. We define Mk.n; �IFrac.Rp// and Sk.n; �IFrac.Rp// similarly.

Hilbert modular forms f are determined by their Fourier coefficients c.m; f /

indexed by the nonzero ideals m � OF and their constant terms c�.0; f / indexed by
� 2 ClC.F /, the narrow class group of F . For odd k � 1, there is an Eisenstein series
Ek.�; 1/ 2 Mk.n; �/ whose Fourier coefficients are given by

c
�
m; Ek.�; 1/

�
D

X
ajm

.m=a;n/D1

�.m=a/Nak�1:

To describe the constant coefficients of Ek.�; 1/ we first set S to be minimal, i.e., the union
of S1 and Sram, where the latter is the set of primes dividing n. Next we assume for the
remainder of the article that n ¤ 1; the case n D 1 causes no difficulties but the formulas
must be slightly modified. We then have

c�

�
0; E1.�; 1/

�
D

8<: 0; k > 1;

2�n‚#
S ; k D 1:

Here ‚S D ‚S;�.H=F; 0/ 2 QŒG� denotes the S-depleted but unsmoothed Stickelberger
element. We have Ek.�; 1/ 2 Mk.n; �I Rp/ for k > 1 and E1.�; 1/ 2 M1.n; �IFrac.Rp//

because of the possible nonintegrality of the constant term.
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6.4. Eisenstein series to cusp forms
In order to define a cusp form from the Eisenstein series, one is led to consider cer-

tain linear combinations of the analogues of Ek.�; 1/ as H ranges over all its CM subfields
containing F . This process also incorporates smoothing at the primes in T . We avoid stating
the slightly complicated formula here (see [17, Proposition 8.14]), but the end result is a group
ring form Wk.�; 1/ whose constant terms are given by

c�

�
0; Wk.�; 1/

�
D

8<: 0; k > 1;

2�n‚#; k D 1;
(6.12)

where we remind the reader that ‚# D ‚#
†;†0 . Building off the computations of [19], we

calculate in [17, §8] the constant terms of the Wk.�; 1/ at all cusps; the terms in (6.12) can
be viewed as the constant terms “at infinity.” Indeed, it is the attempt to cancel the constant
terms at other cusps that leads naturally to the definition of the Wk.�; 1/.

In order to define a cusp form, we apply two important results of Silliman [43]. The
first of these generalizes a result of Hida and Wiles and is stated below.

Theorem 6.2 ([43, Theorem 10.7]). Let m be a fixed positive integer. For positive integers
k � 0 .mod .p � 1/pN / with N sufficiently large, there is a Hilbert modular form Vk of
level 1, trivial nebentypus, and weight k defined over Zp such that

Vk � 1 .mod pm/;

and such that the normalized constant term of Vk at every cusp is congruent to 1 .mod pm/.

The idea to construct a cusp form is to fix a very large integer m and to consider
the product W1.�; 1/Vk 2 MkC1.n; �; Rp/ with Vk as in Theorem 6.2. This series has
constant terms at infinity congruent to 2�n‚# modulo pm. One then wants to subtract off
2�n‚#HkC1.�/ for some group ring valued form HkC1.�/ 2 MkC1.n; �; Rp/ to obtain a
cusp form. If there exists a prime above p dividing n (i.e., † � S1 is nonempty), then this
strategy works. Silliman’s second result, which generalizes a result of Chai and is stated in
[43, Theorem 10.10], implies that one can obtain a form that is cuspidal at the cusps “above
infinity at p” in this fashion. Applying Hida’s ordinary operator then yields a form that is
cuspidal.

Theorem 6.3 ([17, Theorem 8.18]). Suppose gcd.n; p/ ¤ 1. For positive integers k � 1

.mod .p � 1/pN / and N sufficiently large, there exists Hk.�/ 2 Mk.n; �; Rp/ such that

Fk.�/ D eordp

�
W1.�; 1/Vk�1 � ‚#Hk.�/

�
lies in Sk.np; R; �/.

The significance of Theorem 6.3 is that we have now constructed a cusp form that
is congruent to an Eisenstein series modulo ‚#.

When gcd.n; p/ D 1, the construction of the cusp form is in fact more interesting,
and a new feature appears. In this case, the ordinary operator atp does not annihilate the form
Wk.�; 1/, and it must be incorporated into our linear combination. Moreover, this apparent
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cost has a great benefit—we obtain a congruence between a cusp form and Eisenstein series
not only modulo ‚#, but modulo a multiple x � ‚# for a certain x 2 Rp . This element x has
an intuitive meaning—it represents the trivial zeroes of the p-adic L-function associated
to �, even the “mod p trivial zeroes.” The precise definition is as follows.

Lemma 6.4. Suppose gcd.n; p/ D 1. For positive k � 1 .mod .p � 1/pN / with N suffi-
ciently large, the element

x D
‚S1

.1 � k/

‚S1
.0/

2 Frac.R/

lies in R and is a non-zero-divisor.

The analogue of Theorem 6.3 for gcd.n; p/ D 1 is as follows.

Theorem 6.5 ([17, Theorem 8.17]). Suppose gcd.n; p/ D 1. For positive integers k � 1

.mod .p � 1/pN / and N sufficiently large, there exists Hk.�/ 2 Mk.n; �; Rp/ such that

Fk.�/ D eordp

�
xW1.�; 1/Vk�1 � Wk.�; 1/ � x‚#Hk.�/

�
lies in Sk.np; R; �/.

The extra factor of x in our congruence between the cusp form Fk.�/ and a linear
combination of Eisenstein series plays an extremely important role in showing that the Galois
cohomology classes we construct are unramified at p.

We conclude this section by interpreting the congruences of Theorems 6.3 and 6.5 in
terms ofHecke algebras.We consider theHecke algebra QT generated overRp by the operators
Tq for primes q − np andUp for primes p j p. (We ignore the operatorsUq for q j n;q − p in
order to avoid issues regarding nonreducedness of Hecke algebras arising from the presence
of oldforms.) We denote by T D eordp . QT/ Hida’s ordinary Hecke algebra associated to QT. Let
�cyc W GF ! Z�

p denote the p-adic cyclotomic character of F . Theorems 6.3 and 6.5 then
yield:

Theorem 6.6. Let x D 1 if gcd.n; p/ ¤ 1 and let x be as in Lemma 6.4 if gcd.n; p/ D 1.
There exists anRp=x‚#-algebraW and a surjectiveRp-algebra homomorphism ' WT! W

satisfying the following properties:

• The structure map Rp=x‚# ! W is an injection.

• '.Tl/ D �k�1
cyc .l/ C �.l/ for l − np.

• '.Up/ D 1 for p j gcd.n; p/.

• Let
U D

Y
pjp;p−n

�
Up � �.p/

�
2 T:

If y 2 Rp and '.U /y D 0 in W , then y 2 .‚#/.

The idea of this theorem is the usual one: the homomorphism ' sends a Hecke
operator to its “eigenvalue mod x‚#” acting on Fk.�/. The only subtlety is the last bullet
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point: the operators Up for p j p, p − n do not act as scalars, so a more involved argument
is necessary. This explains why the ring W is not just Rp=x‚#. The idea behind the last
statement of the theorem is that the operator '.U / introduces a factor of x; If xy is divisible
by x‚# in Rp , then y is divisible by ‚# since x is a non-zero-divisor. This demonstrates
the essential additional ingredient provided by the “higher congruence” modulo x‚# rather
than just modulo ‚#. See [17, Theorem 8.23] for details.

6.5. Cusp forms to Galois representations
In this section we study the Galois representation attached to cusp forms that are

congruent to Eisenstein series. Let m be the intersection of the finitely many maximal ideals
of T containing the kernel of '. Put Tm for the completion of T with respect to m and
K D Frac.Tm/. Then K is a finite product of fields parameterized by the Qp-Galois orbits
of cuspidal newforms of weight k and level n, defined over the ring of integers in a finite
extension of Zp , that are congruent to an Eisenstein series modulo the maximal ideal. As in
[17, §9.2], the work of Hida and Wiles gives a Galois representation

� W GF ! GL2.K/

satisfying the following:

(1) � is unramified outside np.

(2) For all primes l − np, the characteristic polynomial of �.Frobl/ is given by

char
�
�.Frobl/

�
.x/ D x2

� Tlx C �.l/Nlk�1: (6.13)

(3) For every q j p, let Gq denote a decomposition group at q. We have

�jGq �

 
�"k�1

cyc ��1
q �

0 �q

!
;

where "cyc is the p-adic cyclotomic character and �q is an unramified character
given by �q.recq.$�1// D Uq, with $ a uniformizer of F �

q .

Let I denote the kernel of ' extended to ' W Tm ! W . Reducing (6.13) modulo I,
and using Čebotarev to extend from Frobl to all � 2 GF , we see that the characteris-
tic polynomial of �.�/ is congruent to .x � �.�//.x � �cyc.�// .mod I/. In particular, if
�.�/ 6� �cyc.�/ .modm/, then by Hensel’s lemma �.�/ has distinct eigenvalues �1;�2 2 Tm

such that �1 � �k�1
cyc .�/ .mod I / and �2 � �.�/ .mod I/.

To define a convenient basis for �, we choose � 2 GF such that:

(1) � restricts to the complex conjugation of G,

(2) for each q j p, the eigenspace of �jGq projected to each factor of K is not stable
under �.�/.

See [17, Proposition 9.3] for the existence of such � . Since p ¤ 2, we have

�.�/ D �1 6� 1 � �cyc.�/ .mod m/:
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It follows from the discussion above that the eigenvalues of �.�/ satisfy �1 � �cyc.�/ .mod I/
and �2 � �1 .mod I/. Fix the basis consisting of eigenvectors of �.�/, say

�.�/ D

 
�1 0

0 �2

!
:

For a general � 2 GF , write

�.�/ D

 
a.�/ b.�/

c.�/ d.�/

!
:

For each q j p, there is a change of basis matrix

Mq D

 
Aq Bq

Cq Dq

!
2 GL2.K/

satisfying  
a.�/ b.�/

c.�/ d.�/

!
Mq D Mq

 
�"k�1

cyc ��1
q �

0 �q

!
: (6.14)

The second condition in the choice of � ensures that Aq; Cq 2 K�. Furthermore, equating
the upper left-hand entries in (6.14) gives

b.�/ D
Aq

Cq

�
a.�/ � �"k�1

cyc ��1
q .�/

�
for all � 2 Gq: (6.15)

6.6. Galois representations to Galois cohomology classes
We summarize [17, §9.3]. As explained above, we have

a.�/ C d.�/ � �.�/ C �k�1
cyc .�/ .mod I / for all � 2 GF : (6.16)

Applying the same rule for �� and noting that a.��/ D �1a.�/, d.��/ D �2d.�/, we find

a.�/�k�1
cyc .�/ � d.�/ � ��.�/ C �k�1

cyc .��/ .mod I /: (6.17)

Solving the congruences (6.16) and (6.17) and once again using the fact that �k�1
cyc .�/ 6� �1

.mod m/ since p ¤ 2, we find that a.�/; d.�/ 2 Tm and

a.�/ � "k�1
cyc .�/ .mod I/; d.�/ � �.�/ .mod I/ for all � 2 GF : (6.18)

Let B be the Tm submodule of K generated by ¹b.�/ W � 2 GF º [ ¹
Aq

Cq
W q 2

† n S1º. We have �.�� 0/ D �.�/�.� 0/ for �; � 0 2 GF . Equating the upper right entries
and using equation (6.18), we obtain

b.�� 0/ D a.�/b.� 0/ C b.�/d.� 0/ � "k�1
cyc .�/b.� 0/ C �.� 0/b.�/ .mod IB/: (6.19)

Let m be am integer such that k � 1 .mod .p � 1/pm/. Let Iq denote the inertia subgroup
of GF of a prime q. Put B1 for the Tm-submodule of B generated by

IB [ pmB [
®
b.�/ W � 2 Iq for q j p; q … †

¯
:

Define B D B=B1. Equation (6.19) then gives that �.�/ D ��1.�/b.�/ is a cocyle defining
a cohomology class Œ�� in H 1.GF ; B.��1// satisfying the following local properties:
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(1) As � is unramified at l − np, so is the class Œ��.

(2) As B is pro-p, the class Œ�� is at most tamely ramified at any prime l j n not
above p.

(3) It is proven in [17, §4.1] that we may assume †0 does not contain any primes
above p. Thus Œ�� is at most tamely ramified at all primes in †0.

(4) By the definition of B1, where we have included b.Iq/ for primes q j p, q 62 †,
the class Œ�� is unramified at such q.

(5) Equation (6.15) implies that Œ�� is locally trivial at finite primes in †. As p is
odd, Œ�� is locally trivial at archimedian places [17, Proposition 9.5].

6.7. Galois cohomology classes to class groups
The Galois cohomology class Œ�� satisfies the conditions listed after equation (6.2)

and hence gives a surjection
r

†0

† .H/�
p � B.��1/:

For details see [18, Theorem 4.4]. The general properties of Fitting ideals imply

FittRp

�
r

†0

† .H/�
p

�
� FittRp

�
B.��1/

�
:

It is therefore enough to prove that FittRp .B/ � .‚#/. Typically in Ribet’s method, one argues
that the fractional ideal B is a faithful Tm-module, and hence the Fitting ideal of B=IB is
contained in I. However, our module B is more complicated than B=IB , so we proceed
as follows. Using equation (6.15), we show that any element in FittRp .B/ is annihilated by
'.U / for the operator U from Theorem 6.6. The final assertion of this theorem then implies
that FittRp .B/ contained in .‚#/. See [17, §9.5] for details.

This concludes our summary of the proof of Theorem 5.6.

7. Explicit formula for Brumer–Stark units

In this final section of the paper, we discuss the first author’s explicit formula for
Brumer–Stark units as mentioned in §4.3. The conjecture in the case thatF is a real quadratic
field was studied in [13], and the general case was studied in [15]. Here we consider an arbi-
trary totally real field F , but to simplify formulas we assume that the rational prime p is
inert in F . Furthermore, we let H be the narrow ray class field of some conductor n � OF

and assume that p � 1 .mod n/. This ensures that the prime p D pOF splits completely
in H . Fix a prime P of H above p. We fix S � S1 [ Sram D ¹v j n1º. We also fix a prime
ideal l � OF such that Nl D ` > n C 1 is a prime integer and let T D ¹lº.

In this setting, wewill present a p-adic analytic formula for the image of the Brumer–
Stark unitup 2 H � inH �

P Š F �
p . Themost general, conceptually satisfying, and theoretically

useful form of this conjecture uses the Eisenstein cocycle. This is a class in the .n � 1/st
cohomology of GLn.Z/ that has many avatars studied by several authors (see [2, 3, 9, 10, 13,
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20,45]). In this paper, we avoid defining the Eisenstein cocycle and present instead the more
explicit and down to earth version of the conjectural formula for up stated in [15].

7.1. Shintani’s method
Fixing an ordering of the n real embeddings of F yields an map F ,! Rn such that

the image of any fractional ideal is a cocompact lattice. We let F � act on Rn by composing
this embedding with componentwise multiplication and denote the action by �.

Let v1; : : : ; vr 2 .R>0/n, 1 � r � n, be vectors in the totally positive orthant that
are linearly independent over R. The corresponding simplicial cone is defined by

C.v1; : : : ; vr / D

´
rX

iD1

ti vi W 0 < ti

µ
� .R>0/n:

Suppose now r D n.Wewill define a certain union ofC.v1; : : : ;vn/ and some of its boundary
faces that we call the Colmez closure. Write

.0; 0; : : : ; 1/ D

nX
iD1

qi vi ; qi 2 R:

For each nonempty subset J � ¹1; : : : ; nº, we say that J is positive if qi > 0 for all i 62 J .
The Colmez closure of C.v1; : : : ; vn/ is defined by:

C �.v1; : : : ; vn/ D

G
J positive

C
�
¹vj ; j 2 J º

�
:

Let E.n/ � O�
F denote the subgroup of totally positive units � such that � � 1

.mod n/. Shintani proved that there exists a union of simplicial cones that is a fundamental
domain for the action of E.n/ on .R>0/n. For example, in the real quadratic case (n D 2),
E.n/ D h�i is cyclic and C �.1; �/ is a fundamental domain. In the general case, it can be
difficult to write down an explicit fundamental domain, but a nice generalization of the n D 2

case is obtained if we allow ourselves to consider instead a signed fundamental domain. For
a simplicial cone C , let 1C denote the characteristic function of C on .R>0/n.

Definition 7.1. A signed fundamental domain for the action of E.n/ on .R>0/n is by def-
inition a formal linear combination D D

P
i ai Ci of simplicial cones Ci with ai 2 Z such

that X
u2E.n/

X
i

ai1Ci
.u � x/ D 1

for all x 2 .R>0/n.

Fix an ordered basis ¹�1; : : : ; �n�1º for E.n/. Define the orientation

w� D sign det
�
log.�ij /

�n�1

i;j D1
/ D ˙1; (7.1)

where �ij denotes the j th coordinate of �i . For each permutation � 2 Sn�1 let

vi;� D ��.1/ � � � ��.i�1/ 2 E.n/; i D 1; : : : ; n:
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By convention, v1;� D .1; 1; : : : ; 1/ for all � . Define

w� D .�1/n�1w� sign.�/ sign
�
det.vi;� /n

iD1

�
2 ¹0; ˙1º:

The following result was proven independently by Diaz y Diaz–Friedman [22] and
Charollois–Dasgupta–Greenberg [10, Theorem 1.5], generalizing the result of Colmez [11] in
the case that all w� D 1.

Theorem 7.2. The formal linear combinationX
�2Sn�1

w� C �.v1;� ; : : : ; vn;� /

is a signed fundamental domain for the action of E.n/ on .R>0/n.

7.2. The formula
Throughout this section assume that p is odd. Recall that T D ¹lº. Let b be a frac-

tional ideal that is relatively prime to nl. LetD D
P

ai Ci be the signed fundamental domain
for the action of E.n/ on .R>0/n given in Theorem 7.2. We use all this data to define a
Z-valued measure � on Op , the p-adic completion of OF . Fix an element z 2 b�1 such that
z � 1 .mod n/. For each compact open set U � Op , define the Shintani zeta function

�.b; U; D; s/ D

X
i

ai

X
˛2Ci \b�1nCz
˛2U;.˛;S/D1

.N˛/�s :

Shintani proved that this sum converges for<.s/ large enough and extends to a meromorphic
function on C. Define

�b.U / D �.b; U; D; 0/ � ` � �.bl�1; U; D; 0/:

Using Shintani’s formulas, one may show:

Theorem 7.3 ([15, Proposition 3.12]). For every compact openU � Op , we have�b.U / 2Z.

We may now state our conjectural exact formula for the Brumer–Stark unit up and
all of its conjugates over F . Write

‚S;T D

X
�2G

�S;T .�/��1; �S;T .�/ 2 Z:

Define
up.b/an D p�S;T .�b/

�

Z
O�

p

x d�b.x/ 2 F �
p : (7.2)

Here the crossed integral is a multiplicative integral in the sense of Darmon [12] and can be
expressed as a limit of Riemann products:

�

Z
O�

p

x d�b.x/ WD lim
m!1

Y
a2.Op=pm/�

a�b.aCpmOp/:

Write �b 2 G for the Frobenius associated to b. In [15, Theorem 5.15] we prove that up.b/an

depends only on the image of b in the narrow ray class group of conductor n, i.e., on �b 2 G

(at least up to a root of unity in F �
p ).
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Conjecture 7.4. We have �b.up/ D up.b/an in F �
p .

The expression (7.2) can be computed to high p-adic precision on a computer.
See [23] for tables of narrow Hilbert class fields of real quadratic fields determined using
this formula.

It is convenient to have an invariant that also satisfies up.bq/an D .up.b/an/�1 if q

is a prime such that �q D c. Conjecture 7.4 would imply such a formula, but it is unclear
whether this purely analytic statement can be proved unconditionally. To this end, we fix q

such that �q D c and define

vp.b/an D

�
up.b/an

up.bq/an

�1=2

2 OF �
p WD F �

p
Ő Zp:

One then has
vp.bq/an D

�
vp.b/an

��1 (7.3)

unconditionally, and we expect to have vp.b/an D up.b/an. The following is therefore a
slightly easier form of Conjecture 7.4 to study.

Conjecture 7.5. We have �b.up/ D vp.b/an in OF �
p .

7.3. Horizontal Iwasawa theory
We now discuss the relationship between Gross’s tower of fields conjecture (Con-

jecture 4.4) and our conjectural exact formula for Brumer–Stark units. Our goal is to prove:

Theorem 7.6. Assume that p is odd. Gross’s conjecture implies Conjecture 7.5.

In this exposition we have assumed that the odd prime p is inert in F and that
p D pOF . In the case of general p, one must still assume that p is odd and unramified in F

in the statement of Theorem 7.6.
The abelian extensions L=F to which we can apply Gross’s conjecture (with

S 0 D S [ ¹pº/ as in Conjecture 4.4) are those that contain H and are unramified out-
side S 01. Let FS 0 denote the maximal abelian extension of F unramified outside S 01. The
reciprocity map of class field theory yields an explicit description of Gal.FS 0=H/. For each
finite v 2 S 0, let Uv;n � O�

v denote the subgroup of elements congruent to 1 modulo nOv

(so Uf;n D O�
v for v − n). Define O� D

Q
v2S 0nS1

Uv;n. Then

Gal.FS 0=H/ Š O�=E.n/;

where E.n/ denotes the topological closure of E.n/ embedded diagonally in O�.
For each finite extension L � FS 0 containing H , if we write � D Gal.L=H/, then

(4.7) yields a formula for recG.up/ in I=I 2 Š ZŒG� ˝ � . Under this isomorphism, the
coefficient of ��1

b is just the image of recp.�b.up// in � . Taking the inverse limit over all
H � L � FS 0 therefore gives an equality for�

�b.up/; 1; 1; : : : ; 1
�

in O=E.n/:

Here we have written O�
p as the first component of O.
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The next key point is that the constructions of Section 7.2 can be repeated to provide
a measure �b;O on O D

Q
v2S 0nS1

Ov extending the measure �b on Op . It is not hard to
check that the restriction of�b;O toO�, pushed forward toO�=E.n/, is precisely themeasure
that recovers the values of the partial zeta functions of the abelian extensions L contained
in FS 0 . These are exactly the values appearing in Gross’s conjecture. In other words, Gross’s
conjecture for the set S 0 is equivalent to�

�b.up/; 1; 1; : : : ; 1
�

� p��S;T .�b/
D �

Z
O�

x d�b;O.x/ in O=E.n/: (7.4)

See [15, Proposition 3.4]. The next important calculation ([15, Theorem 3.22]) is that

p�S;T .�b/
�

Z
O�

x d�b;O.x/ D
�
up.b/an; 1; 1; : : : ; 1

�
: (7.5)

The first component of this is simply the compatibility of the constructions of �b and �b;O;
the interesting part of the computation is the 1’s in the components away from p. Equations
(7.4) and (7.5) combine to yield that the ratio �b.up/=up.b/an lies in the group

D.S/ D
®
x 2 O�

p W .x; 1; 1; : : : ; 1/ 2 E.n/ � O�
¯
:

We can also conclude
�b.up/=vp.b/an 2 D.S/ (7.6)

since c.up/ D u�1
p .

The final trick, inspired by the method of Taylor–Wiles, is to consider certain
enlarged sets SQ D S [ Q for a well-chosen finite set of auxiliary primesQ. Let us compare
the Brumer–Stark units for S and SQ, denoted up and up.SQ/, respectively. The defining
property (4.1) shows that

up.SQ/ D uz
p; where z D

Y
q2Q

.1 � ��1
q / 2 ZŒG�:

In particular, if we choose the q 2 Q such that �q D c, the complex conjugation of G, then
up.SQ/ D u2#Q

p . Using (7.3), one can similarly show that vp.SQ; b/ D vp.b/2#Q . Now (7.6)
for SQ implies that

�b

�
up.SQ/

�
=vp.SQ; b/an 2 D.SQ/;

hence �
�b.up/=vp.b/an

�2#Q

2 D.SQ/; so �b.up/=vp.b/an 2 D.SQ/

since p ¤ 2.
To conclude the proof of Theorem 7.6, one shows using the Čebotarev Density The-

orem that one can choose the sets Q to force D.SQ/ as small as desired (i.e., the intersection
of D.SQ/ over all possible Q is trivial). See [15, Lemma 5.17] for details.
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7.4. The Greenberg–Stevens L -invariant
We briefly summarize our proof of the p-part of Gross’s conjecture (Theorem 4.5),

which as just explained implies our explicit formula for Brumer–Stark units given in Con-
jecture 7.5.

The work of Greenberg and Stevens [24] was a seminal breakthrough in the study of
trivial zeroes of p-adic L-functions. Their perspective was highly influential in [16], where
the rank one p-adic Gross–Stark conjecture was interpreted as the equality of an algebraic
L-invariant Lalg and an analytic L-invariant Lan. The analytic L -invariant is the ratio of
the leading term of the p-adic L-function at s D 0 to its classical counterpart,

Lan D �
L0

p.�!; 0/

L.�; 0/
: (7.7)

The algebraic L-invariant is the ratio of the p-adic logarithm and valuation of the ��1-
component of the Brumer–Stark unit,

Lalg D
logp NormHP=Qp

.u
��1

p /

ordP.u
��1

p /
: (7.8)

There is no difficulty in defining the ratios (7.7) and (7.8), since the quantities live in
a p-adic field and the denominators are nonzero. The analogue of this situation for Gross’s
Conjecture 4.4 is more delicate. The role of the p-adic L-function is played by the Stick-
elberger element ‚L WD ‚S 0;T .L=F; 0/ 2 ZŒg�, and the analogue of the derivative at 0 is
played by the image of ‚L in I=I 2. The role of the classical L-function is played by the
element ‚H WD ‚S;T .H=F; 0/ 2 ZŒG�. It is therefore not clear how to take the “ratio” of
these quantities. Similarly, the role of the p-adic logarithm is played by recG.up/ 2 I=I 2

and the role of the p-adic valuation is played by ordG.up/ 2 ZŒG�.
For this reason, we introduce in [18] anR-algebraRL that is generated by an element

L that plays the role of the analytic L -invariant, i.e., the “ratio” between ‚L and ‚H . We
define

RL D RŒL �=.‚H L � ‚L; L I; L 2; I 2/: (7.9)

A key nontrivial result is that this ring, in which we have adjoined a ratio L between ‚L

and ‚H , is still large enough to see R=I 2.

Theorem 7.7 ([18, Theorem 3.4]). The kernel of the structure map R ! RL is I 2.

It follows from this theorem that Gross’s Conjecture is equivalent to the equality

recG.up/ D L ordG.up/ in RL ; (7.10)

since the right-hand side is by definition L ‚H D ‚L.
To prove (7.10), we define a generalized Ritter–Weiss module rL over the ring

RL that can be viewed as a gluing of the modules rT
S .H/ and rT

S 0.L/. We show in [18,

Theorem 4.6] that the Fitting ideal FittRL .rL / is generated by the element

recG.up/ � L ordG.up/ 2 I=I 2;
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and hence that (7.10) is equivalent to

FittRL .rL / D 0: (7.11)

(For the sake of accuracy, we remark that in reality we do all of this with .S; T / replaced by
the pair .†; †0/ defined in Section 5.3, as in Section 6.)

The vanishing of FittRL .rL / is proven following the methods of Section 6. We
interpret surjective homomorphisms from rL to RL -modules M in terms of Galois coho-
mology classes satisfying certain local conditions. We construct a suitable Galois cohomol-
ogy class valued in amoduleM using an explicit constructionwith group-ring valuedHilbert
modular forms and their associated Galois representations. The module M is shown to be
large enough that its Fitting ideal over RL vanishes, whence the same is true for rL since
it has M as a quotient.

7.5. The method of Darmon–Pozzi–Vonk
We conclude by describing a proof of Conjecture 7.4 in the case that F is a real

quadratic field in the beautiful work of Darmon, Pozzi, and Vonk [14]. Their method is purely
p-adic (i.e., “vertical”), rather than involving the introduction of auxiliary primes (i.e., “hor-
izontal”). The strategy follows a rich history of arithmetic formulas proven by exhibiting
both sides of an equation as certain Fourier coefficients in an equality of modular forms.
For instance, Katz gave an elegant proof of Leopoldt’s evaluation of the Kubota–Leopoldt
p-adic L-function at s D 1 by exhibiting an equality of p-adic modular forms, one of whose
constant terms is the p-adic L-value and the other is the p-adic logarithm of a unit (see [33,

§10.2]). The proof of Darmon–Pozzi–Vonk follows a similar strategy.
LetF be a real quadratic field,p an odd prime, andH a narrow ring class field exten-

sion ofF (so, in particular, pOF splits completely inH ). Darmon–Pozzi–Vonk demonstrate
an equality of certain classical modular forms of weight 2 on�0.p/ � SL2.Z/ that we denote
f1 and f2.

This first of these forms f1 is obtained by considering a Hida family of Hilbert
modular cusp forms for F specializing in weight 1 to a p-stabilized Eisenstein series. The
constant term of this weight 1 Eisenstein series vanishes because of the trivial zero of the cor-
responding p-adic L-function. Pozzi has described explicitly the Fourier coefficients of the
derivative of this family with respect to the weight variables [39]. The key idea of Darmon–
Pozzi–Vonk is to restrict the derivative in the antiparallel direction along the diagonal and
take the ordinary projection to obtain a classical modular form of weight 2 for �0.p/. The
idea of taking the derivative of a family of modular forms at a point of vanishing and apply-
ing a “holomorphic projection” operator has its roots in the seminal work of Gross–Zagier
[30], and appears more recently in Kudla’s program for incoherent Eisenstein series [34].

Pozzi’s work relates the pth Fourier coefficient of this diagonal restriction to the p-
adic logarithm of the Brumer–Stark unit �b.up/ for the extension H . To obtain the desired
weight 2 form f1 on �0.p/, one must take a certain linear combination with the diagonal
restrictions of the two ordinary families of Eisenstein series passing through this weight 1
point.
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The second form f2 is defined as a generating series attached to a certain rigid ana-
lytic theta cocycle. These are classes in H 1.SL2.ZŒ1=p�/; A�=C�

p/, where A� denotes the
group of rigid analytic nonvanishing functions on the p-adic upper half plane. Darmon–
Pozzi–Vonk construct classes in this space explicitly, and study their image under the loga-
rithmic annular residue map

H 1
�
SL2

�
ZŒ1=p�

�
; A�=C�

p

�
! H 1

�
�0.p/;Zp

�
:

They compute the spectral expansion of the form f2 and thereby show that its nonconstant
Fourier coefficients are equal to those of f1. Meanwhile, the constant coefficient is equal to
the p-adic logarithm of up.b/an. The equality of the non-constant coefficients implies that
f1 D f2, and hence that the constant coefficients are equal as well, i.e.,

logp

�
�b.up/

�
D logp

�
up.b/an

�
as desired. It is a tantalizing problem to generalize this strategy to arbitrary totally real fields.
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dynamics on varieties
of Markoff type
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Abstract

The Markoff equation x2 C y2 C z2 D 3xyz, which arose in his spectacular thesis in
1879, is ubiquitous in a tremendous variety of contexts. After reviewing some of these, we
discuss Hasse principle, asymptotics of integer points, and, in particular, recent progress
towards establishing forms of strong approximation on varieties of Markoff type, as well as
ensuing implications, diophantine and dynamical.
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Important though the general concepts and propositions may be with which the
modern industrious passion for axiomatizing and generalizing has presented us,
in algebra perhaps more than anywhere else, nevertheless I am convinced that the
special problems in all their complexity constitute the stock and core of mathe-
matics; and to master their difficulties requires on the whole the harder labor.

Hermann Weyl, The Classical Groups, 1939

1. Introduction

1.1. Andrei AndreevichMarkov is one of the towering peaks of the illustrious Saint
Petersburg school of number theory, alongside with Chebyshev and Linnik. A singular char-
acteristic of this school is a deep, often subterranean, interaction between arithmetic/combi-
natorics and probability/dynamics. While Markov is perhaps most widely known today for
the chains named after him, it is in the context of his arguably deepest work on the minima of
binary quadratic forms and badly approximable numbers1 that the following equation, now
bearing his name, was born:

x2
1 C x2

2 C x2
3 D 3x1x2x3; (1.1)

describing a Markoff surface X � A3.Markoff triples M are the solutions of (1.1) with pos-
itive integral coordinates.Markoff numbers M � N are obtained as coordinates of elements
of M. TheMarkoff sequence Ms is the set of largest coordinates of an m 2 M counted with
multiplicity; the uniqueness conjecture of Frobenius [62] asserts that M D Ms .

All elements of M are gotten from the root solution r D .1; 1; 1/ by repeated appli-
cations of an element in a set S , consisting of � 2 †3, the permutations of the coordinates of
.x1; x2; x3/, and of the Vieta involutions R1;R2;R3 of A3, with R1.x1; x2; x3/ D .3x2x3 �

x1; x2; x3/ and R2; R3 defined similarly. Denoting by � the nonlinear group of affine mor-
phisms of A3 generated by S , the set of Markoff triples M can be identified with the orbit
of the root r under the action of � , that is to say, M D � � r , giving rise to the Markoff tree
[8]:

.1; 1; 1/ � .1; 1; 2/ � .2; 1; 5/

� .5; 1; 13/
˝ .13;1;34/ <

.34;1;89/ < ���
���

.13;34;1325/ < ���
���

.5;13;194/ <
.194;13;7561/ < ���

���

.5;194;2897/ < ���
���

.2; 5; 29/
˝ .29;5;433/ <

.433;5;6466/ < ���
���

.29;433;37666/ < ���
���

.2;29;169/ <
.169;29;14701/ < ���

���

.2;169;985/ < ���
���

1 This work of Markoff and some of the subsequent appearances of his equation in a tremen-
dous variety of different contexts are briefly discussed in Section 2.
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The first few members of M are

1; 2; 5; 13; 29; 34; 89; 169; 194; 233; 433; 610; 985; : : :

The sequence Ms is sparse, as shown by Zagier [147]:X
m2Ms

m�T

1 � c.logT /2 as T ! 1 .c > 0/: (1.2)

1.2. The origins of investigations which underlie “the stock and core” of this report
date back to August of 2005 and involve a “special problem” pertaining to Markoff numbers;
here is Peter Sarnak’s recollection [126]: “For me the starting point of this investigation was in
2005 when Michel and Venkatesh asked me about the existence of poorly distributed closed
geodesics on the modular surface. It was clear that Markov’s constructions of his geodesics
using his Markov equation provided what they wanted but they preferred quadratic forms
with square free discriminant. This raised the question of sieving in this context of an orbit
of a group of (nonlinear) morphisms of affine space. The kind of issues that one quickly faces
in attempting to execute such a sieve are questions of the image of the orbit when reduced
mod q and interestingly whether certain graphs associated with these orbits are expander
families.2 Gamburd in his thesis had established the expander property in some simpler but
similar settings and he and I began a lengthy investigation into this sieving problem in the
simpler setting when the group of affine morphisms acts linearly (or what we call now the
affine linear sieve).”

The question posed by Michel and Venkatesh arose in the course of their joint work
with Einsiedler and Lindenstrauss [58,59] on generalizations of Duke’s theorem [57]; formu-
lated in terms of Markoff numbers, it leads to the following:

Conjecture 1. There are infinitely many square-free Markoff numbers.

As detailed in [21], an application of sieve methods in the setting of affine orbits
leads to and demands an affirmative answer to the question as to whether Markoff graphs,
obtained as a modular reduction of the Markoff tree,3 form a family of expanders. Numerical
experiments by de Courcy-Ireland and Lee [55], as well as results detailed in Section 2.5,
are compelling in favor of the following superstrong approximation conjecture for Markoff
graphs:

Conjecture 2. The family of Markoff graphs X�.p/ forms a family of expanders.

Before attacking this conjecture, asserting high connectivity of Markoff graphs, one
has to confront the question of their connectivity, that is to say, the issue of the strong approx-
imation for Markoff graphs:

2 See [125] and [81] for definition and properties of expanders.
3 Let p be a large prime and denote by X�.p/ D X.p/n.0; 0; 0/ the solutions of (1.1) modulo

p with the removal of .0; 0; 0/. The Markoff graphs are obtained by joining each x in X�.p/

to Rj .x/; j D 1; 2; 3. They were considered first by Arthur Baragar in his thesis [3].
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Figure 1

Markoff graph mod 7. In [54] it is proved that the Markoff graphs are not planar for primes greater than 7.

Conjecture 3. The map �p W M ! X�.p/ is onto, that is to say, Markoff graphs X�.p/ are
connected.

While Conjectures 1 and 2 have withstood our protracted attack over the past 17
years, much progress has been made on parallel questions in the case of affine linear maps.
Wewill return to the recent resolution of Conjecture 3, and resulting progress on diophantine
properties of Markoff numbers in Section 1.5.

1.3. Before describing the general setting of Affine Linear Sieve, it is instructive to
briefly examine an example which is in many ways parallel to the Markoff situation, namely
integral Apollonian packings [63,127]. A theorem of Descartes asserts that x1;x2;x3;x4 2 R4

are the curvatures of four mutually tangent circles in the plane if

2.x2
1 C x2

2 C x2
3 C x2

4/ D .x1 C x2 C x3 C x4/2: (1.3)

Given an initial configuration of 4 such circles, we fill in repeatedly the lune regions with
the unique circle which is tangent to 3 sides (which is possible by a theorem of Apollonius).
In this way we get a packing of the outside circle by circles giving an Apollonian packing.
The interesting diophantine feature is that if the initial curvatures are integral then so are the
curvatures of the entire packing.

The numbers in the circles in Figure 2 indicate their curvatures; note that by conven-
tion the outer circle has negative curvature. Viewing equation (1.3) as a quadratic equation
in x1, we see that the two solutions are related as x1 C x0

1 D 2x2 C 2x3 C 2x4, the crucial
point being that the Vieta involutions in this case are given by linear maps A1; A2; A3; A4

where Aj .ek/ D �3ek C 2.e1 C e2 C e3 C e4/ if k D j and Aj .ek/ D ek if k ¤ j

(e1; e2; e3; e4 are the standard basis vectors). The configurations of 4 mutually tangent
circles in the packing with initial configuration a D .a1; a2; a3; a4/ consist of points x in
the orbit O D ƒ � a where ƒ D hA1; A2; A3; A4i is the Apollonian group. The elements Aj
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Figure 2

Integral Apollonian packing .�11; 21; 24; 28/.

preserve F given by

F.x1; x2; x3; x4/ D 2.x2
1 C x2

2 C x2
3 C x2

4/ � .x1 C x2 C x3; Cx4/2;

and hence ƒ � OF .Z/. The group ƒ is Zariski dense in OF , but it is thin in OF .Z/. For
example, j¹ 2 OF .Z/ W jj jj � T ºj � c1T 2 as T ! 1, while j¹ 2 ƒ W jj jj � T ºj � c1T ı ,
where4 ı D 1:3 : : : is the Hausdorff dimension of the limit set of ƒ.

The general setting of Affine Linear Sieve, introduced in [20,21], is as follows. For
j D 1; 2; : : : ; k, let Aj be invertible integer coefficient polynomial maps from Zn to Zn

(here n � 1 and the inverses of Aj ’s are assumed to be of the same type). Let ƒ be the group
generated by A1; : : : ; Ak and let O D ƒb be the orbit of some b 2 Zn under ƒ. Given a
polynomial f 2 QŒx1; :::; xn� which is integral on O, the aim is to show that there are many
points x 2 O at which f .x/ has few or even the least possible number of prime factors, in
particular that such points are Zariski dense in the Zariski closure, Zcl.O/ of O. Let O.f; r/

denote the set of x 2 O for which f .x/ has at most r prime factors. As r ! 1, the sets
O.f; r/ increase and potentially at some point become Zariski dense. Define the saturation
number r0.O; f / to be the least integer r such that Zcl.O.f; r// D Zcl.O/. It is by no means
obvious that it is finite or even if one should expect it to be so, in general. If it is finite, we say
that the pair .O; f / saturates. In the case of linear maps, the theory by now is quite advanced
and the basic result pertaining to the finiteness of the saturation number in all cases where it
is expected to hold, namely in the case of the Levi factor of G D Zcl.ƒ/ being semisimple,5

has been established [123]. Both strong and superstrong approximation, particularly for thin

4 This result can be deduced from the work of Lax and Phillips [93]. A beautiful overview of
striking developments pertaining to dynamics on geometrically finite hyperbolic manifolds
with applications to Apollonian circle packings (and beyond) is contained in Hee Oh’s ICM
report [114].

5 On the other hand, as detailed in [21, 85, 123], when torus intervenes, the saturation most
likely fails. Tori pose particularly difficult problems, in terms of sparsity of elements in an
orbit, strong approximation and diophantine properties: see [104] for a discussion of Artin’s
Conjecture in the context of strong approximation.

1804 A. Gamburd



groups such as the Apollonian group, are crucial ingredients in executing Brun combinatorial
sieve in this setting.

1.4. The strong approximation for SLn.Z/, asserting that the reduction �q modulo
q is onto, is a consequence of the Chinese remainder theorem; its extension to arithmetic
groups is far less elementary but well understood [118]. If S is a finite symmetric generating
set of SLn.Z/, strong approximation is equivalent to the assertion that the Cayley graphs
G .SLn.Z=qZ/; �q.S// are connected. The quantification of this statement, asserting that
they are in fact highly-connected, that is to say, form a family of expanders, is what we mean
by superstrong approximation. The proof of the expansion property for SL2.Z/ has its roots
in Selberg’s celebrated lower bound [131] of 3

16
for the first eigenvalue of the Laplacian on the

hyperbolic surfaces associated with congruence subgroups of SL2.Z/. The generalization of
the expansion property to G.Z/ where G is a semisimple matrix group defined over Q is
also known thanks to developments towards the general Ramanujan conjectures that have
been established; this expansion property is also referred to as property � for congruence
subgroups [133].

Let � be a finitely generated subgroup of GLn.Z/ and let G D Zcl.�/. The dis-
cussion of the previous paragraph applies if � is of finite index in G.Z/. However, if �

is thin, that is to say, of infinite index in G.Z/, then vol.G.R/n�/ D 1 and the tech-
niques used to prove both of these properties do not apply. It is remarkable that, under
suitable natural hypothesis, strong approximation continues to hold in this thin context, as
proved by Matthews, Vaserstein, and Weisfeiler in 1984 [105,143]. That the expansion prop-
erty might continue to hold for thin groups was first suggested by Lubotzky and Weiss in
1993 [101]; for SL2.Z/, the issue is neatly encapsulated in the following 1–2–3 question of
Lubotzky [99]. For a prime p � 5 and i D 1; 2; 3, let us define S i

p D
®�

1 i
0 1

�
;
�

1 0
i 1

�¯
. Let

G i
p D G .SL2.Z=pZ/ ;S i

p/, the Cayley graph of SL2.Z=pZ/with respect to S i
p . By Selberg’s

theorem, G 1
p and G 2

p are families of expander graphs. However, the group h
�

1 3
0 1

�
;
�

1 0
3 1

�
i has

infinite index in SL2.Z/ and thus does not come under the purview of Selberg’s theorem.
In my thesis [66], extending the work of Sarnak and Xue [129], [128] for cocompact

arithmetic lattices, a generalization of Selberg’s theorem for infinite index “congruence” sub-
groups of SL2.Z/ was proved; for such subgroups with a high enough Hausdorff dimension
of the limit set, a spectral gap property was established. Following the groundbreaking work
of Helfgott [77] (which builds crucially on sum–product estimate inFp due to Bourgain, Katz,
and Tao [27]), Bourgain and Gamburd [13] gave a complete answer to Lubotzky’s question.
The method introduced in [12,13] and developed in a series of papers [14–19] became known
as “Bourgain–Gamburd expansion machine”; thanks to a number of major developments by
many people [22,28,35,82,91,115,120,122,124], the general superstrong approximation for thin
groups is now known. The state-of-the-art is summarized in Thin groups and superstrong
approximation [36] which contains an expanded version of most of the invited lectures from
the eponymous MSRI “Hot Topics” workshop, in the surveys by Breuillard [33] and Helfgott
[78], and in the book by Tao “Expansion in finite simple groups of Lie type” [140].
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1.5. We return to the progress on Conjecture 3 [23–26]. Our first result [25] asserts
that there is a very large orbit.

Theorem 1. Fix " > 0. Then for p large prime, there is a � orbit C.p/ in X�.p/ for which

jX�.p/nC.p/j � p" (1.4)

(note that jX�.p/j � p2), and any � orbit D.p/ satisfies6

jD.p/j � .logp/
1
3 : (1.5)

The proof, discussed in section 3, establishes the strong approximation conjecture,
unless p2 � 1 is a very smooth number. In particular, the set of primes for which the strong
approximation conjecture fails is very small.

Theorem 2. Let E be the set of primes for which the strong approximation conjecture fails.
For " > 0, the number of primes p � T with p 2 E is at most T ", for T large.

Very recently, in a remarkable breakthrough, using geometric techniques involv-
ing Hurwitz stacks, degeneration, and some Galois theory, William Chen [45] proved the
following result:

Theorem 3. Every � orbit D.p/ has size divisible by p.

Combining Theorems 1 and 3 establishes Conjecture 3 for all sufficiently large
primes; in combination with the following result established in [26], namely

Theorem4. Assume thatX�.Z=pZ/ is connected. ThenX�.Z=pkZ/ is connected for all k.

it yields

Theorem 5. For all sufficiently large primes p, the group � acts minimally on X�.Zp/.

We remark that Theorem 5 is not true for X�.R/; cf. section 4.1. While Conjec-
ture 1 remains out of reach, the progress on strong approximation allows us to establish the
following result on the diophantine7 properties of Markoff numbers [25]:

Theorem 6. Almost all Markoff numbers are composite, that is,X
p2M s

p prime; p�T

1 D o
� X

m2M s

m�T

1
�
:

It is worth contrasting this result with the state of knowledge regarding the sequence
Hn D 2n C b, which is just a little more sparse than the sequence of Markoff numbers, for
which, by Zagier’s result (1.2), we haveMn � A

p
n. Even assuming the generalized Riemann

Hypothesis, which allowed Hooley [79] to give a conditional proof of Artin’s conjecture (cf.
footnote 5), was not sufficient to establish that almost all members of the sequence Hn are
composite: the conditional proof in [80] necessitated postulating additional “Hypothesis A.”

6 The exponent 1
3 in (1.5) has been improved to 7

9 in [87].
7 We remark that in [52] Corvaja and Zannier showed that the greatest prime factor of xy for

a Markoff triple .x; y; z/ tends to infinity.
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1.6. The methods of proof of Theorems 1, 2, 4 discussed in Section 3 are robust
enough to enable handling their extension to more general Markoff-type cubic surfaces,
namely

Xk W ˆ.x1; x2; x3/ D x2
1 C x2

2 C x2
3 � x1x2x3 D k; (1.6)

where the real dynamics was studied by Goldman [73], as discussed in Section 4.1; the family
of surfaces SA;B;C;D � C3 given by

x2
1 C x2

2 C x2
3 C x1x2x3 D Ax1 C Bx2 C Cx3 C D; (1.7)

where the real dynamics was studied by Cantat [38], as discussed in Section 4.2; those in [60]

and even the general such nondegenerate cubic surface

Y D Y.˛; ˇ; ; ı/ W

3X
i;j D1

˛ij xi xj C

3X
j D1

ǰ xj C  D ıx1x2x3; (1.8)

with ˛ij ; ǰ ; ; ı being integers.
The group�Y is again generated by the correspondingVieta involutionsR1;R2;R3.

For such a Y and action �Y , one must first show that there are only finitely many finite orbits
in Y. NQ/, and that these may be determined effectively. The analogue of Conjecture 1 for Y

is that for p large, �Y has one big orbit on Y.Z=pZ/ and that the remaining orbits, if there
are any, correspond to one of the finite NQ orbits determined above.

The determination of the finite orbits of � on Xk. NQ/ and on SA;B;C;D. NQ/ has been
carried out in [56] and [96], respectively. Remarkably for these, the � action on affine 3-
space corresponds to the (nonlinear) monodromy group for Painlevé VI equations on their
parameter spaces. In this way the finite orbits in question turn out to correspond bijectively
to those Painlevé VI’s which are algebraic functions of their independent variable.

In this setting of the more general surfaces Y in (1.8), strong approximation for
Y.ZS /, where S is the set of primes dividing ˛11; ˛22; ˛33 (so that �Y preserves the
S -integers ZS ), will follow from Conjecture 1 for Y (and the results we can prove towards
it, as in Theorem 2) once we have a point of infinite order in Y.ZS /. If there is no such
point, we can increase S or replace Z by OK , the ring of integers in a number field K=Q, to
produce such a point and with it strong approximation for Y

�
.OK/S

�
.

Vojta’s conjectures and the results proven towards them [51,141] assert that cubic and
higher-degree affine surfaces typically have few S -integral points. In the rare cases where
these points are Zariski dense, such as tori (e.g.,N.x1;x2;x3/ D k whereN is the norm form
of a cubic extension of Q), strong approximation fails. So these Markoff surfaces appear to
be rather special affine cubic surfaces not only having a Zariski dense set of integral points,
but also a robust strong approximation.

1.7. Zagier’s result (1.2) can be viewed as a statement about asymptotic growth of
integral points on the Markoff variety, jX.Z/ \ B.T /j � .logT /2. In Section 5 we discuss
the work in [68], establishing an asymptotic formula for the number of integer solutions to
the Markoff–Hurwitz equation

x2
1 C x2

2 C � � � C x2
n D ax1x2 � � � xn C k; (1.9)
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giving an interpretation of the exponent of growth, which for n > 3 is not integral, in terms
of the unique parameter for which there exists a certain conformal measure on a projective
space.

1.8. The issue of the existence of a single integral solution to (1.9) for general a

and k, even for n D 3, is quite subtle; see [112,130]. In the work of Ghosh and Sarnak [71], the
Hasse principle is established to hold forMarkoff-type cubic surfacesX.k/ given by (1.6) for
almost all k, but it also fails to hold for infinitely many k; this work is discussed in Section 6.

1.9. Regrettably, the space/time constraints prevented us from covering cognate
results pertaining to arithmetic and dynamics on K3 surfaces; see [37,65,106,108,109,135] and
references therein. The Markoff equation over quadratic imaginary fields is studied in [134].
Potential cryptographic applications of Markoff graphs are discussed in [64].

1.10. To conclude this introduction, let us note that Xk is the relative character
variety of representations of the fundamental group of a surface of genus 1 with one puncture
to SL2. The action of themapping class group is that of� .More generally, the (affine) relative
character variety Vk of representation of �1.†g;n/, a surface of genus g with n punctures,
into SL2 is defined over Z, and one can study the diophantine properties of Vk.Z/. In the
work of Whang [144–146], it was shown that Vk has a projective compactification relative
to which Vk is “log-Calabi–Yau.” According to the conjectures of Vojta, this places Vk as
being in the same threshold setting as affine cubic surfaces. Moreover, Vk.Z/ has a full
descent in that the mapping class group acts via nonlinear morphisms on Vk.Z/ with finitely
many orbits. These and more general character varieties connected with higher Teichmüller
theory offer a rich family of threshold affine varieties for which one can approach the study
of integral points.

2. The unreasonable(?) ubiquity of Markoff equation

Markoff equation and numbers appear in a surprising variety of contexts: see, for
example, [1] (subtitledMathematical Journey from Irrational Numbers to Perfect Matchings)
and the references therein.

2.1. The Markoff chain. Equation (1.1) was discovered by Markoff in 1879 in his
work on badly approximable numbers. As the sentiment8 expressed by Frobenius [62] in
1913 seems to remain true today, we briefly review the context and statement of Markoff’s
theorem.

Let ˛ be an irrational number. A celebrated theorem of Hurwitz asserts that ˛ admits
infinitely many rational approximations p=q such that j˛ �

p
q

j < 1p
5q2

, and, moreover, that
if ˛ is GL2.Z/-equivalent to the Golden Ratio �1 D .1 C

p
5/=2, in the sense that ˛ D

a�1Cb
c�1Cd

8 “Trotz der außerordentlich merkwürdigen und wichtigen Resultate scheinen diese
schwiergen Untersuchungen wenig bekannt zu sein” [In spite of the extraordinarily note-
worthy and important results these difficult investigations seem to be little known]

1808 A. Gamburd



for some integers a; b; c; d with ad � bc D ˙1, the above result is sharp and the constant
1p
5
cannot be replaced by any smaller.

Suppose next that ˛ is not GL2.Z/-equivalent to �1. Then the result of Markoff’s
doctoral advisors, Korkine and Zolotareff, [88] asserts that ˛ admits infinitely many rational
approximations p=q such that j˛ �

p
q

j < 1p
8q2

, and, moreover, that the constant 1p
8
is sharp

if and only if ˛ is GL2.Z/-equivalent �2 D 1 C
p

2.
The general result found by Markoff in his Habilitation and published in 1879 and

1880 in Mathematische Annalen is as follows.

Markoff’s Theorem. Let M D ¹1; 2; 5; 13; 29; 34; 89; 169; 194; : : : º be the sequence of
Markoff numbers. There is a sequence of associated quadratic irrationals �i 2 Q.

p
�i /,

where �i D 9m2
i � 4 and mi is the i th element of the sequence, with the following property.

Let ˛ be a real irrational, not GL2.Z/-equivalent to any of the numbers �i whenever mi <

mj . Then ˛ admits infinitely many rational approximations p=q with
ˇ̌̌̌
˛ �

p
q

ˇ̌̌̌
<

mjp
�j q2 ; the

constant mj =
p

�j is sharp if and only if ˛ is GL2.Z/-equivalent to �h, for some h such that
mh D mj .

2.2. Continued fractions and binary quadratic forms. The first paper byMarkoff
[102] used the theory of continued fractions, while the second memoir [103] was based on
the theory of binary indefinite quadratic forms, with the final result stated as a theorem on
minima of binary indefinite quadratic forms.

The alternative approach based on indefinite binary quadratic forms was the subject
of an important memoir by Frobenius [62] and complete details were finally provided by
Remak [121] and much simplified by Cassels [39,40].

2.3. The geometry of Markoff numbers. A third way of looking at the problem,
via hyperbolic geometry, was introduced byGorshkov [74] in his thesis of 1953, but published
only in 1977. The connection with hyperbolic geometry was rediscovered, in a somewhat
different way, by Cohn [46]. The paper by Caroline Series [132] contains a beautiful exposition
of the problem in this context.

2.4. Cohn tree and Nielsen transformations. Cohn is also credited for the inter-
pretation of the problem [47] in the context of primitive words in F2, the free group on two
generators. Its automorphism group ˚2 D Aut.F2/ is generated by the following Nielsen
transformations: .a; b/P D .b; a/, .a; b/� D .a�1; b/, .a; b/U D .a�1; ab/. Let V D �U .
Then .a; b/V D .a; ab/.
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The Cohn tree is a binary tree with root ab, branching to the top with U and to the
bottom with V ,

ab

� abb
˝ abbb <

abbbb < ���
���

aababab < ���
���

aabab <
ababbabb < ���

���

aaabaab < ���
���

aab
˝ ababb <

abbabbb < ���
���

aabaabab < ���
���

aaab <
abababb < ���

���

aaaab < ���
���

Markoff numbers are obtained from the Cohn tree by taking a third of the trace of
the matrix obtained by substituting the matrices A D

�
5 2
2 1

�
and B D

�
2 1
1 1

�
in place of a, b

and performing the matrix multiplication.

2.5. Nielsen systems and product replacement graphs. Conjecture 3 is a special
case of Conjecture Q made by McCullough and Wanderley [107] in the context of Nielsen
systems and product replacement graphs.

Given a group G, the product replacement graph �k.G/ introduced in [42] in
connection with computing in finite groups is defined as follows. The vertices of �k.G/

consist of all k-tuples of generators .g1; : : : ; gk/ of the group G. For every .i; j /, 1 � i ,
j � k, i ¤ j , there is an edge corresponding to transformations L˙

i;j and R˙
i;j , where

R˙
i;j W .g1; : : : ; gi ; : : : ; gk/ ! .g1; : : : ; gi � g˙1

j ; : : : ; gk/ and L˙
i;j defined similarly. The

graphs �k.G/ are regular, of degree 4 k .k � 1/, possibly with loops and multiple edges.
The connectivity of �k.G/ has been the subject of intensive recent investigations; for
G D SL2.p/ and k � 3, it was established by Gilman in [72].

In the case of the free group Fk , the moves L˙
i;j and R˙

i;j defined above corre-
spond to Nielsen moves on �k.Fk/. For every group G, the set �k.G/ can be identified with
E D Epi.Fk ;G/, the set of epimorphisms from Fk onto G, and the group A D Aut.Fk/ acts
on E in the following way: if ˛ 2 A and ' 2 E, ˛.'/ D ' � ˛�1. A long-standing problem
is whether Aut.Fk/ has property (T) for k � 4; in [100] Lubotzky and Pak observed that a
positive answer to this problem implies the expansion of �k.G/ for all G and proved that
�k.G/ are expanders when G is nilpotent of class l and both k and l are fixed. Property (T)
for Aut.Fk/ for k � 5 was recently established in [84].9 Note that Aut.F2/ and Aut.F3/ do
not satisfy property (T), while the problem is still open for k D 4.

In a joint work with Pak [69], we established a connection between the expansion
coefficient of the product replacement graph �k.G/ and the minimal expansion coefficient
of a Cayley graph ofG with k generators, and, in particular, proved that for k > 3 the product

9 The proof stems from the groundbreaking observation by Ozawa [116] that G satisfies
Kazhdan’s property (T) if there exist � > 0 and finitely many elements �i of RŒG� such that
�2 � �� D

P
i ��

i �i where � is the Laplacian of the finite symmetric generating set of G.
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replacement graphs �k.SL.2; p// form an expander family under assumption of strong uni-
form expansion of SL.2; p/ on k generators. In a joint work with Breuillard [34], combining
the “expansion machine” [13] with the uniform Tits Alternative10 established by Breuillard
[32], we proved that Cayley graphs of SL.2;p/ are strongly uniformly expanding for infinitely
many primes of density one. Consequently, the following form of nonlinear superstrong
approximation is obtained:

Theorem 7. Let k > 3. The family of product replacement graphs ¹�k.SL.2; pn//ºn forms
a family of expanders for infinitely many primes pn of density one.

As detailed in [107], the situation is different for the product replacement graph of
SL.2; Fp/ on 2 generators, due to Fricke identity for 2 � 2 matrices M and N :

tr.M/2
C tr.N /2

C tr.MN /2
D tr.M/tr.N /tr.MN / C tr.ŒM; N �/ C 2: (2.1)

Letting x1 D tr.M/, x2 D tr.N /, x3 D tr.MN /, the Q conjecture11 in [107] amounts to the
assertion of the strong approximation for the surfaces

Xk W ˆ.x1; x2; x3/ D k; (2.2)

ˆ.x1; x2; x3/ D x2
1 C x2

2 C x2
3 � x1x2x3; (2.3)

and k D tr.ŒM; N �/ C 2, with Markoff surface12 being the special case corresponding to
tr.ŒM; N �/ D �2.

3. Strong approximation

We give a brief overview of the methods and tools used in the proof of Theorems 1
and 2 and some comments about their extensions to the setting of more general surfaces
of Markoff type. Theorem 1, in the weaker form that jC.p/j � jX�.p/j as p ! 1, can
be viewed as the finite field analogue of [73] where it is shown that the action of � on the
compact real components of the relative character variety of the mapping class group of
the once punctured torus is ergodic. As in [73] our proof makes use of the rotations �ij ı Rj ,
i 6D j , where �ij permutes xi and xj . These preserve the conic sections gotten by intersecting
X�.p/ with the planes yk D xk (k different from i and j ). If �ij ı Rj has order t1 (here
t1jp.p � 1/.p C 1/), then x and these t1 points of the conic section are connected (i.e., are
in the same� orbit). If t1 is maximal (i.e., is p;p � 1, orp C 1), then this entire conic section
is connected and such conic sections in different planes which intersect are also connected.
This leads to a large component which we denote by C.p/.

10 This states that if the subgroup of GLd .K/ (where K is an algebraic number field) gener-
ated by F is not virtually solvable, then there is some N 2 N, depending only on d , such
that .F [ F �1 [ ¹1º/N contains two elements that generate a nonabelian free group.

11 See the paper of Will Chen [45] for the discussion of the relation between this conjecture
and the connectivity properties of the moduli spaces of elliptic curves with G D SL.2; p/

structures.
12 Note that the congruence x2 C y2 C z2 � xyz .mod 3/ has no nontrivial solutions.
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If our starting rotation has order t1 which is not maximal, then the idea is to ensure
that among the t1 points to which it is connected, at least one has a corresponding rotation
of order t2 > t1, and then to repeat. To ensure that one can progress in this way, a critical
equation over Fp intervenes:8̂<̂

:x C
b

x
D y C

1

y
; b 6D 1;

x 2 H1; y 2 H2 with H1; H2 subgroups of F�
p (or F�

p2 ):
(3.1)

If t1 D jH1j � p1=2Cı (with ı small and fixed), one can apply the proven Riemann Hypoth-
esis for curves over finite fields [142] to count the number of solutions to (3.1). Together with
a simple inclusion/exclusion argument, this shows that one of the t1 points connected to our
starting x has a corresponding maximal rotation and hence x is connected to C.p/.

If jH1j � p1=2Cı then RH for these curves is of little use (their genus is too large),
and we have to proceed using other methods. We assume that jH1j � jH2j so that the trivial
upper bound for the number of solutions to (3.1) is 2jH2j. What we need is a power saving in
this upper bound in the case that jH2j is close to jH1j, that is, a bound of the form C� jH1j� ,
with � < 1, C� < 1 (both fixed).

In the prime modulus case, there are several ways to proceed. The first and second
methods are related to “elementary” proofs of the Riemann Hypothesis for curves. One
can use auxiliary polynomials as in Stepanov’s proof [137] of the Riemann Hypothesis
for curves to give the desired power saving with an explicit � (cf. [76] which deals with
x C y D 1 and jH1j D jH2j in (3.1)). The second method, giving the best upper bound,
namely 20max¹.jH1j:jH2j/1=3; jH1j:jH2j

p
º, is due to Corvaja and Zannier [53]. It uses their

method for estimating the greatest common divisor of u � 1 and v � 1 in terms of the degrees
of u and v and their supports, as well as (hyper) Wronskians.

The third method is based on Szemerédi–Trotter theorem for modular hyperbolas
[11], whose proof uses crucially expansion and L2-flattening lemma in SL2.Z=pZ/ [16].

Theorem 8. Let ˆ W Fp ! Mat2.Fp/ be such that detˆ does not vanish identically and
Imˆ \ PGL2.Fp/ is not contained in a set of the form F�

p � gH for some g 2 SL2.Fp/ and
H a proper subgroup of SL2.Fp/. Then the following holds:

Given " > 0; r > 1, there is ı > 0 such that if A � P 1.Fp/ and L � Fp satisfy

1 � jAj < p1�"; (3.2)

log jAj < r log jLj; (3.3)

then
j¹.x; y; t/ 2 A � A � LI y D �ˆ.t/.x/ºj < jAj

1�ı
jLj; (3.4)

where for g D
�

a b
c d

�
, �g.x/ D

axCb
cxCd

.

While producing poor exponents � , this method is robust and works in the gener-
ality that the superstrong approximation for SL2.Z=qZ/ has been established; in particular,
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the analogue of Theorem 8 for Z=pnZ, which follows from expansion in SL2.Z=pnZ/,
established13 in [16], plays crucial role in the proof of Theorem 4 in [26].

The above leads to a proof of part 1 of Theorem 1. To continue, one needs to deal
with t1 which is very small (here jH1j D t1 which divides p2 � 1).

To handle these, we lift to characteristic zero and examine the finite orbits of � in
X. NQ/. In fact, by the Chebotarev Density Theorem, a necessary condition for Conjecture 3
to hold is that there are no such orbits other than ¹0º. Again using the rotations in the conic
sections by planes, one finds that any such finite orbit must be among the solutions with tj ’s
roots of unity to

.t1 C t�1
1 /2

C .t2 C t�1
2 /2

C .t3 C t�1
3 /2

D .t1 C t�1
1 /.t2 C t�1

2 /.t3 C t�1
3 /: (3.5)

For this particular surface X , one can show using the inequality between the geometric and
arithmetic means, that (3.5) has no nontrivial solutions for complex numbers with jtj j D 1.
For the more general surfaces Xk , SA;B;C;D , and those in (1.8), there is a variety of solutions
with jtj j D 1. However, Lang’s Gm Conjecture which is established effectively (see [2,92])
yields that there are only finitely many solutions to these equations in roots of unity. This
allows for an explicit determination of the finite orbits of �Y in Y. NQ/ (as noted earlier for the
cubic surfaces SA;B;C;D , the long list of these orbits [96] correspond to the algebraic Painlevé
VI’s). This NQ analysis leads to part 2 of Theorem 1 and, combined with the discussion above,
it yields a proof of Conjecture 3, at least if p2 � 1 is not very smooth. To prove Theorem 2,
we need to show that there are very few primes for which the above arguments fail. This
is done by extending the arguments and results in [43] and [44] concerning points .x; y/ on
irreducible curves over Fp for which ord.x/ C ord.y/ is small (here ord.x/ is the order of x

in F�
p ).

The proof of Theorem 6 in the stronger form that all Markoff numbers are highly
composite, that is, for every � � 1, as T ! 1,X

m2M s ;m�T
m has at most

� distinct prime factors

1 D o
� X

m2M s

m�T

1
�
;

makes use of counting points on X�.Z/ of height at most T and, in particular, Mirzakhani’s
orbit equidistribution [111], as well as the transitivity properties of� onX�.q/ for q a product
of suitable primes p. The latter are provided by the results of Meiri and Puder [110]. For
p � 1.4/ for which the induced permutation action of � on X�.p/ is transitive, they show
that the resulting permutation group is essentially the full symmetric or alternating group on
X�.p/. Applying Goursat’s (disjointness) Lemma leads to the �-action on X�.p1p2 � � � pk/

being transitive for any such primes p1 < p2 < � � � < pk .

13 The proof of this expansion result, in turn, builds crucially on Bourgain’s sum-product the-
orem in Z=pnZ in [10], which is intimately realted to his discretized sum-product theorem
[9]; the origins, nature and impact of the latter are discussed in [67].
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Figure 3

Level set � D �2:1.

Figure 4

Level set � D �1:9.

4. Real dynamics on surfaces of Markoff type

4.1. In this section we discuss the work of Goldman [73] pertaining to modular
group action on real SL.2/-characters of a one-holed torus. The fundamental group � of
the one-holed torus is the free group of rank two. The mapping class group of the 1-holed
torus is isomorphic to the outer automorphism group Out.�/ Š GL.2; Z/ of � and acts
on the moduli space of equivalence classes of SL.2; C/-representations of � ; this moduli
space identifies naturally with affine 3-space C3, using the traces of two generators of � and
of their product as coordinates. In these coordinates, the trace of the commutator of the two
generators (representing the boundary curve of the torus) is given by �.x;y; z/ D x2 C y2 C

z2 � xyz � 2, which is preserved under the action of Out.�/, and the action of Out.�/ on
C3 is commensurable with the action of the group � of polynomial automorphisms of C3

which preserve �. Figures 3–8 show level sets of �.
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Figure 5

Level set � D 1:9.

Figure 6

Level set � D 2:1.

In [73]Goldman studied the dynamics of the �-action on the set of real points of this
moduli space, and more precisely on the level sets ��1.t/ \ R3, for t 2 R. The action of �

preserves a Poisson structure defining a �-invariant area form on each level set. It is shown
that for t < 2 the �-action is properly discontinuous on the four contractible components
of each level set and ergodic on the compact component (which is empty if t < �2); the
contractible components correspond to Teichmüller spaces of complete hyperbolic structures
on a one-holed torus if t � �2, and of a torus with a single cone point singularity if�2 < t <

2. For t D 2, the level set consists of characters of reducible representations and comprises
two ergodic components, for 2 < t � 18 the action of� on a level set is ergodic, and for t > 18

the moduli space contains characters of discrete representations uniformizing a three-holed
sphere and the action is ergodic on the complement.

4.2. The main objective of [38] is the dynamical description of elements of the
mapping class group of the four-punctured sphere acting on two-dimensional slices of its
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Figure 7

Level set � D 2:1.

Figure 8

Level set � D 4.

character variety. It also contains three striking applications of this analysis to the dynam-
ics of the mapping class group on the character variety, to the spectrum of certain discrete
Schrödinger equations, and to Painlevé sixth equation. Cantat considers the space of rep-
resentations of the free group given by the presentation F3 D h˛; ˇ; ; ıj˛ˇı D 1i into
SL.2; C/ modulo conjugacy. By fixing the trace of the images of the four generators, one
obtains a space that is naturally parameterized by a cubic surface SA;B;C;D � C3 given by
x2 C y2 C z2 C xyz D Ax C By C C z C D for some parameters A; B; C; D 2 C. This
surface admits three natural involutions sx ; sy ; sz which fix two out of the three coordinates
and transform the last to the other root of the quadratic. These involutions generate a group
� of affine automorphisms. Automorphisms of F3 act by composition on the space of rep-
resentations by preserving the trace, and the group of outer automorphisms of F3 acts on
SA;B;C;D in such a way that its image contains � as a finite index subgroup.

An element f 2 � is called hyperbolic if it corresponds to a pseudo-Anosov auto-
morphism in themapping class group, or, equivalently, if it is not conjugated to the product of
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Figure 9

S.�0:2;�0:2;�0:2;4:39/.

Figure 10

Projection of the stable manifold.

Figure 11

S.0;0;0;3/.
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Figure 12

Projection of the intersection of the stable manifold with the upper part of the surface.

Figure 13

S.0;0;0;4:1/.

Figure 14

Projection of the intersection of the stable manifold with the upper part of the surface.
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one or two involutions as above. Take f 2 � of hyperbolic type, and compactify SA;B;C;D

by taking its closure in P 3. The divisor at infinity is a cycle of three rational curves. By
conjugating f in a suitable way, one can make it algebraically stable in the sense of For-
naess and Sibony [61], so that it contracts all curves at infinity to a single superattracting
fixed point. One can then prove that at that point the map is locally conjugated to a mono-
mial map whose spectral radius �.f / is greater than 1. This enables one to define the
Green functionsG˙f D limn �.f /�n logC

jf ˙nj, and show that they are plurisubharmonic,
continuous, and possess natural invariance properties. It follows that the positive measure
�f D dd cGCf ^ dd cG�f is well defined and f -invariant. Moreover, �f turns out to
be mixing and the unique measure of maximal entropy equal to log �.f /. All these prop-
erties are reminiscent of the dynamics of Hénon mappings in the complex plane, and are
proved analogously. Next, assume all coefficients A; B; C; D are real, and suppose the real
part SA;B;C;D.R/ is connected (in which case it is homeomorphic to the sphere minus four
points). The main theorem of the paper states that the support of the measure �f is then
included in SA;B;C;D.R/ and that the induced map on SA;B;C;D.R/ is uniformly hyperbolic
on its nonwandering set. The proof of this striking theorem uses deep results by Bedford
and Smillie [6] on the characterization of nonhyperbolic real Hénon maps having the same
entropy as their complexification and relies on a delicate geometrical analysis of the possi-
bilities for the intersection of stable and unstable manifolds in SA;B;C;D.R/.

5. An asymptotic formula for integer points on

Markoff–Hurwitz varieties

For integer parameters n � 3, a � 1, and k 2 Z, consider the Diophantine equation

x2
1 C x2

2 C � � � C x2
n D ax1x2 � � � xn C k: (5.1)

We call this the generalized14 Markoff–Hurwitz equation. In this section we count solutions
to (5.1) in integers, which we callMarkoff–Hurwitz tuples. More precisely, let V be the affine
subvariety of Cn cut out by (5.1). In a joint work with Magee and Ronan [68], we investi-
gated the asymptotic size of the set V.Z/ \ B.R/ where B.R/ is the ball of radius R in the
`1-norm on Rn � Cn. Perhaps somewhat surprisingly, the asymptotic growth for n � 4

is not of the order .logR/n�1, as was first noticed by Baragar [4], who subsequently in [5]

proved that there is a number ˇ D ˇ.n/ such that when k D 0, if V.Z/ � ¹.0; 0; : : : ; 0/º is
nonempty then

jV.Z/ \ B.R/j D .logR/ˇCo.1/ (5.2)

as R ! 1.

14 Hurwitz [83] considered the case k D 0.
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In [5] the following bounds for the exponents ˇ.n/ were also obtained:

ˇ.3/ D 2;

ˇ.4/ 2 .2:430; 2:477/; (5.3)

ˇ.5/ 2 .2:730; 2:798/;

ˇ.6/ 2 .2:963; 3:048/;

and, in general,
log.n � 1/

log 2
< ˇ.n/ <

log.n � 1/

log 2
C o.n�0:58/:

The following problems were posed by Silverman in 1995 [136] (in the setting of
k D 0):

Problem 1. Is there is a true asymptotic formula for jV.Z/ \ B.R/j with main term pro-
portional to log.R/ˇ ?

Problem 2. Is ˇ.n/ irrational?

In [68] a complete answer to Problem 1 was obtained by extending Baragar’s expo-
nential rate of growth estimate to a true asymptotic formula.15

When k > 0, there are certain exceptional families of solutions to (5.1) that have a
different quality of growth and, for fixed k; a; n, we write E for the set of exceptional tuples.
We obtain the following theorem for the asymptotic number of Markoff–Hurwitz tuples:

Theorem 9. For each .n; a; k/ with V.Z/ � E infinite, there is a positive constant c D

c.n; a; k/ such that

j.V .Z/ � E/ \ B.R/j D c.logR/ˇ
C o..logR/ˇ /:

Here ˇ is the same constant as in (5.2).

After renormalizing (5.1), which allows us to set a D 1, and rearranging entries,
Markoff–Hurwitz transformations induce the moves

�j .z1; : : : ; zn/ D

 
z1; : : : ; bzj ; : : : ; zn;

 Y
i¤j

zi

!
� zj

!
; 1 � j � n � 1; (5.4)

on ordered tuples of real numbers. Above,b� denotes omission. If sufficiently many of the zi

are large, the move �j can be approximated by

z 7! .z1; : : : ; bzj ; : : : ; zn;
Y
i¤j

zi /

15 The techniques in [5] “were inspired in part by Boyd’s work on the Apollonian packing
problem [29–31]”. Boyd’s result was extended to a true asymptotic formula in the work of
Kontorovich and Oh [86].
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to high accuracy relative to the largest entries of z. When the zi are positive, at the level of
logarithms this corresponds to

.log z1; log z2; : : : ; log zn/ 7! .log z1; : : : ; 1log zj ; : : : ; log zn;
X
i¤j

log zi /:

Thus one is naturally led to study the linear semigroup generated by linear maps

j .y1; y2; : : : ; yn/ D .y1; : : : ; byj ; : : : ; yn;
X
i¤j

yi / (5.5)

on ordered n-tuples .y1; : : : ; yn/.
Let

� D h1; : : : ; n�1iC;

where we have written a “C” to indicate we are generating a semigroup, not a group.
An important idea in [68] that explains why we are able to make progress on the

counting problem is that we replace the generators of� with the countably infinite generating
set T� D ¹A

n�1j W A 2 Z�0; 1 � j � n � 2º and then consider the semigroup � 0 D hT�iC.
Both � and � 0 preserve the nonnegative ordered hyperplane

H �
®
.y1; : : : ; yn/ 2 Rn

�0 W y1 � y2 � � � � � yn;

n�1X
j D1

yj D yn

¯
� Rn

�0I (5.6)

any element of � maps ordered tuples in Rn
�0 into H . Therefore the study of orbits of � and

� 0 on ordered tuples boils down to the study of orbits in H . We can use the basis

ej D .0; : : : ; 0; 1„ƒ‚…
j

; 0; : : : ; 0; 1/

for the subspace spanned by H . This basis clarifies the action of � 0.
When n D 3, the linear map � W H ! H defined by

�.a; b; a C b/ D order.b � a; a; b/; (5.7)

where order puts a tuple in ascending order from left to right, is such that for j D 1; 2 we
have �j :y D y for all y 2 H . Repeatedly applying the map � to a triple .a; b; a C b/ with
a � b 2 Z performs the Euclidean algorithm on a; b. However, one application of � corre-
sponds in general to less than one step of the algorithm. Replacing � with � 0 corresponds to
speeding this up so one whole step of the Euclidean algorithm corresponds to one semigroup
generator. As for counting, the orbit of .0; 1; 1/ under � is precisely those .a; b; a C b/ with
.a; b/ D 1 and thus can be counted by elementary methods.

When n D 3, the semigroup � 0 is generated by

gA WD A
2 1 D

 
0 1

1 A C 1

!
with respect to the basis ¹e1; e2º. These generators are classically connected with continued
fractions by the formulae 

0 1

1 A1

! 
0 1

1 A2

!
: : :

 
0 1

1 Ak

!
D

 
? b

? d

!
;

b

d
D

1

A1 C
1

A2C
::: 1

Ak

:
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Figure 15

When n D 4, the semigroup elements map � D H=RC into a strictly smaller subset. After iteration, this leads to
more and more empty space (see also Figure 16). This does not occur when n D 3, as one can also see from the
picture: the action of the group elements 2 and 3 on the vertical coordinate axis is a copy of the n D 3 dynamics.

When n D 4, the semigroup � acts in the basis given by the ei as

1 D

0B@ 0 1 0

0 0 1

1 1 1

1CA ; 2 D

0B@ 1 0 0

0 0 1

1 1 1

1CA ; 3 D

0B@ 1 0 0

0 1 0

1 1 1

1CA :

This semigroup appears naturally in different areas of mathematics. In most situations that
this semigroup appears, as is the case in [68], the dynamics of the projective linear action of
� on R3

C=RC becomes relevant. Up to the minor modification of possibly multiplying the
generators on the left or right by permutation matrices, the iterated function system given by
the projective linear action of � on R3

C=RC has a fractal attracting set that is known as the
Rauzy gasket [95].

So the semigroups � and � 0 are natural extensions of the Euclidean algorithm and
continued fractions semigroup to higher dimensions. Writing � D H=RC, we can view �

as a subset of Rn�2. The key distinction that appears when n � 4 is that

� ¤

n�1[
j D1

j .�/

and so the induced dynamics on H=RC has “holes” as we illustrate in Figure 15.
Structure of the proof and the difficulties that arise. Here we highlight some of the

main difficulties that must be overcome during the proof of Theorem 9. It is illuminating
to recall the methods used by Lalley16 in [90] where the action of a Schottky subgroup G

16 See Mark Policott’s ICM report [119] for an overview of recent developments pertaining to
dynamical zeta functions and thermodynamic formalism.
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of SL2.R/ on the hyperbolic upper half-plane H is considered. Lalley obtains that, for any
x 2 H, the number N .x; r/ of elements  of G such that

dH.i; x/ � dH.i; x/ � r;

where dH is hyperbolic distance, satisfiesN .x; r/ � Ceır , where ı D ı.G/ is the Hausdorff
dimension of the limit set ofG, andC D C.G;x/ > 0. Lalley’s proof incorporates at various
stages the following arguments:

Shell argument. By repeated application of a “renewal equation,” the quantity N .x; r/ is
related to a sum of N .y; r 0/, where the sum is over y on a shell of radius � cr in
a Cayley tree of G, and r 0 is a translate of r that corrects for the passage between x

and y. The purpose of this shell argument is that now, the points y lie close to @H.

Passage to the boundary. Each of the resulting N .y; r 0/ is compared to an analogous quan-
tity N �.y�; r 0/ where y� is a point in @H close to y. Because each y is close to
@H, the errors incurred are acceptable.

Transfer operator techniques. Asymptotic formulas for N �.y�; r 0/ are obtained using the
renewal method and spectral estimates for transfer operators. This gives asymptotic
formulas for N .y; r 0/. The main terms of the asymptotic formulas satisfy recursive
relationships between different y.

Recombination. One finally has to recombine all the asymptotic formulas obtained for
N .y; r 0/ to obtain an asymptotic formula for N .x; r/. This is done using the recur-
sive formulas obtained in the previous step.

Trying to follow themethod outlined above for this orbital counting problem, we first
need a suitable replacement for @H. Our idea is to use the projectivization of the hyperplane
H ; we call this set �. We compare points in the orbit of ƒ (generated by �j in (5.4) to
points in � by taking logarithms of all coordinates and then projectivizing. This process
does not necessarily lead to a point in �; there is an important parameter ˛.z/ D

Qn�2
j D1 zj

that appears throughout the paper and measures how good the fit is. If ˛.z/ is large, then one
can, in analogy with Lalley’s setting, think of z as being “close to the boundary.”

For Lalley, the word length of  is roughly proportional to the quantity dH.i; x/ �

dH.i; x/ with respect to which he counts. This implies, during the shell argument, that all
the elements of the shell are roughly the same distance from @H. However, for us, there are
arbitrarily long words in the generators of ƒ for which ˛.z/ is small. We solve this problem
using “acceleration,” by replacing ƒ by ƒ0, and instead aim to follow Lalley’s argument for
orbits of ƒ0. This has the immediate benefit that we can guarantee that elements z of shells
of radius L, with respect to ƒ0, have large ˛.z/, if we make L appropriately large.

However, the acceleration also has some costs to be paid. The first issue arising
is that now ƒ0 has countably many generators, so shells for word length on ƒ0 are not
finite. Instead of using shells, we use intersections of shells with the elements of the ƒ0-orbit
whose coordinates are not too large. The second issue is that the original ƒ-orbit breaks up
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Figure 16

In the same setting (n D 4) of Figure 15, we show in black the images of � under the action of all words of length
10 in the generators ¹1; 2; 3º.

into countably many ƒ0-orbits. So we not only have to perform the recombination argument
for ƒ0, but then have to perform an extra summation over the countably many ƒ0-orbits.

After setting up our shell argument appropriately, we must perform the passage to
the boundary (i.e., �). To this end, we compare orbits of ƒ0 to orbits of � 0, where � 0 is the
linear semigroup. To get this to work, we must exploit the following “shadowing” feature of
the map log that takes logarithms of all entries of a vector. It says (roughly) that if log.z/ is
within � of y 2 H , with � on the scale of ˛.z/�2, then for all � 2 ƒ0, log.�.z// is within �

of .log.z//, where  2 � 0 is matched with � in a natural way.
The completion of the proof relies on spectral estimates for transfer operators asso-

ciated to the projective linear action of � 0 on �. There are three key issues arising here.
First, to obtain the spectral estimates we need, we must establish that the action of � 0 on
� is uniformly contracting; it is important to note that this argument would not work if the
acceleration had not been performed previously. Secondly, we need to establish that the rel-
evant “log-Jacobian” cocycle over the dynamical system is not cohomologous to a lattice
cocycle. Finally, but importantly, we must obtain spectral estimates for transfer operators
acting on C 1.�/ which is accomplished by adapting Liverani’s approach to spectral esti-
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mates from [97]. See section 4 of [68], and references therein, for the discussion of Gauss
map and Gauss measure [70,89] in this context.

The question of whether ˇ is irrational (Problem 2) remains a tantalizing open ques-
tion, and one may wonder whether it is even algebraic. Our methods do give some partial
insight into the nature of this mysterious number in terms of the action of � 0 on H=RC.

Theorem 10. The number ˇ is the unique parameter in .1; 1/ such that there exists a prob-
ability measure �ˇ on � D H=RC with the propertyZ

w2�

f .w/d�ˇ .w/ D

X
2T�

Z
w2�

f .:w/jJacw./j
ˇ

n�1 d�ˇ .w/

for all f 2 C 0.�/. We call �ˇ a conformal measure.

Theorem 10 can be viewed as a partial analog of the connection between the expo-
nent of growth of a finitely generated Fuchsian group and the Hausdorff dimension of its limit
set as a result of Patterson–Sullivan theory [117,138,139]. In our setting, the lack of any sym-
metric space means the parameter ˇ is not in any obvious way connected to the Hausdorff
dimension of the compact � 0-invariant subset of �.

The issue of the existence of a single integral solution for general a and k is very
subtle, even for n D 3, as discussed in the next section.

6. Hasse principle on surfaces of Markoff type

Little is known about the values at integers assumed by affine cubic forms17 F in
three variables. For k ¤ 0, set

Vk;F D ¹x D .x1; x2; x3/ W F.x/ D kº: (6.1)

The basic question is for which k is Vk;F .Z/ ¤ ;, or, more generally, infinite or Zariski
dense in Vk;F ?

A prime example is F D S , the sum of three cubes,

S.x1; x2; x3/ D x3
1 C x3

2 C x3
3 : (6.2)

There are obvious local congruence obstructions, namely that Vk;S .Z/ D ; if
k � 4; 5 .mod 9/, but beyond that, it is possible that the answers to all three questions
are yes for all the other k’s, which we call the admissible values (see [50, 113]). It is known
that strong approximation in its strongest form fails for Vk;S .Z/; the global obstruction
coming from an application of cubic reciprocity [41, 49, 75]). Moreover, the authors of [94]

and [7] show that V1;S .Z/ is Zariski dense in V1;S .
In [71] Ghosh and Sarnak investigate the Markoff form F D M ,

M.x/ D x2
1 C x2

2 C x2
3 � x1x2x3: (6.3)

17 By an affine form f in n variables we mean f 2 ZŒx1; : : : ; xn� whose leading homogeneous
term f0 is nondegenerate and such that f � k is (absolutely) irreducible for all constants k.
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Figure 17

Lattice points and fundamental set for k D 3685.

Figure 18

Closeup of fundamental set for k D 3685.

Except for the case of the Cayley cubic with k D 4, VkIM .Z/ decomposes into a finite number
hM .k/ of �-orbits. For example, if k D 0, then hM .k/ D 2 corresponds to the orbits of
.0; 0; 0/ and .3; 3; 3/. In order to study hM .k/ both theoretically and numerically, they give
an explicit reduction (descent) for the action of � on Vk;M .Z/. For this purpose, it is con-
venient to remove an explicit set of special admissible k’s, namely those for which there
is a point in Vk;M .Z/ with jxj j D 0; 1 or 2. These k’s take the form (i) k D u2 C v2,
(ii) 4.k � 1/ D u2 C 3v2, or (iii) k D 4 C u2. The number of these special k’s (referred to
as exceptional) with 0 � k � K is asymptotic to C 0 Kp

logK
. The remaining admissible k’s

are called generic (all negative admissible k’s are generic). For them Ghosh and Sarnak give
the following elegant reduced forms:
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Figure 19

Lattice points and fundamental set for k D �3691.

Figure 20

Closeup of fundamental set for k D �3691.

Proposition 11. (1) Let k � 5 be generic and consider the compact set

FC

k
D ¹u 2 R3

W 3 � u1 � u2 � u3 ; u2
1 C u2

2 C u2
3 C u1u2u3 D kº:

The points in FC

k
.Z/ D FC

k
\ Z3 are �-inequivalent, and any x 2 Vk;M .Z/

is �-equivalent to a unique point u0 D .�u1; u2; u3/ with u D .u1; u2; u3/ 2

FC

k
.Z/.

(2) Let k < 0 be admissible and consider the compact set

F�
k D ¹u 2 R3

W 3 � u1 � u2 � u3 �
1

2
u1u2 ; u2

1 C u2
2 C u2

3 � u1u2u3 D kº:

The points in F�
k

.Z/ D F�
k

\ Z3 are �-inequivalent, and any x 2 Vk;M .Z/ is
�-equivalent to a unique point u D .u1; u2; u3/ 2 F�

k
.Z/.

Some consequences of this are as follows: As k ! ˙1, we have

hM .k/ �" jkj
1
3 C":

1827 Arithmetic and dynamics on varieties of Markoff type



This follows from the fact that when considering the values taken by the corresponding indef-
inite quadratic form in the y and z variables, for each fixed x, the units are bounded in number
due to the restrictions imposed by the fundamental sets.

Let h˙
M .k/ D jF˙

k
.Z/j where ˙ D sgn.k/, this being defined for any k. Then for

generic k, h˙
M .k/ D hM .k/ while otherwise hM .k/ � h˙

M .k/. We haveX
k¤4

jkj�K

h˙
M .k/ � C ˙K.logK/2; (6.4)

where C ˙ > 0 and K ! 1.
So on average the numbers hM .k/ are small. The explicit fundamental domains

allow for the numerical computations; these indicate thatX
0<k�K

k admissible
hM .k/D0

1 � C0K� ; (6.5)

with C0 > 0 and � � 0:8875 : : : .
The main result in [71] concerns the values assumed by M and the Hasse failures

in (6.5):

Theorem 12. (i) There are infinitely many Hasse failures. More precisely, the
number of 0 < k � K and �K � k < 0 for which the Hasse principle fails is
at least

p
K.logK/� 1

4 for K large.

(ii) Fix t � 0. Then as K ! 1,

#
®
jkj � K W k admissible; hM .k/ D 0

¯
D o.K/:

Hasse failures are produced by an obstruction via quadratic reciprocity. They come
in two types: one via direct use of reciprocity and the second also incorporating the descent
group. Recently Colliot-Thélène, Wei, and Xu [48] and, independently, Loughran and
Mitankin [98] have shown that the obstruction of the first (but not the second type) can
be explained in terms of integral Brauer–Manin obstruction. For example, if k D 4 C 2�2,
with � having all of its prime factors congruent to ˙1 .mod 8/ and � congruent to
0; ˙3; ˙4 .mod 9/, then k is admissible but Vk;M .Z/ D ;.

Part .i i/ of the theorem is proved by comparing the number of points on Vk;M .Z/

in certain tentacled regions gotten by special plane sections, with the expected number of
solutions according to a product of local densities; the crucial point being that the variance
of this comparison goes to zero on averaging jkj � K. As detailed in [71], this moving plane
quadric method applies to more general cubic surfaces including those that do not carry
morphisms.
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Abstract

The Mordell Conjecture states that a smooth projective curve of genus at least 2 defined
over number field F admits only finitely many F -rational points. It was proved by Falt-
ings in the 1980s and again using a different strategy by Vojta. Despite there being two
different proofs of the Mordell Conjecture, many important questions regarding the set of
F -rational points remain open. This survey concerns recent developments towards upper
bounds on the number of rational points in connection with a question of Mazur.
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1. Introduction

Mordell’s Conjecture asserts the finiteness of the set of rational solutions®
.x; y/ 2 Q2

W P.x; y/ D 0
¯

for certain bivariate polynomials P 2 QŒX; Y �.
To make the statement and results precise, we will adopt the language of projective

algebraic curves. Indeed, for the study of the zero set, we may assume that P is irreducible,
even as a polynomial in CŒX; Y �. Moreover, its homogenization defines a projective curve
in the projective plane. The classical procedure of normalization allows us to resolve any
singularities. The result is an irreducible smooth projective curve defined overQ. Its complex
points define a compact Riemann surface of genus g 2 ¹0; 1; 2; : : :º.

Conversely, let us assumewe are presentedwith a smooth projective curveC defined
over Q that is irreducible as a curve taken over C. The genus g of C.C/ taken as a Riemann
surface has important consequences for arithmetic questions on C.Q/. Indeed, Mordell’s
Conjecture, proved by Faltings [25], states that #C.Q/ is finite if g � 2.

We begin by formulating the Mordell Conjecture in slightly higher generality. We
then discuss the history of results towards this conjecture. Finally, we give an overview of the
proof of a joint work by Ziyang Gao, Vesselin Dimitrov, and the author towards a question
of Mazur regarding upper bounds for the cardinality #C.Q/. The upper bound will depend
on the genus g and the Mordell–Weil rank of the Jacobian of C . For a special case of this
result that does not make reference to Jacobians, we refer to Section 6.

1.1. The Mordell Conjecture
We begin by recalling Faltings’s Theorem [25], a finiteness statement originally con-

jectured by Mordell [48]. By a curve we mean a geometrically irreducible projective variety
of dimension 1. Throughout, we let F denote a number field and F a fixed algebraic closure
of F .

Theorem 1.1 (Faltings [25]). Let C be a smooth curve of genus at least 2 defined over a
number field F . Then C.F / is finite.

If the genus of C is small, then one cannot expect finiteness. Indeed, the set C.F /

is nonempty after replacing F by a suitable finite extension. If C has genus 0, then C is
isomorphic to the projective line and thus C.F / is infinite. If C has genus 1, then C together
with a point in C.F / is an elliptic curve. In particular, we obtain an algebraic group. After
possibly extending F again, we may assume that C.F / contains a point of infinite order. So
C.F / is infinite.

To prove the Mordell Conjecture, Faltings first proved the Shafarevich Conjecture
for abelian varieties. At the time, the latter was known to imply the Mordell Conjecture
thanks to a construction of Kodaira–Parshin.

Later, Vojta [62] gave a different proof of the Mordell Conjecture that is rooted in
diophantine approximation. Bombieri [8] then simplified Vojta’s proof.Wewill recall Vojta’s

1839 The number of rational points on a curve of genus at least two



approach for curves in Section 3. The technical heart is the Vojta inequality which we for-
mulate below as Theorem 3.1.

Faltings generalized Vojta’s proof of the Mordell Conjecture to cover subvarieties
of any dimension of an abelian variety. Indeed, Faltings [26, 27] and Hindry [36] proved the
Mordell–Lang Conjecture for subvarieties of abelian varieties. Let A be an abelian variety
defined over F and suppose � is a subgroup of A.F /. The division closure of � is the
subgroup ®

P 2 A.F / W there exists an integer n � 1 with nP 2 �
¯

of A.F /. For example, the division closure of the trivial subgroup � D ¹0º is the subgroup
Ators of all points of finite order of A.F /. The following theorem holds for all base fields of
characteristic 0.

Theorem 1.2 (Mordell–Lang conjecture, Faltings, Hindry). Let A be an abelian variety
defined over F and let � be the division closure of a finitely generated subgroup of A.F /. If
V is an irreducible closed subvariety of A, then the Zariski closure of V.F / \ � in V is a
finite union of translates of algebraic subgroups of A.

The special case when � D Ators is called the Manin–Mumford Conjecture and was
proved by Raynaud [53].

More recently, Lawrence and Venkatesh [41] gave yet another proof of the Mordell
Conjecture. It was inspired by Faltings’s original approach and the method of Chabauty–
Kim. We refer to the survey [6] on these developments.

In this survey we concentrate mainly on the case of curves and comment on possible
extensions to the higher dimensional case.

1.2. Some remarks on effectivity
Despite the variety of approaches to the Mordell Conjecture, no effective proof is

known. For example, if the curve C is presented explicitly as the vanishing locus of homo-
geneous polynomial equations with rational coefficients, say, then in full generality we know
no algorithm that produces the finite list of rational points ofC . The question of effectivity is
already open in genus 2, for example, for the family Y 2 D X5 C t parametrized by t . Prov-
ing an effective version of the Mordell Conjecture is among the most important outstanding
problems in diophantine geometry.

Although no general algorithm that determines the set of rational points is currently
known, it is sometimes possible to determine the set of rational points. For example, we refer
to the Chabauty–Colemanmethod [13,15]which provides a clean upper bound for the number
of rational points subject to a hypothesis on the Mordell–Weil rank of the Jacobian of C .
In several applications, this bound equals a lower bound for the number of rational points
coming from a list of known rational points. Moreover, aspects of Kim’s generalization of
the Chabauty method were used by Balakrishnan, Dogra, Müller, Tuitman, and Vonk [5] to
compute all rational points of the split Cartan modular curve of level 13 which appears in
relation to Serre’s uniformity question. A different approach motivated by work of Dem-
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janenko and the theory of unlikely intersections was developed in a program by Checcoli,
Veneziano, Viada [14]. Here too a condition on the rank of the curve’s Jacobian is required
for the method to apply. An remarkable aspect to this approach is that the authors obtain an
explicit upper bound for the height of a rational point.

1.3. The number of rational points: conjectures and results
GivenC and F as in Theorem 1.1, which invariants ofC need to appear in an upper

bound for #C.F /?

Example 1.3. (i) Consider the hyperelliptic curve C presented by

y2
D .x � 1/ � � � .x � 2022/:

Its genus equals .2022 � 2/=2 D 1010. Then C contains the rational points
.1; 0/; : : : ; .2022; 0/. Together with the two points at infinity, we obtain at least
2024 rational points. This example easily generalizes to higher genus. For any
g � 2 and square-free f 2 QŒX� of degree 2g C 2, the equation y2 D f .x/

determines a hyperelliptic curveC of genus g. If f splits into (pairwise distinct)
linear factors over Q, then #C.Q/ � 2g C 4. So any upper bound for #C.Q/

must depend on the genus.
This lower bound is far from the truth. Stoll discovered a genus 2 curve defined
overQwith 642 rational points in a family of such curves constructed by Elkies.
Mestre showed that for all g � 2 there is a smooth curve of genus g defined over
Q with at least 8g C 16 rational points.

(ii) Let us now fix the curve C and let the number field F vary. We take C as
the genus 2 hyperelliptic curve presented by y2 D x5 C 1. Consider an integer
n � 0 and the points ¹.m; ˙.m5 C 1/1=2/ W m 2 ¹0; : : : ; nºº. So C.F / has at
least 2n C 2 C 1 elements where F D Q..m5 C 1/1=2/m2¹1;:::;nº. Any upper
bound C.F /, even for C fixed, must depend on F .
Gabriel Dill pointed out that the number of F -points grows at least logarithmi-
cally in the degree ŒF W Q� in this case. Indeed, ŒF W Q� � 2n, so #C.F / � 2n �

2.logŒF W Q�/= log 2.
Let us consider the modular curve X0.37/ which has genus 2 and is defined
over Q. Let p be one of the infinitely many prime numbers for which the
Legendre symbol satisfies .�p=37/ D 1; so 37 splits in the quadratic field
K D Q.

p
�p/. Let F denote the Hilbert Class Field of K. There is an elliptic

curve E defined over F with complex multiplication by the ring of integers
of K. Moreover, E admits an isogeny of degree 37 to an elliptic curve defined
over F . Thus X0.37/ has an F -rational point. The Galois group Gal.F=K/

acts on the F -rational points of X0.37/. It is also known to act transitively on
the moduli of elliptic curves with the same endomorphism ring as E. Thus
#X0.37/.F / is no less than ŒF W K� which equals the class number of K by
Class Field Theory. So #X0.37/.F / � ŒF W K� D ŒF W Q�=2. By the Landau–
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Siegel Theorem, ŒF W Q� ! 1 as p ! 1. In particular, any upper bound for
#X0.37/.F / must grow at least linearly in ŒF W Q�.

The Uniformity Conjecture by Caporaso–Harris–Mazur [11] predicts that the genus
and base field of a curve are the only invariants required for a general upper bound.

Conjecture 1.4 (Caporaso–Harris–Mazur). Let g � 2 be an integer and F a number field.
There exists c.g; F / � 1 such that if C is a smooth curve of genus g defined over F , then
#C.F / � c.g; F /.

Caporaso, Harris, and Mazur showed that the Uniformity Conjecture follows from
theWeak Lang Conjecture which is an extension of the Mordell Conjecture to higher dimen-
sion. It states that if V is a smooth projective variety defined over F of positive dimension
and general type, then V.F / is not Zariski dense in V . Pacelli [50] showed that #C.F / is
bounded from above in function of g and ŒF W Q� under the Weak Lang Conjecture after
Abramovich [1] treated the case of quadratic and cubic extensions earlier. A refined version
of theWeak LangConjecture implies, again bywork of Caporaso–Harris–Mazur, that #C.F /

can be bounded from above in function of the genus, if we omit finitelymanyF -isomorphism
classes of C , see also [12] for a correction. Rémond [56] has evidence towards this stronger
version of the Uniformity Conjecture. Alpoge [2] showed that, on average, a smooth curve
of genus 2 defined over Q has a uniformly bounded number of rational points.

Mazur [46] posed the following question, which is a weaker version of the Unifor-
mity Conjecture. We let Jac.C / denote the Jacobian of a smooth curve C defined over a
field. Then Jac.C / is a principally polarized abelian variety whose dimension equals the
genus of C . If the base field is a number field F , then Jac.C /.F / is a finitely generated
abelian group by the Mordell–Weil Theorem.

Question 1.5 (Mazur [46, p. 223]). Let g � 2 and r be integers and let F be a number field.
There exists c.g; r; F / � 1 such that if C is a smooth curve of genus g defined over F such
that the rank of theMordell–Weil group satisfies rkJac.C /.F / � r , then #C.F / � c.g;r;F /.

Let us review some work on upper bounds for #C.F /. Parshin [59] showed how
to extract an upper bound for the number of rational points from Faltings’s theorem. In his
original paper, Vojta [62] gave a blueprint on how to bound from above the number of rational
points for a general C . This bound was refined by Bombieri [8] and de Diego [19]. However,
these works did not provide an answer to Mazur’s question.

To formulate de Diego’s results we need some additional notation. We also require
the Weil height on projective space and the Néron–Tate (or canonical) height, they are both
defined in Section 2. Let S be an irreducible, smooth, quasiprojective variety defined over
a number field F and presented with an immersion S � P n defined over F . De Diego’s
Theorem holds for a smooth family of curves parametrized by the base S . Indeed, let C ! S

be a smooth morphism such that each fiber is a smooth curve of genus g � 2. We writeCs for
the fiber of C ! S above s 2 S.F /. This is a smooth curve defined over F . Let Ks denote
the canonical class on Cs , we identify it with a divisor class modulo linear equivalence of
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degree 2g � 2. If P 2 Cs.F /, then .2g � 2/ŒP � � Ks is well defined as a divisor class of
degree 0. So it represents a point in Jac.Cs/. In this way we obtain a morphism

js W Cs ! Jac.Cs/ given by P 7!
�
.2g � 2/ŒP � � Ks

�
= � :

Let �s denote the theta divisor on Jac.Cs/ and Ohs D OhCs ;�s
the canonical height on Jac.Cs/

attached to this divisor.

Theorem 1.6 (de Diego [19]). There exists c.C / > 1 such that if F 0=F is a finite extension
and s 2 S.F 0/, then

#
®
P 2 Cs.F 0/ W Ohs

�
js.P /

�
� c.C /

�
1 C h.s/

�¯
º �

55

2
� 7rk Jac.C /.F 0/:

Roughly speaking, this theorem tells us that the number of points of Cs of suffi-
ciently large canonical height is bounded as in Mazur’s question. We will often call these
points large points. It is striking that the constant 7 is admissible for all genera; a fact that
already appeared in Bombieri’s work [8]. For smooth curves of genus 2 defined over Q with
a marked Weierstrass point, Alpoge [2] improved 7 to 1:872.

Observe that ®
P 2 Cs.F 0/ W Ohs

�
js.P /

�
< c.C /

�
1 C h.s/

�¯
(1.1)

is finite by the Northcott property for height functions which we will review in Section 2.
To obtain a positive answer to Mazur’s question we need, roughly speaking, to get a simi-
lar bound as in Theorem 1.6 for the cardinality of (1.1). There are quantitative versions of
Northcott’s Theorem. Estimating the cardinality (1.1) with these does, however, introduce a
dependence on h.s/.

Work of David–Philippon [17] and Rémond [54] further clarified the other
value c.C /. Indeed, David and Philippon proved a lower bound for the canonical height
that, when combined with Rémond’s explicit version of the Vojta inequality, yields the next
theorem. To state their result, we momentarily shift our focus from families of smooth curves
and their Jacobians to a curve immersed in an abelian variety.

Theorem 1.7 (Rémond [17, p. 643]). Let A be a g-dimensional principally polarized abelian
variety defined overF . Let � be the division closure of a finitely generated subgroup ofA.F /

of rank r and let C � A be a curve that is not smooth of genus 1. Then C.F / \ � is finite of
cardinality at most �

234h0.A/ degC
�g20.rC1/

:

Here degC is the degree of C with respect to the principal polarization. Moreover,
h0.A/ is a height of the abelian variety A whose definition involves classical theta functions
and the degree ŒF W Q�. Roughly speaking, h0.A/ encodes a bound for the coefficients needed
to reconstruct the abelian variety A. Mazur’s question does not allow for a dependence on
h0.A/. The hypothesis that C is not smooth of genus 1 is natural and cannot be dropped in
general. It is equivalent to stating that C is not a translate of an algebraic subgroup of A.
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David and Philippon’s contribution to Theorem 1.7 was their lower bound for the
canonical height, see [17, Théorème 1.4]. Rémond [54]made Vojta’s approach (and an inequal-
ity of Mumford) completely explicit. David–Philippon and Rémond have a result for sub-
varieties of A of any dimension. In other words, they provide an explicit version of the
Mordell–Lang Conjecture.

David and Philippon’s approach to Mazur’s question and its higher-dimensional
counterparts is via a strong quantitative version of the Bogomolov Conjecture on points of
small height. A suitable version is Conjecture 1.5 [18] where the lower bound for the canon-
ical height grows linearly in the Faltings height. We refer to [18, Théorème 1.11] regarding the
connection to rational points and more generally the Mordell–Lang Conjecture.

David and Philippon were able to strengthen their height lower bound when A is
a power of an elliptic curve. This provided more evidence towards a positive answer for
Mazur’s question. Here is a version of their result for curves; their general result holds for
subvarieties of a power of an elliptic curve.

Theorem 1.8 (David and Philippon [18, Théorème 1.13]). Let E be an elliptic curve defined
over F and let g � 2 be an integer. Suppose � is the division closure of a finitely generated
subgroup of Eg.F / of rank r . If C � Eg is a curve that is not smooth of genus 1, then
#C.F / \ � � deg.C /7g18.1Cr/.

Thanks to a specialization argument, David and Philippon extended the above result
to include the case where F is an arbitrary field of characteristic 0. David, Nakamaye, and
Philippon [16] then proved the existence of a .g � 2/-dimensional family of curves of genus g

for which Mazur’s question has a positive answer.
We nowvery briefly turn to some cardinality estimates using the Chabauty–Coleman

method, which is based on p-adic analysis. It can produce finiteness of C.F / with a clean
cardinality estimate subject to a restriction on the rank of the Mordell–Weil group.

Theorem 1.9 (Coleman [15]). Suppose C is a smooth curve of genus g � 2 defined over Q

with rk Jac.C /.Q/ � g � 1. If p > 2g is a prime number where C has good reduction QC ,
then #C.Q/ � 2g � 2 C # QC .Fp/.

In combination with the Hasse–Weil bound # QC .Fp/ � p C 1 C 2g
p

p, the estimate
above yields a bound for #C.Q/ in terms of g and p alone. Observe that a dependence in
the arithmetic of C appears through the prime p. Stoll was able to remove this dependence
for hyperelliptic curves at the cost of a stronger restriction on the rank of the Mordell–Weil
group.

Theorem 1.10 (Stoll [58]). Let g � 2 and d � 1 be integers. There exists c.g; d/ > 0 with
the following property. Suppose C is a smooth hyperelliptic curve of genus g defined over
F with ŒF W Q� � d . If rk Jac.C /.Q/ � g � 3, then #C.F / � c.g; d/.

Later, Katz, Rabinoff, and Zureick-Brown dropped the hyperellipticity condition.
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Theorem 1.11 (Katz, Rabinoff, and Zureick-Brown [38]). Let g � 2 and d � 1 be integers.
There exists c.g;d/ > 0 with the following property. Suppose C is a smooth curve of genus g

defined over F with ŒF W Q� � d . If rk Jac.C /.Q/ � g � 3, then #C.F / � c.g; d/.

After this detour to the Chabauty–Coleman method, we return to Vojta’s method.
Vesselin Dimitrov, Ziyang Gao, and the author have recently proved a lower bound for the
canonical height that can be used as a replacement for the lower bounds by David and
Philippon [17, 18] in the context of Mordell’s Conjecture. We recall this height inequality
in Section 4.2 below. Indeed, it led to a positive answer to a strengthening of Mazur’s ques-
tion. The following result is new already in genus 2.

Theorem 1.12 (Dimitrov, Gao, and Habegger [24, Theorem 1.1]). Let g � 2 and d � 1 be
integers, there exist c0.g; d/ > 1 and c.g; d/ > 1 with the following property. Suppose C is
a smooth curve of genus g defined over a number field F such that ŒF W Q� � d . Then

#C.F / � c0.g; d/ � c.g; d/rk Jac.C /.F /:

Regarding the Caporaso–Harris–Mazur Uniformity Conjecture, we ask

Question 1.13. Can the cardinality #C.F / be bounded from above by a function that is
polynomial in ŒF W Q� and g?

No one currently knows an algorithm that computes the rank of the Mordell–Weil
group Jac.C /.F /. However, upper bounds for this rank follow, for example, from the Ooe–
Top Theorem [49]. We discuss this in more depth in Section 6.

Our results also cover points on C that lie in the division closure of a finitely gen-
erated subgroup. Let Q denote the algebraic closure of Q in C. The Jacobian Jac.C / of a
smooth curve C of genus g defined over Q corresponds to a Q-point of the coarse moduli
space Ag of g-dimensional principally polarized abelian varieties. We let ŒJac.C /� denote
the point of Ag.Q/ corresponding to Jac.C / with its canonical principal polarization.

For example, if g D 1 then Ag D A1 is the affine line. If E is an elliptic curve
defined over Q, then ŒE� is the j -invariant of E.

In general,Ag is a quasiprojective variety of dimension g.g C 1/=2 defined overQ.
We may fix an immersion � W Ag ,! P n into projective space. Then the absolute logarithmic
Weil height h, see Section 2 for a definition, pulls back to a function h ı � W Ag.Q/ ! Œ0;1/.

If C is a smooth curve of genus g � 1 defined over Q and if P0 2 C.Q/, then a
point P 2 C.Q/ defines a divisor ŒP � � ŒP0� of degree 0. One obtains a closed immersion

C ,! Jac.C / from P 7!
�
ŒP � � ŒP0�

�
= �

where� again denotes linear equivalence, induces a closed immersion.Wewill writeC � P0

for the image of C in Jac.C /.

Theorem 1.14 (Dimitrov, Gao, and Habegger [24, Theorem 1.2]). Let g � 2 be an integer.
There exist c.g; �/ > 1, c0.g; �/ > 0, and c00.g; �/ > 0 that depend on g and the immersion �

with the following property. Suppose C is a smooth curve of genus g defined over Q and let
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P0 2 C.Q/. Let � be the division closure of a finitely generated subgroup of Jac.C /.Q/ of
rank r . If

h
�
�
��
Jac.C /

���
� c00.g; �/ then #.C � P0/.Q/ \ � � c0.g; �/c.g; �/r :

In particular, we may take � D Jac.C /tors and r D 0. Thus the theorem yields a
uniform bound for the number of torsion points that lie onC � P0 if the height of �.ŒJac.C /�/

is sufficiently large.
Suppose that C is defined over a number field F . Then ŒJac.C /� is an F -rational

point of the moduli space Ag . If we impose also h.�.ŒJac.C /�// < c00.g; �/, then ŒJac.C /�

lies in a finite set by the Northcott property. Thus Jac.C / is in one of at most finitely many
Q-isomorphism classes and so is C by the Torelli Theorem.

Raynaud proved the following result which is the Manin–Mumford Conjecture for
curves.

Theorem 1.15 (Raynaud [52]). Let C be smooth curve defined over C of genus at least 2.
Then .C � P0/ \ Jac.C /tors is finite.

Theorem 1.14 gives evidence towards the Uniform Manin–Mumford Conjecture
which states that .C � P0/ \ Jac.C /tors is bounded from above in terms of the genus g

only for any smooth curve C of genus g � 2 defined over any field in characteristic 0.
Using a different approach involving equidistribution and motivated by dynamical

systems, DeMarco, Krieger, and Ye [20] had made substantial progress towards the Uniform
Manin–Mumford Conjecture. They proved it for smooth curves of genus 2 defined over C

that are double covers of an elliptic curve when the base point P0 is a Weierstrass point.
In a preprint, Kühne [39] complemented the method in [24] using ideas from equidis-

tribution to prove the Uniform Manin–Mumford Conjecture.

Theorem 1.16 (Kühne [39]). Let g � 2 be an integer. There exist c.g/ > 1 and c0.g/ > 1 that
depend on g with the following property. Suppose C is a smooth curve of genus g defined
over C and let P0 2 C.C/. Let � be the division closure of a finitely generated subgroup of
Jac.C /.C/ of rank r . Then #.C � P0/.C/ \ � � c0.g/c.g/r .

In contrast to Theorem 1.14, Kühne is able to handle curves C defined over Q for
which ŒJac.C /� has height less than c00.g; �/. Once uniformity is established for all curves
over Q, Kühne is able to pass to the base field C using a specialization argument laid out by
Dimitrov, Gao, and the author [22]which relies on a result ofMasser [43]. Kühne thus answers
an older question of Mazur, see the top of page 234 [45], and obtains the full Mordell–Lang
variant for curves.

DeMarco and Mavraki’s [21] work on a relative version of the Bogomolov conjec-
ture, see [72] and [22], motivated Kühne [39,40] to extend the reach of Arakelovian equidistri-
bution methods of Szpiro–Ullmo–Zhang [60] and Yuan [65] to families of abelian varieties
over a quasiprojective base. For algebraic curves, this settles the uniform Bogomolov and
the uniform Manin–Mumford conjectures.
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Yuan [66] recently gave another proof of Theorem 1.16. His method also runs via
a uniform Bogomolov theorem and thus contains aspects related to height lower bounds.
However, Yuan’s approach relies on arithmetic bigness, rather than on equidistribution. It is
independent of the approaches mentioned above and uses a new theory of adelic line bundles
over quasiprojective varieties developed by Yuan and Zhang [67] which generalizes Zhang’s
theory [70] in the projective case. They derive a height inequality for a polarized dynamical
system, see Theorem 1.3.2 and Section 6 [67], that extends our own bound. One aspect of
Yuan’s method is that it works for global fields in any characteristic.

We come to some questions regarding the base constant c.g/ in the estimates above.
In the context of Mordell’s Conjecture, Bombieri observed that the number of large points
is bounded by a multiple of 7rk Jac.C /.F /.

Question 1.17. Can the base 7 in the estimate for the number of large points as in Theo-
rem 1.6 be replaced by a function in g that tends to 1 for g ! 1?

Alpoge [2] used the Kabatiansky–Levenshtein estimates on spherical codes to
improve on the constant 7 in genus 2. It is quite possible that Alpoge’s approach will shed
light on this last question.

Concerning the constant c.g/ in Theorem 1.16, we pose the following two questions
which also cover the moderate, i.e., nonlarge, points. They were inspired by questions of
Helfgott.

Question 1.18. Can we choose the c.g/ in Theorem 1.16 such that there exists B � 1 with
c.g/ � B for all integers g � 2?

Question 1.19. Can we choose the c.g/ in Theorem 1.16 with limg!1 c.g/ D 1?

Recently, Gao, Ge, and Kühne [32] completed the proof of the Uniform Mordell–
Lang Conjecture for a subvariety V of a polarized abelian variety A of any dimension.
Uniformity here amounts to bounding the number of irreducible components of the Zariski
closure in Theorem 1.2 from above by c0.dimA;degV /c.dimA;degV /r . Their result holds
over all base fields in characteristic 0.

We refer to the comprehensive survey by Gao [31] that gives an overview of these
recent developments and how they are interlinked.

Here is a brief overview of this survey. In Section 2 we recall some fundamental
properties of two height functions: theWeil and Néron–Tate heights. They play a central role
in the proof of Theorem 1.12. Then in Section 3 we describe Vojta’s approach to the Mordell
Conjecture. Later we return to the two height functions and describe their interactions on a
family of abelian varieties. This is done in Section 4. Here we also describe the Betti map,
an important analytic tool. In Section 5 we sketch how all this fits together in the proof of
Theorem 1.12. In the final section we discuss an estimate for the number of rational points
on a hyperelliptic curve that does not make reference to Jacobians.
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2. Heights

Height functions are at the heart of Vojta’s proof of the Mordell Conjecture and
subsequent results such as Theorem 1.12. We will review two flavors of heights. The first one
is the absolute logarithmic Weil height which is defined on algebraic points of the projective
space. One can also use it to define a class of height functions on a projective variety equipped
with an invertible sheaf. The second height function is the canonical or Néron–Tate height
on an abelian variety, also equipped with an invertible sheaf. The latter is compatible with
the group structure on the abelian variety.

2.1. The absolute logarithmic Weil height
We review here briefly the main properties of the Weil height. For a thorough treat-

ment, we refer to [9, Chapters 1 and 2] or [37, Part B].
We begin by defining the height of a rational point on projective space P n.

Definition 2.1. Let P 2 P n.Q/. There exist projective coordinates .x0; : : : ; xn/ 2

ZnC1 n ¹0º of P D Œx0 W � � � W xn� with gcd.x0; : : : ; xn/ D 1. Then we set

h.P / D logmax
®
jx0j; : : : ; jxnj

¯
:

The vector .x0; : : : ; xn/ is uniquely determined up to a sign, and so h.P / is well
defined. For example, h.Œ2 W 4 W 6�/ D h.Œ1 W 2 W 3�/ D h.Œ1=3 W 2=3 W 1�/ D log 3.

The following theorem is a straightforward consequence of the definition of theWeil
height.

Theorem 2.2 (Northcott property). The set ¹P 2 P n.Q/ W h.P / � Bº is finite for all B .

Defining the height of an algebraic point in P n.Q/ requires some basic algebraic
number theory. Indeed, let K be a number field. We let MK denote the set of absolute values
j � j W K ! Œ0; 1/ that extend either the standard absolute value on Q or a p-adic absolute
value for some prime p. ThenMK is called the set of places ofK. For each v 2 MK , one sets
dv D ŒKv W Qw � where Kv is a completion of K with respect to v and Qw is the completion
of Q in Kv with respect to w D vjQ.

Definition 2.3. Let P 2 P n.Q/ and let K be a number field such that P D Œx0 W � � � W xn�

where .x0; : : : ; xn/ 2 KnC1 n ¹0º. The absolute logarithmic Weil height, or just Weil height,
is

h.P / D
1

ŒK W Q�

X
v2MK

dv logmax
®
jx0jv; : : : ; jxnjv

¯
: (2.1)

The normalization constants dv are chosen such that the product formulaY
v2MK

jxj
dv
v D 1

holds for all x 2 K n ¹0º. This guarantees that the right-hand side of (2.1) is independent of
the choice of projective coordinates of P . In particular, we may assume that some projective
coordinate ofP equals 1. Thus h.P / � 0 for allP 2 P n.Q/. Moreover, h.P / is independent
of the field K containing the projective coordinates.
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For applications to diophantine geometry, it is useful to have a height function
defined on algebraic points of an irreducible projective variety V defined overQ. But without
additional data there is no reasonable way to define a height on V.Q/.

However, if V is a subvariety of the projective space P n, then we may restrict the
Weil height h W P n.Q/ ! R to a function V.Q/ ! R. Slightly more generally, if V ! P n

is an immersion, then we may pull back the Weil height to V.Q/.
Recall that an immersion V ! P n is induced by a tuple of .n C 1/ global sections

of a very ample invertible sheaf on V . Conversely, given a very ample invertible sheaf L

on V , we can fix a basis of the vector space of global sections of L and obtain an immersion
�L W V ! P n. So we obtain a function h ı �L W V.Q/ ! Œ0; 1/. There is a wrinkle here,
this function depends not only on .V; L/ but also on the basis of the vector space of global
sections. A different basis will lead to a function V.Q/ ! Œ0; 1/ that differs from h ı �L

by a bounded function on V.Q/. We define hV;L to be the equivalence class of functions
V.Q/ ! R modulo bounded functions that contains h ı �L.

If L is an ample invertible sheaf on V , then there exists an integer n � 1 such that
L˝n is very ample. We then define hV;L D

1
n

hV;L˝n ; this is again only defined up to a
bounded function on V.Q/. The equivalence class does not depend on the choice of n.

Finally, an arbitrary invertible sheaf L in the Picard group Pic.V / of V is of the
form F ˝ M˝.�1/ with F and M ample on V . The difference hV;F � hV;M is well defined
up to a bounded function on V.Q/. It does not depend on the pair F ; M with difference L,
and we denote it by hV;L. It is called the Weil height attached to .V; L/.

Theorem 2.4. Let us keep the notation above. In particular, V is an irreducible projective
variety defined over Q.

(i) The association L 7! hV;L is a group homomorphism with target the group of
real-valued maps V.Q/ ! R modulo bounded functions.

(ii) For V equal to projective space and L the hyperplane bundle O.1/, the Weil
height from Definition 2.3 represents hPn;O.1/.

(iii) Suppose W is a further irreducible projective variety defined over Q and f W

W ! V is a morphism. For all L 2 Pic.V / we have hV;L ı f D hW;f �L.
As usual, this equality is understood as an equality of equivalence classes of
functions.

(iv) Suppose L 2 Pic.V / admits a nonzero global section s. Then hV;L is bounded
from below on the complement of the vanishing locus of s. In particular, hV;L

is bounded from below on a Zariski open and dense subset of V .

Suppose that V is defined over a number field F � Q and L 2 Pic.V / is ample.
Then the Northcott property holds for points of bounded degree, i.e.,®

P 2 V.F / W h0
V;L.P / � B and

�
F.P / W F

�
� D

¯
is finite where h0

V;L
denotes any representative of hV;L.
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Let V be an irreducible projective variety defined over Q. We conclude this sec-
tion by discussing a powerful tool to translate geometric information, here on intersection
numbers, into an inequality of heights. The basic question is the following. Given invertible
sheaves F and M on V , under what conditions can one bound hV;M from above in terms
of hV;F ?

(i) We first consider the special case V D P n. As Pic.P n/ is isomorphic to Z,
any Weil height is some integral multiple of hPn;O.1/. So hV;F and hV;M are
Z-linearly dependent.

(ii) Let us again suppose that V is general and that F is ample. Then there exists an
integer k � 1 such that F ˝k ˝ M˝.�1/ is ample. So for some positive integer
l � 1 the power F ˝kl ˝ M˝.�l/ is very ample. In particular, it admits a global
section that does not vanish at a prescribed point of V.Q/. Theorem 2.4, parts
(i) and (iv), imply

klhV;F � lhV;M D hV;F ˝kl ˝M˝.�l/ � 0I

this must be parsed as an inequality between functions on V.Q/ defined up to
addition of a bounded function. We conclude

hV;M � khV;F : (2.2)

(iii) For some applications, such as Theorem 1.12, the ampleness hypothesis on F

in (i) is not flexible enough. Moreover, we would like some way to estimate the
factor k in (2.2) from above. We now describe a criterion of Siu that provides a
solution to these two issues.
An invertible sheaf L 2 Pic.V / is called big if

lim inf
k!1

dimH 0.V; L˝k/

kdimV
> 0I

here H 0.V; L/ denotes the vector space of global sections of L.
If L is a big invertible sheaf, then L˝k has a nonzero global section for some
k � 1. Then using (i) and (iv) of Theorem 2.4 we see that hV;L D

1
k

hV;L˝k is
bounded from below on a Zariski open and dense subset of V .
For example, if L D F ˝ M˝.�1/ is big, then, again by Theorem 2.4(i), we
find hV;F � hV;M on a Zariski open and dense subset of V .
We now come Siu’s Criterion; it ensures that F ˝ M˝.�1/ is big. An invertible
sheaf L 2 Pic.V / is called nef, or numerically effective, if .L � ŒC �/ � 0 for all
irreducible curves C � V .
Siu’s Criterion requires thatF andM are both nef and that the intersection num-
bers on V satisfy .F � dimV / > .dimV /.F �.dimV �1/ � M/. With these hypotheses
F ˝ M˝.�1/ is big; see [42, Theorem 2.2.15].
Say F and M are nef and .F � dimV / > 0. Let k and l be positive integers with

.dimV /
.F �.dimV �1/ � M/

.F � dimV /
<

k

l
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then F ˝k ˝ M˝.�l/ is big. So

hV;MjU �
k

l
hV;F jU

holds on some Zariski open and dense U � V .
This allows us to compare the heights hV;M and hV;F if we have information
on the intersection numbers, at least on a rather large subset of V.Q/.

Yuan [65] proved an arithmetic version of this criterion in his work on equidistribu-
tion. The author [34] used Siu’s Criterion to study unlikely intersections in abelian varieties.

2.2. The canonical height on an abelian variety
Let F � Q be a number field and A an abelian variety defined over F . If L is

an invertible sheaf on A, then we have the Weil height hA;L from Section 2.1. Recall that
hA;L is only defined up to addition of a bounded function on A.Q/. For abelian varieties,
there is a canonical choice of function in the equivalence class hA;L called the canonical or
Néron–Tate height. A general reference for this section is [9, Chapter 9].

For an integer n 2 Z, let Œn� denote the multiplication-by-n endomorphism of A.
Then L is called even or symmetric if there is an isomorphism Œ�1��L Š L. It is called
odd or antisymmetric if Œ�1��L Š L˝.�1/. If L is any ample invertible sheaf on A, then
L ˝ Œ�1��L is ample and even. So any abelian variety admits an even, ample invert-
ible sheaf.

Suppose that L is even. Then Œ2��L Š L˝4 is a consequence of the Theorem of the
Cube. So Theorem 2.4 implies hA;L ı Œ2� D 4hA;L as classes and by iteration hA;L ı Œ2k � D

4khA;L for all k � 1. We fix a representative h0
A;L

of hA;L and find h0
A;L

ı Œ2k � D

4kh0
A;L

C Ok.1/ on A.Q/. Tate’s Limit Argument is used to show convergence in the fol-
lowing definition.

Definition 2.6. Let L be an even invertible sheaf on A and let P 2 A.Q/. Then the limit

OhA;L.P / D lim
k!1

h0
A;L

.P /

4k
(2.3)

exists and is independent of the choice of representative h0
A;L

of hA;L. The real-valued func-
tion P 7! OhA;L.P / is called the canonical or Néron–Tate height (on A attached to L).

If L is even, then (2.3) immediately implies OhA;L.Œ2�.P // D 4 OhA;L.P / for all
P 2 A.Q/. If P has finite order, then Œ2m�.P / D Œ2n�.P / for distinct integers 0 � m < n

by the Pigeonhole Principle. Thus OhA;L.P / D 0.
There is nothing special about Œ2�. Indeed, one can replace Œ2� by Œm� in (2.3) for any

integer m � 2; one then needs to replace 4k in the denominator by m2k .
What happens if L is an odd invertible sheaf? In this case, Œ2��L Š L˝2. Then a

similar limit (2.3) exists, but now we need to divide by 2k .
The set of odd invertible sheaves is a divisible subgroup of Pic.A/. From this, one

can show that, after possibly extending the base field F , any invertible sheaf L on A decom-

1851 The number of rational points on a curve of genus at least two



poses as LC ˝ L� with LC even and L� odd. One then defines OhA;L D OhA;LC
C OhA;L�

;
the decomposition of L is not quite unique, but this ambiguity does not affect OhA;L.

For our purposes, we often restrict to even invertible sheaves.
Let us collect the some important facts about the Néron–Tate height.

Theorem 2.7. Let us keep the notation above. In particular, A is an abelian variety defined
over a number field F � Q.

(i) Then associationL 7! OhA;L is a group homomorphism from Pic.V / to the addi-
tive group of real-valued maps A.Q/ ! R.

Suppose L is an invertible sheaf on A.

(ii) The Néron–Tate height OhA;L represents the Weil height hA;L.

(iii) If L is even, then the parallelogram equality

OhA;L.P C Q/ C OhA;L.P � Q/ D 2 OhA;L.P / C 2 OhA;L.Q/

holds for all P; Q 2 A.Q/.

(iv) If L is even and ample, then OhA;L takes nonnegative values and vanishes pre-
cisely on Ators.

(v) If L is even and ample, then OhA;L induces a well-defined map A.Q/ ˝ R !

Œ0; 1/. It is the square of a norm k � k on the R-vector space A.Q/ ˝ R and
satisfies the parallelogram equality.

The norm k � k allows us to do geometry in the R-vector space A.Q/ ˝ R (which
is infinite dimensional if dimA � 1). Indeed, for z; w 2 A.Q/ ˝ R, we define

hP; Qi D
1

2

�
kP C Qk

2
� kP k

2
� kQk

2
�
:

Then h�; �i is a positive definite, symmetric, bilinear form.
By abuse of notation, we also write kP k and hP; Qi for P; Q 2 A.Q/. In this

notation we have hP; P i D OhA;L.P /.
The Mordell–Weil Theorem implies that A.F / ˝ R is finite dimensional. We will

see that k � k is a suitable norm to do Euclidean geometry in A.F / ˝ R.

3. Vojta’s approach to the Mordell Conjecture

Recall that the Mordell Conjecture was proved first by Faltings. In this section we
briefly describe Vojta’s approach to theMordell Conjecture [62]. At the core is the deep Vojta
inequality which we state here for a curve in an abelian variety.

Let A be an abelian variety defined over a number field F � Q. Let L be an ample
and even invertible sheaf on A. We write k � k D Oh

1=2

A;L
for the norm on A.Q/ ˝ R defined in

Theorem 2.7.
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Theorem 3.1 (Vojta’s inequality). Let C � A be a curve that is defined over F and that is
not a translate of an algebraic subgroup of A. There are c1 > 1, c2 > 1, and c3 > 0 with the
following property. If P; Q 2 C.Q/ satisfy

hP; Qi �

�
1 �

1

c1

�
kP kkQk

and
kQk � c2kP k;

then kP k � c3.

We refer also to Rémond’s work [55] for a completely explicit version of Vojta’s
inequality.

The values c1; c2; c3 depend on the curve C . One remarkable aspect is that Vojta’s
inequality is a statement about pairs of Q-points of the curve C . So all three values c1; c2; c3

are “absolute,” i.e., we can take them as independent of the base field F of A and C . Both
c1 and c2 are of “geometric nature.” They depend only on the degree of C with respect
to L and other discrete data attached to A and C . In contrast, c3 is of “arithmetic nature.”
Roughly speaking, it depends on suitable heights of coefficients that define the curve C in
some projective embedding.

Let us now sketch a proof of Mordell’s Conjecture using the Vojta inequality and
the classical Mordell–Weil Theorem.

Suppose C has genus g � 2. Without loss of generality, C.F / 6D ;. So we fix a
base point P0 2 C.F /, then P 7! P � P0 induces an immersion C ! Jac.C /. So we may
assume that C is a curve inside the g-dimensionalA D Jac.C /. Note that C is not a translate
of an algebraic subgroup of its Jacobian since g � 2.

We observe that C.F / D C.Q/ \ Jac.C /.F /.
By theNorthcott property, stated belowTheorem 2.4, combinedwith Theorem 2.7(ii)

we find that the “ball” ®
P 2 C.F / W kP k

2
� B

¯
(3.1)

is finite for all B .
We split the set of points C.F / into two subsets:®

P 2 C.F / W kP k
2 > c3

¯
(large points),®

P 2 C.F / W kP k
2

� c3

¯
(moderate points).

By the finiteness statement around (3.1), it suffices to show that there are at most
finitely many large points.

For any z 2 Jac.C /.F / ˝ R, we define the truncated cone

T .z/ D
®
w 2 Jac.C /.F / ˝ R W hz; wi � .1 � 1=c1/kzkkwk and kwk

2 > c3

¯
� Jac.C /.F / ˝ R:

By the Mordell–Weil Theorem, Jac.C /.F / ˝ R is a finite-dimensional R-vector
space. So the unit sphere with respect to the norm k � k coming from the Néron–Tate height
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is compact. Therefore, ¹w 2 Jac.C /.F / ˝ R W kwk2 > c3º is covered by a finite union
T .z1/ [ � � � [ T .zN /. Using a sphere packing argument, one can arrange that N is bounded
from above by c0 � crk Jac.C /.F / where c0 > 0 and c > 1 depend only on c1. This observation
will be important for deriving uniform bounds for #C.F /.

Any large point inC.F / has image in some T .zj / from above. After possibly adjust-
ing N , one can arrange that each zj is the image of a point Pj 2 C.F / with kPj k2 > c3

for all j 2 ¹1; : : : ; N º. If Q 2 C.F / has image in T .zj /, then Vojta’s inequality implies
OhL.Q/1=2 D kQk � c2kPj k. But then Q 2 C.F / lies in a finite ball as in (3.1). So the
number of possible Q that come to lie in a single T .zj / is finite. Thus C.F / is finite.

The constants c1; c2, and c3 in Vojta’s inequality can be made effective in terms of
A and C . Yet, the proof as a whole is ineffective. Indeed, the height bound for Q depends
on the hypothetical point Pj . However, there is no guarantee that Pj exists and if it does not,
there is no known way to know for sure.

UsingMumford’s Gap Principle, one can show that the number of large pointsC.F /

that come to lie in a single T .zj / is bounded from above by c0 � crk Jac.C /.F /, after possibly
increasing the constants. Now we need to introduce dependency on c2. But the base c will
remain geometric in nature, it depends on the genus of g. But it does not depend on c3 or
other arithmetic properties of C that encode the heights of coefficients defining the said
curve. Finally, as observed by Bombieri, 7 is admissible for c for any genus. Indeed, he
showed that 4 is admissible for c1.

Recall that Vojta’s inequality with the same values of c1; c2; c3 applies to points in
C.F 0/ for all finite extensions F 0=F . The upshot is that the number of large points of C.F 0/

is bounded by
c0

� crk Jac.C /.F 0/

where c; c0 depend on C , but not on F 0.
The dichotomy between large and moderate points was already visible in Vojta’s

work. But its origin is older and already appears in modified form in work of Thue, Siegel,
Mahler, and Roth on diophantine approximation.

Rémond’s explicit Théorème 2.1 [54] gives a recipe how to bound the total number
of rational points using a bound for the number of moderate points.

With our eyes set onMazur’s question, we aim to obtain good bounds for the number
of moderate points. In the coming two sections we explain our general approach to the proof
of Theorem 1.12.

4. Comparing Weil and Néron–Tate heights

The interplay between the Weil and Néron–Tate heights on a family of abelian vari-
eties leads to powerful results including Silverman’s Specialization Theorem [57] and more
recent work by Masser and Zannier towards the relative Manin–Mumford Conjecture [44].
This interaction also plays a central role in the proof of Theorem 1.12 that resolved Mazur’s
question.
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Having worked with a fixed abelian variety in Sections 2.2 and 3, we now shift gears
and work in a family of abelian varieties.

Example 4.1. Let Y.2/ D P 1 n ¹0; 1; 1º. For � 2 Y.2/.C/, we have an elliptic curve
E� � P 2 determined by

y2z D x.x � z/.x � �z/

where the origin is Œ0 W 1 W 0�. The total space E is a surface presented with a closed immersion
E ,! P 2 � Y.2/. It is called the Legendre family of elliptic curves and is an abelian scheme
over Y.2/. So we can add two complex points of E if they are in the same fiber above Y.2/.
More precisely, there is an addition morphism E �S E ! E over S , as well as an inversion
morphism E ! E over S . Finally, the zero section of E is given by � 7! .Œ0 W 1 W 0�; �/.

Consider a geometrically irreducible smooth quasiprojective variety S defined
over a number field F � Q. Let � W A ! S be an abelian scheme over S . So each fiber
As D ��1.s/, where s 2 S.Q/, is an abelian variety. We have an addition morphism on the
fibered square A �S A ! A and an inversion morphism A ! A; both are relative over S .
Addition induces a multiplication-by-n morphism Œn� W A ! A over S for all n 2 Z.

For simplicity, we assume that A is presented with an immersion A ,! P n � S

over S , much as in Example 4.1 above. Let L be the restriction of the hyperplane bundle
O.1/ on P n � S D P n

S toA. We also assume thatL is even, that is Œ�1��L Š L. This allows
us to define a fiberwise Néron–Tate height on A.Q/ which we abbreviate by OhA.

Let s 2 S.Q/. ThenAs is an abelian variety inP n.We have two functions, OhAjAs.Q/

and hjAs.Q/; the latter is the restriction of the Weil height on P n. By Theorem 2.7(ii), their
difference is bounded in absolute value in function of s.

In the example of the Legendre family, the point Œ� W 0 W 1� 2 E� is of order 2 for
all �. So its Néron–Tate height vanishes, but its Weil height equals h.Œ� W 1�/ and is thus
unbounded as � varies.

We would like to understand the difference between Néron–Tate and Weil heights
on A as the base point s 2 S.Q/ varies. As suggested by the Legendre case, the key is the
Weil height on the base S . To keep things concrete, we will assume that S comes with an
immersion S ,! P m. We identify S with a Zariski locally closed subset of P m. So S need
not be projective, but its Zariski closure S in P m is. We write hS for hjS.Q/ W S.Q/ ! Œ0;1/

where h is the Weil height on P m.Q/. In the language of Section 2.1, hS represents the Weil
height attached to .S; O.1/jS /.

The difference between Weil and Néron–Tate heights on the total space A.Q/ was
clarified in work of Zimmer [73] in the elliptic setting andManin–Zarhin [69] and Silverman–
Tate [57] in the more general setting. In our case the latter result amounts to

OhAjAs.Q/ D hjAs.Q/ C O
�
max

®
1; hS .s/

¯�
(4.1)

for all s 2 S.Q/.
We introduce a final player, a geometrically-irreducible subvariety V of A defined

over F .
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Theorem 4.2 (Silverman [57]). Suppose S and V � A are curves such that V dominates S .
Then

lim
P 2V.Q/

h.�.P //!1

OhA.P /

h.�.P //
(4.2)

exists. Suppose, in addition, that the geometric generic fiber of A ! S has trivial trace
over Q. Then the limit vanishes if and only if V is an irreducible component of kerŒN � for
some N � 1. Otherwise the limit is positive.

Silverman computed the limit in terms of the Néron–Tate height of V restricted to
the generic fiber A ! S .

The “if direction” is straightforward: in this case all P in question are of finite
order and their Néron–Tate height vanishes; see Theorem 2.7(iv). The “only if” direction
is deeper and has many applications: Silverman’s Specialization Theorem, Theorem C in
[57], as well as applications to unlikely intersections by Masser and Zannier, see [44] and [68]

for an overview and more results.
What happens if V has dimension > 1 and S remains a curve? In this case the limit

(4.2) does not make sense. Indeed, for fixed s 2 S.Q/, the set of P 2 V.Q/ that map to s

has positive dimension and thus unbounded Néron–Tate height.
Motivated by Theorem 4.2, the author showed the next theorem. It may serve as a

higher-dimensional substitute for Silverman’s Theorem 4.2. For an irreducible subvariety of
V of A that dominates S , we write V� for the geometric generic fiber of �jV W V ! S . This
is a possibly reducible subvariety of the geometric generic fiber A� of A ! S .

Theorem 4.3 ([35]). Suppose S D Y.2/ and let A D E Œg� be the g-fold fibered power of the
Legendre family of elliptic curves. Suppose V � E Œg� dominates Y.2/ and

V� is not a finite union of irreducible components of algebraic subgroups of A�: (4.3)

Then there exist c.V / > 0 and a Zariski open and dense subset U � V with

hY.2/

�
�.P /

�
� c.V /max

®
1; OhA.P /

¯
for all P 2 U.Q/: (4.4)

Say (4.3) holds. If P 2 U.Q/ has finite order as a point in its respective fiber, we
find hY.2/.�.p// � c.V / and the total Weil height of P is bounded from above by (4.1).
This simple observation led to the resolution of several “special points” problems [35] in the
spirit of the André–Oort Conjecture. For example, torsion pointsP 2 V.Q/ that lie in a fiber
with complex multiplication are not Zariski dense in V . The proof of Theorem 4.3 makes
use of Siu’s Criterion, see Remark 2.5(iii), and an investigation of monodromy in E Œg�.

The Zariski open U cannot in general be taken to equal V . But there is a natural
description of this set in geometric terms through unlikely intersections.

The hypothesis (4.3) is necessary and essentially rules out that V itself is a family
of abelian subvarieties.

Gao and the author [33] then generalized Theorem 4.3 to an abelian scheme when
the base is again a smooth curve S defined over Q. Here more care is needed in connection
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with the hypothesis (4.3). Indeed, if A D A � S is a constant abelian scheme, where A is
an abelian variety, then (4.4) cannot hold generically for V D Y � S . Roughly speaking, the
condition in [33] that replaces (4.3) also needs to take into account a possible constant part
of A� . If A� has no constant part, i.e., if its Q.�/=Q-trace is 0, then (4.3) suffices for S a
curve. The case of a higher-dimensional base requires even more care, as we will see.

There were two applications of the height bound in [33].
First, and in the same paper, we proved new cases of the geometric Bogomolov Con-

jecture for an abelian variety defined over the function field of the curve S . This approach
relied on Silverman’s Theorem 4.2. It was used earlier in [35] to give a new proof of the
Geometric Bogomolov Conjecture in a power of an elliptic curve. The number field case of
the Bogomolov Conjecture was proved by Ullmo [61] and Zhang [71] in the 1990s. Progress
in the function field case was later made by Cinkir, Faber, Moriwaki, Gubler, and Yamaki.
For the state of the Geometric Bogomolov Conjecture as of 2017, we refer to a survey of
Yamaki [64]. Gubler’s strategy works in arbitrary characteristic and was expanded on by
Yamaki. In joint work [10] with Cantat, Gao, and Xie, the author later established the Geo-
metric Bogomolov Conjecture in characteristic 0 by bypassing the height inequality (4.4).
Very recently, Xie and Yuan [63] announced a proof of the Geometric Bogomolov Conjecture
in arbitrary characteristic. Their approach builds on the work of Gubler and Yamaki.

Second, and in later joint work with Dimitrov and Gao [23], we established unifor-
mity for the number of rational points in the spirit ofMazur’s question for curves parametrized
by the 1-dimensional base S .

As we shall see, the proof of Theorem 1.12 requires a height comparison result
like (4.4) for abelian schemes over a base S of any dimension. But now the correct condi-
tion to impose on V is more sophisticated and cannot be easily read off of the geometric
generic fiber as in (4.3). The condition relies on the Betti map, which we introduce in the
next section.

4.1. Degenerate subvarieties and the Betti map
In this section, S is a smooth irreducible quasiprojective variety over C. Let

� W A ! S again be an abelian scheme over S of relative dimension g � 1.
For each s 2 S.C/, the fiber As.C/ is a complex torus of dimension g. Forgetting

the complex structure, each g-dimensional complex torus is diffeomorphic to .R=Z/2g as a
real Lie group. By Ehresmann’s Theorem, this diffeomorphism extends locally in the analytic
topology on the base. That is, there is a contractible open neighborhood U of s in S.C/ and
a diffeomorphism AU D ��1.U / ! .R=Z/2g � U over U . Fiberwise this diffeomorphism
can be arranged to be a group isomorphism above each point of U . Thus we can locally
trivialize the abelian scheme at the cost of sacrificing the complex-analytic structure.

The trivialization is not entirely unique as we can let a matrix in GL2g.Z/ act in the
natural way on the real torus .R=Z/2g . But since U is connected, this is the only ambiguity.
It is harmless for what follows.
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The Betti map ˇU attached to U is the composition of the trivialization followed by
the projection

AU .R=Z/2g � U .R=Z/2g :

ˇU

This map has appeared implicitly in diophantine geometry in work of Masser and
Zannier [44]. We also refer to more recent work of André, Corvaja, and Zannier [3] for a
systematic study of the Betti map.

We list some of the most important properties:

(i) For all s 2 U , the restriction ˇU jAs.C/ W As.C/ ! .R=Z/2g is a diffeo-
morphism of real Lie groups. In particular, P 2 AU has finite order in its
respective fiber if and only if ˇU .P / 2 .Q=Z/2g .

(ii) For all P 2 U the fiber ˇ�1
U .ˇU .P // is a complex-analytic subset of AU .

Definition 4.4. An irreducible closed subvariety V � A that dominates S is called degen-
erate if for all U and ˇU as above and all smooth points P of VU D �j�1

V .U / the differential
of dP .ˇU jVU

/ satisfies
rk dP .ˇU jVU

/ < 2 dimV: (4.5)

It has become customary to call V degenerate if it is not nondegenerate.
For all smooth points P of VU , the left-hand side of (4.5) is at most the right-hand

side, which equals the real dimension of VU . It is also at most 2g, the real dimension of a fiber
of A ! S . Moreover, if the maximal rank of dˇU on VU is attained at P then the maximal
rank is attained also in a neighborhood of P in VU . Being nondegenerate is a local property.

Let us consider some examples.

Example 4.5. (i) If S is a point, then A is an abelian variety and an arbitrary
subvariety V � A is nondegenerate because ˇS is a diffeomorphism.

(ii) Suppose dimV > g. Then rk dP .ˇU jVU
/ � 2g < 2 dimV for all smooth P

and so V is degenerate. In particular, A is a degenerate subvariety of A if
dimS � 1.

(iii) Suppose A D A � S is a constant abelian scheme with A an abelian variety.
If Y � A is a closed irreducible subvariety and if dimS � 1, then Y � S is
degenerate. Indeed, the rank is at most 2 dimY < 2 dimY � S .

(iv) Suppose V is an irreducible component of kerŒN � for some integer N � 1.
Any point in V.C/ has order dividing N (and, in fact, equal to N ). So the
image of ˇU jVU

is finite and hence V is degenerate if dimS � 1.

(v) Suppose V is the image of a section S ! A. If the geometric generic fiber
of A ! S has trivial trace, then .ˇU /jVU

is constant if and only if V is an
irreducible component of kerŒN � for some N � 1. This is Manin’s Theorem
of the Kernel, we refer to Bertrand’s article [7] for the history of this theorem.

1858 P. Habegger



(vi) Suppose A D E Œg� and V are as in Theorem 4.3. One step in the proof of this
theorem consisted in verifying that V , subject to hypothesis (4.3), is nonde-
generate. Crucial input came from the monodromy action of the fundamental
group of the base Y.2/ D P 1 n ¹0; 1; 1º on the first homology of a fiber As

with s in general position. In this case the monodromy action is unipotent at
the cusps 0 and 1 of Y.2/. This enabled the author to use a result of Kronecker
from diophantine approximation. Already Masser and Zannier [44] used the
monodromy action in their earlier work for V a curve.

(vii) If S is a curve, then the monodromy action of the fundamental group of S.C/

on the homology of fibers of A ! S is locally quasiunipotent. But if S is
projective, then there are no cusps. So exploiting monodromy in this setting
required a different approach. In [33] Gao and the author used o-minimal
geometry and the Pila–Wilkie Counting Theorem [51]. A related case was
solved by Cantat, Gao, and Xie in collaboration with the author [10]; we used
dynamical methods.

(viii) Finally, we consider the case of an abelian scheme A over a base S of
arbitrary dimension. This setting was studied recently in work of André–
Corvaja–Zannier [3]. Moreover, the work of Gao on the Ax–Schanuel Theo-
rem [30] for the universal family of abelian varieties led him to formulate a
geometric condition [29] that guarantees nondegeneracy. It proves crucial in
the application to Mazur’s question and we will return to this point. Gao’s
result also relied on o-minimal geometry and the Pila–Wilkie Theorem.

4.2. Comparing the Weil and Néron–Tate heights on a subvariety
We now come to the generalization of Theorem 4.3 to nondegenerate subvarieties.

We retain the notation introduced in Section 4.1. So S is a smooth irreducible quasiprojective
variety defined over Q equipped with an immersion in P m. We have a height hS on S.Q/.
Moreover,� W A ! S is an abelian scheme overS presentedwith an immersionA ! P n � S

over S . Finally, L is as in Section 4 and OhA is the fiberwise Néron–Tate height on A.Q/.
We assume that A carries symplectic level-` structure for some fixed ` � 3 and

that L induces a principal polarization. For the proof of Theorem 1.12, it suffices to have
the following height bound under these conditions. We also refer to [24, Theorem B.1] for a
version that relaxes some of the conditions.

Theorem 4.6 ([24, Theorem 1.6]). Let V be a nondegenerate irreducible subvariety of A that
dominates S . There exist c.V / > 0, c0.V / � 0, and a Zariski open and dense subset U � V

with
hS

�
�.P /

�
� c.V / OhA.P / C c0.V / for all P 2 U.Q/:

We refer to Yuan and Zhang’s Theorem 6.2.2 [67] for a height inequality in the
dynamical setting.
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Here are just a few words on the proof of Theorem 4.6. Siu’s Criterion, see Re-
mark 2.5, is used to compare the Weil height of �.P / with a Weil height of P . The nonde-
generacy hypothesis is used to extract a volume estimate. The upshot is a lower bound for the
top self-intersection number in Siu’s Criterion. The predecessor of Theorem 4.6 in the earlier
works [33, 35] was proved by counting torsion points using the Geometry of Number; vol-
umes played an important role here as well. Passing from the Weil to the Néron–Tate height
introduces an additional dependency on the height of �.P /, see (4.1). However, this contri-
bution can be eliminated by using Masser’s “ruthless strategy of killing Zimmer constants”
[68, Appendix C]. This task is done by repeated iteration of the duplicationmorphism Œ2�which
has the effect of truncating Tate’s Limit Process after finitely many steps. Our ambient group
scheme A is quasiprojective but in general not projective. So a suitable compactification is
required that admits some compatibility with the duplication morphism.

The positive constant c.V / in Theorem 4.6 ultimately comes from the application
of Siu’s Criterion. As such it can expressed in geometric terms.

5. Application to moderate points on curves

In this section we sketch the main lines of the proof of Theorem 1.12. It will be
enough to bound the number of moderate points, see Section 3.

5.1. The Faltings–Zhang morphism
Smooth curves of genus g � 2 defined over Q are classified by the Q-points of a

quasiprojective variety, the coarse moduli space. For us it is convenient to work with sym-
plectic level-` structure on the Jacobian for some fixed integer ` � 3. With this extra data,
we obtain a fine moduli space Mg , together with a universal family Cg ! Mg . Fibers of
this family are smooth curves of genus g with the said level structure on the Jacobian. Then
Mg carries the structure of a smooth quasiprojective variety of dimension 3g � 3 defined
over a cyclotomic field. For convenience, we replace Mg by an irreducible component by
choosing a complex root of unity of order ` and consider it as defined over Q.

The Torelli morphism � W Mg ! Ag takes a smooth curve to its Jacobian with the
level structure; here Ag denotes the fine moduli space of g-dimensional abelian varieties
with a principal polarization and symplectic level-` structure.

Let M � 0 be an integer and consider M C 1 points P0; : : : ; PM 2 Cg.C/ in the
same fiber C of Cg ! Mg . The differences ŒP1� � ŒP0�; : : : ; ŒPM � � ŒP0� are divisors of
degree 0 on C . We obtain M complex points in the Jacobian of C and so M complex points
of Ag . We obtain a commutative diagram

C
ŒMC1�
g A

ŒM �
g �Ag Mg

Mg

D
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of morphisms of schemes; here the exponent ŒM � denotes taking theM th fibered power over
the base. The morphism D is called the Faltings–Zhang morphism; see [26, Lemma 4.1] and
[71, Lemma 3.1] for important applications to diophantine geometry of variants of this mor-
phism. The morphism D is proper.

A modified version of this construction is also useful. Say S ! Mg is a quasifinite
morphism with S an irreducible quasiprojective variety defined over Q. We obtain a proper
morphism D W C

ŒMC1�
g �Mg S ! A

ŒM�
g �Ag S , again called Faltings–Zhang morphism.

Gao, using his Ax–Schanuel Theorem for the universal family Ag [30] and a char-
acterization [28] of bialgebraic subvarieties of Ag , obtained

Theorem 5.1 (Gao [29]). Let S ! Mg be as above, i.e., a quasifinite morphism from an
irreducible quasiprojective variety S defined over Q and g � 2. If M � dimMg C 1 D

3g � 2, then D.C
ŒM C1�
g �Mg S/ is a nondegenerate subvariety of A

ŒM�
g �Ag S .

Mok, Pila, and Tsimerman [47] earlier proved an Ax–Schanuel Theorem for Shimura
varieties. Gao’s result [30] is a “mixed” version in the abelian setting. We refer to the
survey [4] on recent developments in functional transcendence.

The hypothesis g � 2 is crucial. The definition of the Faltings–Zhang morphism
makes sense for g D 1. But it will be surjective and the image is degenerate expect in the
(for our purposes uninteresting) case dimS D 0.

We consider here for simplicity only the case S D Mg .
Using basic dimension theory, we see dimD.C

ŒM C1�
g / � M C 1 C dimMg . The

image lies in the fibered power A
ŒM�
g where the relative dimension is Mg. A necessary con-

dition for D.C
ŒMC1�
g / to be nondegenerate is dimD.C

ŒM C1�
g / � Mg, see Example 4.5(ii).

This inequality follows from

M C 3g � 2 D M C 1 C dimMg � Mg: (5.1)

If M � 3, the numerical condition (5.1) is not satisfied for any g � 2. For this reason, we
cannot hope to work with the image of Cg �Mg Cg in Ag by taking differences. Moreover,
there seems to be no reasonable way to work with a single copy of Cg , where the relations
between dimensions would be even worse. The numerical condition (5.1) is satisfied for all
M � 4 and all g � 2. Gao’s Theorem implies that M � 3g � 2 is sufficient to guarantee
nondegeneracy.

We can thus apply Theorem 4.6 to the image D.C
ŒMC1�
g / of the Faltings–Zhang

morphism in A
ŒM�
g �Ag Mg . Let M D 3g � 2, then

hMg .s/ � c.g/
�

OhAg
.P1 � P0/ C � � � C OhAg

.PM � P0/
�

C c0.g/ (5.2)

for all .P0; : : : ; PM / 2 U.Q/ above s 2 Mg.Q/ where U is a Zariski open and dense subset
of D.C

ŒMC1�
g /. The constants c.g/ > 0 and c0.g/ � 0 depend on the various choices made

regarding projective immersions of Mg and Ag . Ultimately, they depend only on g once
these choices have been made.
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The Zariski open U cannot be replaced by D.C
ŒMC1�
g /. Indeed, the right-hand

side of (5.2) vanishes on the diagonal P0 D P1 D � � � D PM whereas the left-hand side
is unbounded as s varies.

Let us shift back to using k � k to denote the square root of the Néron–Tate height,
see Section 2.2. Let us assume that

hMg .s/ � 2c0.g/: (5.3)

As 2M D 6g � 4 we find

hMg .s/ � c.g/.6g � 4/ max
1�j �M

kPj � P0k
2 for all .P0; : : : ; PM / 2 U.Q/: (5.4)

Morally, (5.4) states that among a .3g � 1/-tuple of points on a curve of genus g in
general position, there must be a pair that repels one another with respect to the norm k � k.
The squared distance of such a pair is larger than a positive multiple, depending only on g,
of the modular height hMg .s/; this is the key to bounding the number of moderate points
from Section 3.

As stated at the end of Section 4.2, the value c.g/ can be expressed in terms of
geometry properties of the image of C

ŒMC1�
g under the Faltings–Zhang morphism.

Question 5.2. What is an admissible value for c.g/?

5.2. Bounding the number of moderate points—a sketch
Recall that, by the discussion at the end of Section 3, we need to bound the number

of moderate points.
We retain the notation of Sections 3 and 5. The curve C from Section 3 can be

equipped with suitable level structure over a field F 0=F with ŒF 0 W F � bounded in terms
of g. The rank of Jac.C /.F 0/ may be dangerously larger than the rank of Jac.C /.F /. But
recall that we are interested in bounding #C.F / from above, so only the group Jac.C /.F /

will be relevant. Moreover, c1; c2, and c3 from a suitable version of Vojta’s inequality are
unaffected by extending F . The effect is that we may identify C with a fiber of Cg above
some point s 2 Mg.F 0/. For simplicity, we assume F D F 0 for this proof sketch.

We require some additional information on c3.C /. It turns out that we can take
c3 D c4.g/max¹1;hMg .s/ºwhere c4.g/ > 0 depends on g. This follows Rémond’s work [55]

on the Vojta inequality. A similar dependency is apparent in de Diego’s result, Theorem 1.6.
Suppose now that (5.3) holds, so hMg .s/ is sufficiently large in terms of g. We fix

an auxiliary base point P 0 2 C.F /. We must bound from above the number of points in

B.R/ D
®
P 2 C.F / W

P � P 0
2

� R2
¯

with R D
�
c4.g/hMg .s/

�1=2

where k � k denotes the square root of the Néron–Tate height on the fiber of Ag ! Ag

associated to the Jacobian of C .
Recall M D 3g � 2 and suppose P0; : : : ; PM 2 C.F /. If the tuple .P0; : : : ; PM /

is in general position, i.e., .P1 � P0; : : : ; PM � P0/ lies in U.Q/ from (5.4), then there is i

with

Pi 62 B.P0; r/ D
®
P 2 C.F / W kP � P0k

2
� r2

¯
with r D

�
c5.g/hMg .s/

�1=2
:
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If we had a guarantee that such .M C 1/-tuples of pairwise distinct points are
always in general position, then #B.P0; r/ < M D 3g � 2. By sphere packing, we can cover
the image of B.R/ in Jac.C /.F / ˝ R by at most .1 C 2R=r/rk Jac.C /.F / closed balls in
Jac.C /.F / of radius r . One can even arrange for the ball centers to arise as points of C.F /.
The modular height hMg .s/ cancels out in the quotient

R

r
D

�
c4.g/

c5.g/

�1=2

:

This would complete the proof of Theorem 1.12 except that there is no reason to
believe that .P1 � P0; : : : ;PM � P0/ 2 U.Q/ (even if the Pj are pairwise distinct). Treating
points with image in the complement ofU requires induction on the dimension. Here we rely
on the freedom to replace Mg by a subvariety in that Gao’s Theorem 5.1.

Let us briefly explain the resulting induction step. Observe that the dimension of
this exceptional set is at most dimD.C

ŒM C1�
g / � 1 � M C dimMg . There are two cases for

.P0; : : : ; PM / with image in the exceptional set .D.C
ŒMC1�
g / n U /.Q/ on which we do not

have the height inequality. For the case study, recall that s 2 Mg.Q/ denotes the point below
all the Pj and �.s/ 2 Ag.Q/ is its image under the Torelli morphism � .

First, assume that the fiber of D.C
ŒMC1�
g / n U ! Ag above �.s/ has dimension

at most M . This fiber contains .P1 � P0; : : : ; PM � P0/. This case is solved using a zero
estimate motivated by the following simple lemma.

Lemma 5.3. Suppose C is an irreducible curve defined over C and W a proper Zariski
closed subset of C M . If † � C.C/ with †M � W.C/, then † is finite.

This statement can be quantified if C is presented as a curve in some projective
space. Using Bézout’s Theorem, one can show that #† is bounded from above in terms of
the degrees of C and W . In our application, both degrees will be uniformly bounded as all
varieties arise in algebraic families. This ultimately leads to the desired uniformity estimates.

The second case is if the fiber of D.C
ŒMC1�
g / n U ! Ag above �.s/ has dimension

at least M C 1. For dimension reasons, s lies in a proper subvariety S of Mg . Here we apply
induction on the dimension and replace Mg by its subvariety S .

This completes the proof sketch.
Kühne [39] combined ideas from equidistribution with the approach laid out in [24]

to get a suitable uniform estimate for #B.P0; r/ without the restriction (5.3) on hMg .s/.
Yuan’s Theorem 1.1 [66] does so as well, but he follows a different approach. He obtains a
more general estimate that works also in the function field setting and allows for a larger R.

6. Hyperelliptic curves

A hyperelliptic curve is a smooth curve of genus at least 2 that admits a degree 2

morphism to the projective line. Hyperelliptic curves have particularly simple planar models.
Indeed, if the base field is a number field F , then a hyperelliptic curve of genus g can be
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represented by a hyperelliptic equation

Y 2
D f .X/ with f 2 F ŒX� monic and square-free of degree 2g C 1 or 2g C 2.

In this section we determine consequences of Theorem 1.12 for hyperelliptic curves.
Our aim is to leave the world of curves and Jacobians and to present a bound for the number
of rational solutions of Y 2 D f .X/ that can be expressed in terms of f . We refer to Section 6
of [23] for a similar example in a 1-parameter family of hyperelliptic curves.

To keep technicalities to a minimum, we assume that our base field is F D Q and
that f 2 ZŒX� is monic of degree d D 2g C 1 and factors into linear factors in QŒX�. The
curve represented by the hyperelliptic equation has a marked Weierstrass point “at infinity.”
These assumptions can be loosened with some extra effort. For example, if f does not factor
in QŒX�, then the class number of the splitting field will play a part.

Say, f D Xd C fd�1Xd�1 C � � � C f0. By the assumption above,
f D .X � ˛1/ � � � .X � ˛d / with ˛1; : : : ; ˛d 2 Q which are necessarily integers. The dis-
criminant of f is

�f D

Y
1�i<j �d

. j̨ � ˛i /
2

2 Z n ¹0º:

The Mordell Conjecture applied to the hyperelliptic curve represented by
Y 2 D f .X/ states

#
®
.x; y/ 2 Q2

W y2
D f .x/

¯
< 1:

We have the following estimate for the cardinality. Below !.n/ denotes the number
of distinct prime divisors of n 2 Z n ¹0º.

Theorem 6.1. Let g � 2. There exist c.g/ > 1 and c0.g/ > 0 with the following property.
Suppose f 2 ZŒX� is monic of degree 2g C 1, square-free, and factors into linear factors in
QŒX�. Then

#
®
.x; y/ 2 Q2

W y2
D f .x/

¯
� c0.g/c.g/!.�f /: (6.1)

Proof. The hyperelliptic equation represents a curve C defined over Q of genus g.
If p is a prime number with p − �f , then the ˛i are pairwise distinct modulo p. If

p is also odd, then the equation Y 2 D f .X/ reduced modulo p defines a hyperelliptic curve
over Fp . So C has good reduction at all primes that do not divide 2�f . Thus the Jacobian
Jac.C / has good reduction at the same primes.

We may embed C into its Jacobian Jac.C / by sending the markedWeierstrass point
to 0. Each root ˛i of f corresponds to a rational point in C.Q/ and it is sent to a point of
order 2 in Jac.C /. Moreover, these points generate the 2-torsion in Jac.C /tors. In particular,
all points of order 2 in Jac.C /tors are rational.

Next we bound the rank of Jac.C /.Q/ from above. Indeed, we could use the work
of Ooe–Top [49] or [37, Theorem C.1.9]. The latter applied to Jac.C /; k D Q, m D 2, and S

the prime divisors of 2�f yields rk Jac.C /.Q/ � 2g#S � 2g!.2�f / � 2g C 2g!.�f /.
Here we use that Q has a trivial class group; in a more general setup, the class group of the
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splitting field of f will enter at this point. The estimate (6.1) follows from Theorem 1.12 in
the case F D Q with adjusted constants.

It is tempting to average (6.1) over the f bounded in a suitable way, e.g., by bounding
themaximal modulus of the roots by a parameterX . As pointed out to the author by Christian
Elsholtz and Martin Widmer, this average will be unbounded as X ! 1.
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We review various aspects of theta lifting and its role in studying Langlands functoriality.
In particular, we discuss realizations of the Jacquet–Langlands correspondence and the
Shimura–Waldspurger correspondence in terms of theta lifting and their arithmetic appli-
cations.
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1. Introduction

Langlands functoriality is a principle relating two different kinds of automorphic
forms and plays a pivotal role in number theory. Before Langlands formulated this principle
in [42], this phenomenon was already observed in the following classical example discovered
by Eichler [15] and developed by Shimizu [48]. Consider the space

Sk
�
�0.N /

�
of elliptic cusp forms of weight k and level N , where k and N are positive integers and
�0.N / is the congruence subgroup given by

�0.N / D

´ 
a b

c d

!
2 SL2.Z/ j c � 0 mod N

µ
:

This space consists of holomorphic functions f on the upper half-plane H which satisfy

f .z/ D j.; z/kf .z/

for all  2 �0.N / and z 2 H and which vanish at all cusps. Here SL2.R/ acts on H by linear
fractional transformations and j

��
a b
c d

�
; z
�

D cz C d is the factor of automorphy. It is also
equipped with the action of Hecke operators Tn for all positive integers n, which is a central
tool in the arithmetic study of automorphic forms. On the other hand, to every indefinite
quaternion division algebra B over Q, we may associate a space

Sk.�B/

of modular forms, where �B is the group of norm-one elements in B . Namely, this space
is defined similarly by replacing �0.N / by �B (which can be regarded as a subgroup of
.B ˝Q R/� ŠGL2.R/) and is equippedwith the action of Hecke operatorsT Bn . Now assume
thatN is the product of an even number of distinct primes and B is ramified precisely at the
primes dividing N . Then by the works of Eichler and Shimizu, the trace of T Bn on Sk.�B/
coincides with the trace of Tn on the new part of Sk.�0.N // for all n prime to N .

This remarkable relation was thoroughly studied by Jacquet–Langlands [37] in the
framework of automorphic representations. Let F be a number field with adèle ring A. Let
B be a quaternion division algebra over F . Then Jacquet–Langlands proved that for any irre-
ducible automorphic representation�B Š ˝v�

B
v ofB�.A/, there exists a unique irreducible

automorphic representation � Š ˝v�v of GL2.A/ such that

�v Š �Bv

for almost all places v of F . Moreover, they described the image of this map �B 7! � pre-
cisely.

The Jacquet–Langlands correspondence gives a basic example of Langlands functo-
riality. To explain this, letG be a connected reductive group over F . Let LG be the L-group
ofG, which was introduced by Langlands and which should govern automorphic representa-
tions of G.A/. Explicitly, LG is defined as a semiproduct OG Ì �F , where OG is the complex
dual group of G, �F D Gal. NF=F / is the absolute Galois group of F , and the action of
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�F on OG is inherited from the action of �F on the root datum of G. To motivate it, let us
admit for the moment the existence of the hypothetical Langlands group LF over F , which
is equipped with a surjectionLF ! �F . Then it is conjectured that irreducible automorphic
representations of G.A/ are classified in terms of certain L-homomorphisms LF ! LG,
i.e., homomorphisms commuting with the projections to �F . (Strictly speaking, we consider
here packets of tempered automorphic representations.) Now suppose that we have another
connected reductive quasisplit group G0 over F and an L-homomorphism

r W
LG !

LG0:

Let � be an irreducible automorphic representation of G.A/ which should correspond to an
L-homomorphism

� W LF !
LG:

Then Langlands functoriality predicts the existence of an irreducible automorphic represen-
tation � 0 of G0.A/ which should correspond to the L-homomorphism

r ı � W LF !
LG0:

This conjectural relation between� and� 0 can be formulated without assuming the existence
of LF as follows. Recall that for almost all places v of F , the local component �v of � at v
is unramified, so that it determines and is determined by a OG-conjugacy class c.�v/ in LG
via the Satake isomorphism. Then � 0 should satisfy

c.� 0
v/ D r

�
c.�v/

�
for almost all v. Note that the Jacquet–Langlands correspondence mentioned above is the
special case when G D B�, G0 D GL2 (so that LG D LG0 D GL2.C/ � �F ), and r is the
identity map.

Although Langlands functoriality is out of reach in general, it led to substantial
developments in the theory of automorphic forms. For example, the trace formula was devel-
oped by Arthur to study automorphic representations, culminating in his book [1] which
establishes the case when G is a symplectic group or a quasisplit special orthogonal group,
G0 is a general linear group, and r is the standard embedding. There are also other meth-
ods to attack Langlands functoriality, such as the converse theorem [12,13], the automorphic
descent [24], and the theta lifting. In this report, we will discuss various aspects of the theta
lifting, which can be viewed as an explicit realization in the case when .G;G0/ is a certain
pair of classical groups.

2. Theta lifting

In this section, we recall the notion of the theta lifting, with emphasis on the real-
ization of the Jacquet–Langlands correspondence. We also review some of its applications
to explicit formulas for automorphic periods in terms of special values of L-functions.
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2.1. Basic definitions and properties
Let F be a number field with adèle ring A D AF . Let W be a symplectic space

overF equipped with a nondegenerate bilinear alternating form .�; �/W and let Sp.W / denote
the symplectic group of W . Similarly, let V be a quadratic space over F equipped with a
nondegenerate bilinear symmetric form .�; �/V and let O.V / denote the orthogonal group
of V . Then the pair �

Sp.W /;O.V /
�

is an example of a reductive dual pair introduced by Howe [30]. Namely, if we consider the
symplectic space W D W ˝F V equipped with the form .�; �/W ˝ .�; �/V and the natural
homomorphism

Sp.W / � O.V / ! Sp.W /;

then Sp.W / and O.V / are mutual commutants in Sp.W /.
Roughly speaking, the theta lifting is an integral transform with kernel given by a

particular automorphic form on Sp.W /.A/ restricted to Sp.W /.A/ � O.V /.A/. To be pre-
cise, we need to consider themetaplectic groupMp.W /.A/, which is a nontrivial topological
central extension

1 ! ¹˙1º ! Mp.W /.A/ ! Sp.W /.A/ ! 1:

(Here we have abused notation since Mp.W /.A/ is not the group of A-valued points of an
algebraic group over F .) This extension splits over Sp.W /.F / canonically, so that we may
speak of automorphic forms on Mp.W /.A/. We are interested in a particular representation
! of Mp.W /.A/ (depending on a choice of a nontrivial additive character of A=F ), called
theWeil representation [61], which is a representation theoretic incarnation of theta functions.
This representation has an automorphic realization, i.e., there is an Mp.W /.A/-equivariant
map ' 7! �' from ! to the space of automorphic forms on Mp.W /.A/. On the other hand,
there exists a dotted arrow making the following diagram commute:

Mp.W /.A/ � O.V /.A/ Mp.W /.A/

Sp.W /.A/ � O.V /.A/ Sp.W /.A/

(Note that it descends to a homomorphism from the bottom left corner if and only if dimV
is even.) Thus we may regard �' as an automorphic form on Mp.W /.A/ � O.V /.A/ by
restriction and associate to an automorphic form f on Mp.W /.A/ an automorphic form
�'.f / on O.V /.A/ by setting

�'.f /.h/ D

Z
Sp.W /.F /nMp.W /.A/

�'.g; h/f .g/ dg;

provided the integral converges, e.g., if f is cuspidal.
For any irreducible cuspidal automorphic representation� ofMp.W /.A/, we define

the theta lift �.�/ of � as the automorphic representation of O.V /.A/ spanned by �'.f / for
all ' 2 ! and f 2 � . We only consider the case when � descends (resp. does not descend)
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to a representation of Sp.W /.A/ if dimV is even (resp. odd); otherwise �.�/ is always zero.
To describe �.�/, we need to introduce the local analog of the theta lifting. First, note that
the map .'; f / 7! �'.f / defines an element in

HomMp.W /.A/�O.V /.A/
�
! ˝ N�; �.�/

�
Š HomMp.W /.A/�O.V /.A/

�
!; � ˝ �.�/

�
since � is unitary. Recall that ! can be regarded as the restricted tensor product of the local
Weil representations !v of Mp.W /.Fv/ via the surjection

Q0

vMp.W /.Fv/! Mp.W /.A/,
whereMp.W /.Fv/ is the metaplectic cover of Sp.W /.Fv/. Similarly, � can be decomposed
as � Š ˝v�v , where �v is an irreducible representation of Mp.W /.Fv/. We define the local
theta lift �.�v/ of �v as an irreducible representation of O.V /.Fv/ such that

HomMp.W /.Fv/�O.V /.Fv/
�
!v; �v ˝ �.�v/

�
¤ 0;

which is unique (if it exists) by the Howe duality [23, 31, 55]. (When such a representation
does not exist, we interpret �.�v/ as zero.) Now assume that �.�/ is nonzero and cuspidal.
Then it follows from the Howe duality that �.�/ is irreducible and can be decomposed as

�.�/ Š ˝v�.�v/:

Remark 2.1. We may extend the Weil representation and define the theta lifting for the
pair .GSp.W /;GO.V //, where GSp.W / and GO.V / are the similitude groups ofW and V ,
respectively.

2.2. Explicit realization of the Jacquet–Langlands correspondence
From now on, we mainly consider the case when

dimW D 2; dimV D 4;

and the discriminant of V is trivial. Then we may identify W with the space F 2, equipped
with the form ..x1; x2/; .y1; y2//W D x1y2 � x2y1, so that

GSp.W / D GL2:

We may also identify V with a quaternion algebra B over F equipped with the form
.x; y/V D TrB=F .xy�/, where TrB=F is the reduced trace and � is the main involution,
so that

GO.V /0 D .B�
� B�/=F �:

Here GO.V /0 is the identity component of GO.V / and B� �B� acts on V by left and right
multiplication.

Let � be an irreducible cuspidal automorphic representation of GL2.A/. We regard
the theta lift �.�/ of � (restricted to GO.V /0.A/) as an automorphic representation of
B�.A/ � B�.A/. Then Shimizu [49] proved that

�.�/ D �B ˝ �B ;

where �B is the Jacquet–Langlands transfer of � to B�.A/. (When � does not transfer to
B�.A/, we interpret �B as zero.)
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Remark 2.2. In [36], we gave the following variant of the above realization. Let B;B1; B2
be three quaternion division algebras over F such that B D B1 �B2 in the Brauer group. We
consider a 1-dimensional Hermitian space W over B and a 2-dimensional skew-Hermitian
space V over B such that

GU.W / D B�; GU.V /0 D .B�
1 � B�

2 /=F
�;

where GU.W / and GU.V / are the unitary similitude groups of W and V , respectively. Let
�B be an irreducible automorphic representation of B�.A/ such that its Jacquet–Langlands
transfer to GL2.A/ is cuspidal. Then we have

�.�B/ D �B1 ˝ �B2 ;

where�B1 and�B2 are the Jacquet–Langlands transfers of�B toB�
1 .A/ andB�

2 .A/, respec-
tively. We believe that this realization is useful to study integral period relations.

2.3. Seesaw identities
One of the advantages of the theta lifting is that it produces various period relations

in a simple way, which was observed by Kudla [39]. Suppose that we have two reductive dual
pairs .G;H/ and .G0; H 0/ in the same symplectic group such that G � G0 and H � H 0.
This can be illustrated by the following picture, called a seesaw diagram:

G0 H

G H 0

Let f and f 0 be automorphic forms onG.A/ andH 0.A/, respectively. Then the theta lifting
produces automorphic forms �'.f / and �'.f 0/ on H.A/ and G0.A/, respectively, and the
so-called seesaw identity˝

�'.f /jH 0.A/; f
0
˛
D

Z
H 0.F /nH 0.A/

�'.f /.h
0/f 0.h0/ dh0

D

Z
G.F /nG.A/

Z
H 0.F /nH 0.A/

�'.g; h
0/f .g/f 0.h0/ dg dh0

D

Z
G.F /nG.A/

f .g/�'.f
0/.g/ dg D

˝
f; �'.f 0/jG.A/

˛
;

provided the double integral converges absolutely. Here h�; �i denotes the Petersson inner
product.

As an example of this identity, we recall Waldspurger’s formula for torus periods.
We keep the setup of the previous subsection. Fix a quadratic extensionE ofF which embeds
into B and write B D E ˚ Ej with a trace zero element j in B . Let V D V1 ˚ V2 be the
corresponding decomposition of quadratic spaces, so that

GO.V1/0 D GO.V2/0 D E�:
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Then the identification W ˝F V D .W ˝F V1/˚ .W ˝F V2/ gives rise to the following
seesaw diagram:

Sp.W / � Sp.W / O.V /

Sp.W / O.V1/ � O.V2/

Let �B be an irreducible automorphic representation of B�.A/ such that its Jacquet–
Langlands transfer � to GL2.A/ is cuspidal. Let � be an automorphic character of A�

E .
Assume that the product of the central character of �B and the restriction of � to A�

F is
trivial and consider the torus period

P.f; �/ D

Z
E�A�

F nA�
E

f .h/�.h/ dh

for a decomposable vector f 2 �B . Then using the above seesaw diagram, Waldspurger [54]
proved that ˇ̌

P.f; �/
ˇ̌2

D
1

4

�.2/L.1=2; �E � �/

L.1; �;Ad/L.1; �E=F /

Y
v

˛v.fv; �v/;

where

• �.s/ is the completed Dedekind zeta function of F ,

• L.s;�E � �/ is the standard L-function of the base change �E of � to GL2.AE /
twisted by �,

• L.s; �;Ad/ is the adjoint L-function of � ,

• L.s;�E=F / is the HeckeL-function of the quadratic automorphic character�E=F
of A�

F associated to E=F by class field theory,

• ˛v.fv; �v/ is a certain normalized local integral of matrix coefficients.

As another example, we consider the 6-dimensional symplectic space W 0 D W 3

over F . Then the identificationW 0 ˝F V D .W ˝F V /
3 gives rise to the following seesaw

diagram:
Sp.W 0/ O.V / � O.V / � O.V /

Sp.W / � Sp.W / � Sp.W / O.V /

Let �B1 ; �B2 ; �B3 be irreducible automorphic representations of B�.A/ such that their
Jacquet–Langlands transfers �1; �2; �3 to GL2.A/ are cuspidal. Assume that the product of
the central characters of �B1 ; �B2 ; �B3 is trivial and consider the trilinear period

P.f1; f2; f3/ D

Z
B�A�nB�.A/

f1.h/f2.h/f3.h/ dh
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for decomposable vectors f1 2 �B1 , f2 2 �B2 , f3 2 �B3 . Then following the work of Harris–
Kudla [27] and using the above seesaw diagram, we proved in [32] thatˇ̌

P.f1; f2; f3/
ˇ̌2

D
1

8

�.2/2L.1=2; �1 � �2 � �3/

L.1; �1;Ad/L.1; �2;Ad/L.1; �3;Ad/

Y
v

˛v.f1;v; f2;v; f3;v/;

where

• L.s; �1 � �2 � �3/ is the triple product L-function of �1; �2; �3,

• ˛v.f1;v; f2;v; f3;v/ is a certain normalized local integral of matrix coefficients.

Remark 2.3. The above two formulas are special cases of the Gross–Prasad conjecture
[25,26] and its refinement [33]. This conjecture (for special orthogonal groups) was extended
to all classical groups byGan–Gross–Prasad [17], and after the breakthrough of Zhang [63,64],
the global conjecture for unitary groups has been proved in a series of works [8–11,62] using
the relative trace formula.We should also mention the stunning work ofWaldspurger [57–60],
which led to the proof of the local Gan–Gross–Prasad conjecture for Bessel models [5–7,45]

and Fourier–Jacobi models [2,19] in the p-adic case, where the theta lifting is used to deduce
the latter from the former.

3. The Shimura–Waldspurger correspondence

In this section, we review some applications of the theta lifting to automorphic forms
on metaplectic groups.

3.1. Modular forms of half-integral weight
The theta function

�.z/ D

1X
nD�1

e2�in
2z

is a modular form of weight 1=2 and its significance is well known. Thus it is natural to
study modular forms of half-integral weight, but Hecke [28, p. 152] realized the difficulty in
developing the arithmetic theory; the Hecke operator Tn is zero unless n is a square. In 1973,
Shimura [50] revolutionized the theory of modular forms of half-integral weight by relating
them to modular forms of integral weight, i.e., he constructed a modular form of weight 2k
from a cusp form of weight k C 1=2 by using the converse theorem, where k is a positive
integer. Soon after the discovery of this correspondence, Niwa [46] and Shintani [51] gave
an alternative construction using the theta lifting. This was further investigated by Wald-
spurger [53, 56] in the framework of automorphic representations. Namely, he established
a correspondence between automorphic representations of Mp2.A/ (where Mp2.A/ is the
metaplectic cover of SL2.A/) and those of PGL2.A/, which can be viewed as an example of
Langlands functoriality.
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3.2. Global correspondence
Now we discuss a generalization of the Shimura–Waldspurger correspondence to

metaplectic groups of higher rank. Let F be a number field with adèle ring A. We denote
by Sp2n the symplectic group of rank n over F and by Mp2n.A/ the metaplectic cover of
Sp2n.A/. Recall that this cover splits over Sp2n.F / canonically, so that we may speak of the
unitary representation of Mp2n.A/ on the Hilbert space

L2
�
Sp2n.F /nMp2n.A/

�
given by right translation. Since we are interested in genuine automorphic representations of
Mp2n.A/, i.e., those which do not descend to representations of Sp2n.A/, we only consider
its subspace

L2.Mp2n/

on which the central subgroup ¹˙1º acts by the nontrivial character. Write

L2.Mp2n/ D L2disc.Mp2n/˚ L2cont.Mp2n/

for the decomposition into the discrete part and the continuous part. Then the theory of
Eisenstein series gives an explicit description of L2cont.Mp2n/ in terms of automorphic dis-
crete spectra of proper Levi subgroups of Mp2n, i.e., GLn1 � � � � � GLnk � Mp2n0 with
n1 C � � � C nk C n0 D n and n0 < n. Thus the problem is to describe the irreducible decom-
position of L2disc.Mp2n/.

To attack this problem, it is better to divide it into two parts as follows:

(1) Describe the decomposition ofL2disc.Mp2n/ into near equivalence classes. Here
we say that two irreducible genuine representations � Š ˝v�v and � 0 Š ˝v�

0
v

of Mp2n.A/ are nearly equivalent if �v and � 0
v are equivalent for almost all

places v of F . (In particular, if � and � 0 are equivalent, then they are nearly
equivalent.) Note that �v is unramified for almost all v, so that it determines and
is determined by a semisimple conjugacy class c v .�v/ in Sp2n.C/ (depending
on a choice of a nontrivial additive character  v of Fv) via the Satake iso-
morphism. In other words, the near equivalence classes of irreducible genuine
representations ofMp2n.A/ can be parametrized by families of semisimple con-
jugacy classes

¹cvºv

in Sp2n.C/, where we identify two families if they are equal for almost all v.
Thus wewant to describe the families ¹cvºv which correspond to the near equiv-
alence classes in L2disc.Mp2n/.

(2) Describe the irreducible decomposition of each near equivalence class. Namely,
for any near equivalence class C in L2disc.Mp2n/ and any irreducible genuine
representation � of Mp2n.A/, we want to give an explicit formula for the mul-
tiplicity of � in C in terms of the classification of representations.
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In [20], we solved (1) completely and (2) partially; we described the families ¹cvºv as above
in terms of automorphic representations of general linear groups, and admitting that Arthur’s
endoscopic classification [1] can be extended to nonsplit odd special orthogonal groups, we
established the multiplicity formula for the tempered part of L2disc.Mp2n/.

Now we state the first result precisely.

Theorem 3.1 ([20]). Fix a nontrivial additive character  D ˝v v of A=F . Then we have
a decomposition

L2disc.Mp2n/ D

M
�

L2�.Mp2n/;

where � runs over elliptic A-parameters for Mp2n. Here an elliptic A-parameter for Mp2n
is defined to be a formal finite direct sumM

i

�i ˝ Sdi

(which is a substitute for a hypothetical L-homomorphism LF � SL2.C/ ! Sp2n.C/),
where

• �i is an irreducible self-dual cuspidal automorphic representation of GLni .A/
(which is hypothetically identified with an ni -dimensional irreducible represen-
tation of LF ),

• Sdi is the di -dimensional irreducible representation of SL2.C/,

• if di is odd, then �i is symplectic, i.e., the exterior squareL-functionL.s;�i ;^2/
has a pole at s D 1 (and hence ni is even),

• if di is even, then �i is orthogonal, i.e., the symmetric square L-function
L.s; �i ;Sym2/ has a pole at s D 1,

• if i ¤ j , then .�i ; di / ¤ .�j ; dj /,

•
P
i nidi D 2n.

Also, L2�.Mp2n/ is defined as the near equivalence class in L2disc.Mp2n/ which corresponds
to the family of semisimple conjugacy classes®

cv.�v/
¯
v

in Sp2n.C/ given as follows (so that any irreducible summand � of L2�.Mp2n/ satisfies
c v .�v/ D cv.�v/ for almost all v). Suppose that v is finite and �i;v is unramified for all i .
Let cv.�i;v/ be the semisimple conjugacy class inGLni .C/which corresponds to �i;v and put

Qv.d/ D

0BBBB@
q
.d�1/=2
v

q
.d�3/=2
v

: : :

q
�.d�1/=2
v

1CCCCA
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for any positive integer d , where qv is the cardinality of the residue field of Fv . We regard
cv.�i;v/˝Qv.di / as a semisimple conjugacy class in Spnidi .C/. Then we set

cv.�v/ D

M
i

cv.�i;v/˝Qv.di /:

To state the second result precisely, we need to introduce more notation. For each
place v of F , let WFv be the Weil group of Fv and put

LFv D

8<:WFv if v is infinite,

WFv � SL2.C/ if v is finite.

Let � D
L
i �i ˝ Sdi be an elliptic A-parameter for Mp2n. We regard its local component

�v D
L
i �i;v ˝ Sdi at v as a local A-parameter

�v W LFv � SL2.C/ ! Sp2n.C/

via the local Langlands correspondence. Note that

cv.�v/ D �v

 
Frv;

 
q
1=2
v

q
�1=2
v

!!
for almost all v, where Frv is a Frobenius element at v. We denote by ��v the component
group of the centralizer of �v in Sp2n.C/, which is an elementary abelian 2-group, and by

�� D

M
i

.Z=2Z/ai

the global component group of �, which is formally defined as an elementary abelian
2-group with a basis ¹aiºi indexed by ¹�i ˝ Sdi ºi . Then we have a natural homomor-
phism �� ! ��v for all v. We also consider the compact abelian group ��;A D

Q
v ��v and

the diagonal map
� W �� ! ��;A:

Theorem 3.2 ([20]). Assume that � is tempered, i.e., di D 1 for all i . Then we have a decom-
position

L2�.Mp2n/ Š

M
�

m���;

where �D ˝v�v runs over continuous characters of ��;A. Here�� is defined as the restricted
tensor product of representations ��v in the local L-packets

…�v

�
Mp2n.Fv/

�
associated to �v (depending on  v), which consist of irreducible genuine representations of
Mp2n.Fv/ indexed by characters of ��v . Also, if we define a character "� of �� by

"�.ai / D ".1=2; �i /;

where ".s; �i / is the standard "-function of �i , then m� is given by

m� D

8<: 1 if � ı� D "� ,

0 otherwise.
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Remark 3.3. In fact, we gave another proof of the result of Waldspurger for Mp2 [53, 56],
noting that an irreducible cuspidal automorphic representation of GL2.A/ is symplectic if
and only if its central character is trivial.

Remark 3.4. If we denote by SO2nC1 the split odd special orthogonal group of rank n
over F and by L2disc.SO2nC1/ the discrete part of L2.SO2nC1.F /nSO2nC1.A//, then the
decomposition ofL2disc.Mp2n/ is similar to that ofL2disc.SO2nC1/ given by Arthur [1], except
that the condition � ı� D "� in the former has to be replaced by � ı� D 1 in the latter.

In the proof of his result for nD 1, Waldspurger used the theta lifting between Mp2
and (inner forms of) PGL2 Š SO3. Thus, in general, it would be natural to use the theta
lifting between Mp2n and (inner forms of) SO2nC1, and then transfer Arthur’s endoscopic
classification from SO2nC1 to Mp2n. However, there is a serious obstacle in this approach.
Indeed, if � is an irreducible genuine cuspidal automorphic representation of Mp2n.A/ and
its standardL-functionL.s;�/ vanishes at s D 1=2, then the theta lift of � to SO2nC1.A/ is
zero. When nD 1, Waldspurger proved that the twisted standard L-function L.s;�; �/ does
not vanish at s D 1=2 for some quadratic automorphic character � of A� and could use the
twisted theta lifting to establish the desired correspondence. But for general n, the existence
of such a character � is considered extremely difficult to prove.

To circumvent this difficulty, we used the theta lifting in the so-called stable range
studied by Li [44]. More precisely, for any irreducible genuine representation � of Mp2n.A/,
we consider its (abstract) theta lift

� abs.�/ D ˝v�.�v/

to SO2rC1.A/ with r � 2n. Then it follows from the result of Li that if � occurs in
L2disc.Mp2n/, then � abs.�/ occurs inL2disc.SO2rC1/. Combining this with the analytic theory
of standard L-functions, we may deduce Theorem 3.1 from Arthur’s endoscopic classi-
fication for SO2rC1. Moreover, if � is an irreducible summand of the tempered part of
L2disc.Mp2n/, then we proved that

m
�
� abs.�/

�
D m.�/;

where m.�/ denotes the multiplicity in the automorphic discrete spectrum. (We expect that
this equality holds for any irreducible summand� ofL2disc.Mp2n/.) Using this and describing
the local theta lifting between Mp2n and SO2rC1 explicitly, we may deduce Theorem 3.2.

Remark 3.5. When n D 2 and � is nontempered, we proved a similar decomposition of
L2�.Mp4/ in [21]. Note that �� is not necessarily irreducible and "� has to be modified in this
case.

3.3. Local correspondence
There is a local analog of the above correspondence, called the local Shimura corre-

spondence. For simplicity, we only consider thep-adic case and writeF for a finite extension
of Qp . We are interested in the set

IrrMp2n.F /
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of equivalence classes of irreducible genuine representations of the metaplectic group
Mp2n.F /. Recall that there are precisely two .2n C 1/-dimensional quadratic spaces V C

and V � over F with trivial discriminant (up to isometry). Let SO.V C/ and SO.V �/ denote
the special orthogonal groups of V C and V �, respectively. Then the local Shimura corre-
spondence, which was established by Gan–Savin [22] in the p-adic case, says that there is a
bijection (depending on a choice of a nontrivial additive character  of F )

� W IrrMp2n.F / ! Irr SO.V C/ t Irr SO.V �/

given by the local theta lifting. Namely, for any irreducible genuine representation � of
Mp2n.F /, �.�/ is defined as the unique irreducible representation of SO.V "/ with the
unique sign " D ˙ such that

HomMp2n.F /�SO.V "/
�
!"; � ˝ �.�/

�
¤ 0;

where !" is the Weil representation of Mp2n.F / � SO.V "/ (depending on  ). Moreover,
they proved various natural properties:

• � preserves the square-integrability,

• � preserves the temperedness,

• � is compatible with the theory of R-groups,

• � is compatible with the Langlands classification,

and used � to transfer the local Langlands correspondence from SO.V "/ to Mp2n.F /.
(In particular, this defines the local L-packets in the statement of Theorem 3.2.)

Remark 3.6. The local theta lifting has also been described for other reductive dual pairs in
terms of the local Langlands correspondence. See [3,4,19] for recent progress.

As in Section 2.3, the local theta lifting can produce various relations between local
analogs of periods. For example, we consider an irreducible genuine square-integrable rep-
resentation � of Mp2n.F / and its formal degree d.�/. Recall that d.�/ is defined as the
positive real number for which the Schur orthogonality relationZ

Mp2n.F /

˝
�.g/v1; v2

˛˝
�.g/v3; v4

˛
dg D

1

d.�/
hv1; v3ihv2; v4i

holds for all v1; : : : ; v4 2 � , where h�; �i is an invariant Hermitian inner product on � . Note
that d.�/ depends on the choice of a Haar measure dg onMp2n.F /, but we take the measure
determined by aChevalley basis of the Lie algebra ofMp2n.F / and a fixed nontrivial additive
character  of F . The above relation suggests that d.�/ is a generalization of the dimension
of an irreducible representation of a compact group, so that it is a fundamental invariant of
a representation. Since a matrix coefficient g 7! h�.g/v1; v2i is a local analog of an auto-
morphic form, we may also interpret d.�/�1 as a local period. Then we proved in [18] that

d
�
�.�/

�
D d.�/;
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which is a local analog of the Rallis inner product formula [47], by using the doubling seesaw
diagram:

Mp4n SO2nC1 � SO2nC1

Mp2n � Mp2n SO2nC1

Remark 3.7. Recall from Section 2.3 that some automorphic periods can be expressed in
terms of special values of L-functions. Similarly, formal degrees should be expressed in
terms of arithmetic invariants as follows. Let G be a connected reductive group over F . For
simplicity, we assume that G is a pure inner form of a quasisplit group and the center of G
is anisotropic. Let � be an irreducible square-integrable representation of G.F /. Let d.�/
denote the formal degree of � with respect to the Haar measure on G.F / determined by
a Chevalley basis of the Lie algebra of the split form of G and a fixed nontrivial additive
character  of F . Then the formal degree conjecture [29] says that

d.�/ D
dim �
j�� j

ˇ̌
.0;Ad ı �; /

ˇ̌
;

where

• � W LF ! LG is the L-parameter (conjecturally) associated to � ,

• �� is the component group of the centralizer of � in OG,

• � is the irreducible representation of �� (conjecturally) associated to � ,

• Ad is the adjoint representation of LG on its Lie algebra,

• .s;Ad ı �; / is the local  -factor given by

.s;Ad ı �; / D ".s;Ad ı �; /
L.1 � s;Ad ı �/

L.s;Ad ı �/
:

In [34], we proved this conjecture for (inner forms of) SO2nC1 and its analog for Mp2n by
using the main identity of Lapid–Mao [43] and the above relation between formal degrees.

4. Geometric realization of the Jacquet–Langlands

correspondence

Let � be an irreducible automorphic representation of G.A/ and suppose that �
is cohomological, so that � occurs in the cohomology H�.X;C/, where G is a connected
reductive group and X is a locally symmetric space for G. Then it is natural to ask whether
functorial transfers of� can be realized geometrically. In this section, we discuss the simplest
example, i.e., the Jacquet–Langlands correspondence for GL2 and its inner forms.

Let F be a totally real number field. Let A and Af denote the rings of adèles and
finite adèles of F , respectively. Let � be an irreducible cuspidal automorphic representation
of GL2.A/ such that �v is the discrete series of weight 2 for all infinite places v of F . For
simplicity, we assume that the central character of � is trivial, the level of � is square-free,
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and the Hecke eigenvalues of � lie in Q. Let B be a quaternion division algebra over F .
For each place v of F , put Bv D B ˝F Fv . Let VB be the set of infinite places v of F such
that Bv is split. Assume that VB ¤ ¿ and put d D jVB j. We denote by XB the Shimura
variety for B� (with respect to some neat open compact subgroup Kf of B�.Af /), which
is a d -dimensional smooth projective variety over the reflex field F 0, so that

• F 0 is the number field contained in C such that

Gal. NQ=F 0/ D
®
� 2 Gal. NQ=Q/ j �VB D VB

¯
;

where NQ denotes the algebraic closure of Q in C,

• the C-valued points of XB are given by

XB.C/ D B�
n.H˙/d � B�.Af /=Kf ;

where H˙ is the union of the upper and lower half-planes.

Now assume that the Jacquet–Langlands transfer �B of � toB�.A/ exists, which is the case
if and only if �v is a discrete series for all v at which B is ramified, and that Kf is chosen
appropriately so that dim.�B

f
/Kf D 1. Here �B

f
is the finite component of �B and .�B

f
/Kf

is the space of Kf -fixed vectors in �Bf . Then it follows from Matsushima’s formula that �B
occurs in the cohomologyH�.XB ;C/. More precisely, we consider the rational cohomology
H�.XB ;Q/ and its �-isotypic component

H�.XB ;Q/� D
®
˛ 2 H�.XB ;Q/ j Tv˛ D ��v .Tv/˛ for all Tv 2 Hv and almost all v

¯
;

where Hv D QŒKvnB�
v =Kv� is the Hecke algebra with respect to the standard maximal

compact subgroup Kv of B�
v Š GL2.Fv/ and ��v W Hv ! Q is the character by which Hv

acts on �Kvv . ThenH�.XB ;Q/� is concentrated in the middle degree d andHd .XB ;Q/� is
a 2d -dimensional vector space over Q. Moreover, for any prime `, the `-adic representation
of Gal. NQ=F 0/ on

Hd .XB ;Q/� ˝Q Q` Š Hd
Ket .XB �F 0 NQ;Q`/�

is given by the so-called tensor induction of ��;`, where ��;` is the 2-dimensional `-adic
representation associated to � . We remark that it depends only on ��;` and VB .

Suppose that we have two quaternion algebras B1 and B2 as above such that

VB1 D VB2 :

Write X1 D XB1 and X2 D XB2 for the corresponding Shimura varieties, which are of the
same dimension d D jVB1 j D jVB2 j over the same reflex field F 0. Then we have

(1) an (abstract) isomorphism

Hd .X1;C/� Š Hd .X2;C/�

which preserves the Hodge decomposition,
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(2) an (abstract) isomorphism

Hd .X1;Q`/� Š Hd .X2;Q`/�

of `-adic representations of Gal. NQ=F 0/ for all `.

Conjecturally, these isomorphisms are obtained from a single isomorphism

Hd .X1;Q/� Š Hd .X2;Q/�

given as follows. By (2) and the Künneth formula, the space of Gal. NQ=F 0/-fixed vectors in

H 2d .X1 �X2;Q`.d//�˝�

is nonzero. Hence the Tate conjecture predicts the existence of an algebraic cycle
Z 2 CHd .X1 � X2/ which realizes (1) and (2). Namely, let p1 and p2 be the two pro-
jections

X1 �X2

X1 X2

p1 p2

and consider the following map:

Hd .X1;Q/ Hd .X1 �X2;Q/

H 3d
�
X1 �X2;Q.d/

�
Hd .X2;Q/:

p�
1

[ŒZ�

p2�

Then it induces an isomorphism

�Z W Hd .X1;Q/� ! Hd .X2;Q/�

such that

• �Z ˝ idC preserves the Hodge decomposition,

• �Z ˝ idQ`
is Gal. NQ=F 0/-equivariant for all `.

When d D 1, the existence of Z in fact follows from the result of Faltings [16]. But for
general d , this remains an open problem. On the other hand, noting that the Hodge conjecture
reduces it to finding a Hodge cycle on X1 �X2, i.e., an element in

H 2d .X1 �X2;Q/ \Hd;d .X1 �X2/;

we gave the following evidence.

Theorem 4.1 ([35]). Assume thatB1 andB2 are ramified at some infinite place v of F . Then
there exists a Hodge cycle � on X1 �X2 which induces an isomorphism

�� W Hd .X1;Q/� ! Hd .X2;Q/�

such that
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• �� ˝ idC preserves the Hodge decomposition,

• �� ˝ idQ`
is Gal. NQ=F 0/-equivariant for all `.

Our proof proceeds as follows. First, we choose an ambient varietyX equipped with
an embedding j W X1 � X2 ,! X . Then we construct a class „ 2 Hd;d .X/ such that the
.� ˝�/-isotypic component .j �„/�˝� of the pullback j �„ 2Hd;d .X1 �X2/ is nonzero.
Finally, we modify „ in such a way that „ lies in H 2d .X;Q/ and � D .j �„/�˝� is the
desired Hodge cycle.

More precisely, fix a totally imaginary quadratic extension E of F which embeds
intoB1 andB2. For i D 1; 2, letVi D Bi be the 2-dimensional Hermitian space overE such
that

GU.Vi / D .B�
i �E�/=F �:

Then we may replace Xi by the Shimura variety for GU.Vi /. Consider the 4-dimensional
Hermitian spaceV D V1 ˚V2 overE and putG D GU.V/. Note that if we write v1; : : : ; vd
(resp. vdC1; : : : ; vŒF WQ�) for the infinite places of F at which B1 and B2 are split (resp. ram-
ified), then we have

G.Fvi / D

8<:GU.2; 2/ if i � d ,

GU.4/ if i > d .

Put G1 D G.F ˝Q R/ and let g1 denote the complexified Lie algebra of G1. Let K1

be the standard maximal connected compact modulo center subgroup of G1. Let X be the
Shimura variety for G (with respect to some neat open compact subgroup Kf of G.Af /),
which is equipped with the embedding j WX1 �X2 ,!X induced by the natural embedding

G
�
U.V1/ � U.V2/

�
,! GU.V/;

where the left-hand side is the subgroup of GU.V1/ � GU.V2/ which consists of elements
with the same similitude factor. Then Matsushima’s formula says that

H�.X;C/ Š

M
�

m.�/H�.g1;K1I �1/˝ �
Kf
f
;

where

• � runs over irreducible unitary representations of G.A/,

• �1 and �f are the infinite and finite components of � , respectively,

• m.�/ is the multiplicity of � in the automorphic discrete spectrum of G,

• H�.g1;K1I �1/ is the relative Lie algebra cohomology,

• �Kf
f

is the space of Kf -fixed vectors in �f .

Hence, to construct a class „ as above, we need to find an irreducible automorphic repre-
sentation � of G.A/ which satisfies the following properties:
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(a) To achieve the condition „ 2 Hd;d .X/, we require that

Hd;d .g1;K1I �1/ ¤ 0:

If this is the case, then it follows from the result of Vogan–Zuckerman [52]

that �vi (restricted to U.V/.Fvi /) is equal to8<: 1 or Aq if i � d ,

1 if i > d .

Here 1 denotes the trivial representation and Aq is the cohomological repre-
sentation of U.2; 2/ associated to the � -stable parabolic subalgebra q with Levi
component u.1; 1/˚ u.1; 1/. We further require that �vi DAq if i � d in order
not to make � 1-dimensional.

(b) To achieve the condition .j �„/�˝� ¤ 0, we require the nonvanishing of the
automorphic period

� ˝ .�B1 ˝ �B2/ ! C:

For (a), we use the following variant of the theta lifting from SL2 to SO.4; 2/ � U.2; 2/ or
SO.6/ � U.4/, where � denotes an isogeny. Let B be the quaternion algebra over F such
that B D B1 � B2 in the Brauer group, so that B is split at all infinite places of F . We may
regard V D ^2V as a 3-dimensional skew-Hermitian space over B such that

GU.V /0=F �
Š GU.V/=E�:

Let W D B be the 1-dimensional Hermitian space over B such that

GU.W / D B�:

Then any � as in (a) with trivial central character is a theta lift of an irreducible cuspidal
automorphic representation � of GU.W /.A/ such that �v is the discrete series of weight 3
for all infinite places v of F . For (b), we can easily find the corresponding � by using the
following seesaw diagram:

U.V / U.W / � U.W /

U.V1/ � U.V2/ U.W /

Here V D V1 ˚ V2 is a decomposition into 1- and 2-dimensional skew-Hermitian spaces
over B such that

GU.V1/0 D E�; GU.V2/0 D .B�
1 � B�

2 /=F
�;

and
G
�
U.V1/ � U.V2/

�0
=F �

Š G
�
U.V1/ � U.V2/

�
=E�:

For simplicity, we further assume that the Hecke eigenvalues of � lie in Q. Thus we obtain
a class „ 2 Hd;d .X/ such that � D .j �„/�˝� induces an isomorphism

Hd .X1;C/� Š Hd .X2;C/� :
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To be precise, we need to use the theta lifting valued in cohomology developed by Kudla–
Millson [40, 41]. On the other hand, we can determine the near equivalence class of � and
prove that

H 2d .X;C/� � Hd;d .X/:

Hence we can modify „ in such a way that „ lies in H 2d .X;Q/� , so that it is a Hodge
cycle. Finally, it follows from the result of Kisin–Shin–Zhu [38] that

H 2d .X;Q`/� Š Q`.�d/
m

for some positive integer m, from which Theorem 4.1 follows immediately.

Remark 4.2. It is desirable to upgrade � to an absolute Hodge cycle in the sense of
Deligne [14], but this remains an open problem.
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Rational
approximations
of irrational numbers
Dimitris Koukoulopoulos

Abstract

Given quantities �1; �2; � � � > 0, a fundamental problem in Diophantine approxima-
tion is to understand which irrational numbers x have infinitely many reduced rational
approximations a=q such that jx � a=qj < �q . Depending on the choice of �q and
of x, this question may be very hard. However, Duffin and Schaeffer conjectured in 1941
that if we assume a “metric” point of view, the question is governed by a simple zero–
one law: writing ' for Euler’s totient function, we either have

P1

qD1 '.q/�q D 1

and then almost all irrational numbers (in the Lebesgue sense) are approximable, orP1

qD1 '.q/�q < 1 and almost no irrationals are approximable. We will present the
history of the Duffin–Schaeffer conjecture and the main ideas behind the recent work of
Koukoulopoulos–Maynard that settled it.
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1. Diophantine approximation

Let x be an irrational number. In many settings, practical and theoretical, it is impor-
tant to find fractions a=q of small numerator and denominator that approximate it well. This
fundamental question lies at the core of the field of Diophantine approximation.

1.1. First principles
The “high-school way” of approximating x is to use its decimal expansion. This

approach produces fractions a=10n such that jx � a=10nj � 10�n typically. However, the
error can be made much smaller if we allow more general denominators [14, Theorem 2.1].

Theorem 1.1. If x 2 R n Q, then jx � a=qj < q�2 for infinitely many pairs .a; q/ 2 Z � N.

Dirichlet (c. 1840) gave a short and clever proof of this theorem. However, his argu-
ment is nonconstructive because it uses the pigeonhole principle. This gap is filled by the
theory of continued fractions (which actually precedes Dirichlet’s proof).

Given any x 2 R n Q, wemaywrite xD n0 C r0 � n0, where n0 D bxc is the integer
part of x and r0 D ¹xº is its fractional part. We then let n1 D b1=r0c and r1 D ¹1=r0º, so
that x D n0 C 1=.n1 C r1/ � n0 C 1=n1. If we repeat this process j � 1 more times, we
find that

x � n0 C
1

n1 C
1

���C 1
nj

with ni D

�
1

ri�1

�
; ri D

²
1

ri�1

³
for i D 1; : : : ; j: (1.1)

If we write this fraction as aj =qj in reduced form, then a calculation reveals that

aj D njaj �1 C aj �2 .j > 2/; a1 D n0n1 C 1; a0 D n0;

qj D nj qj �1 C qj �2 .j > 2/; q1 D n1; q0 D 1:
(1.2)

When j ! 1, the right-hand side of (1.1), often denoted by Œn0In1; : : : ; nj �, converges to x.
The resulting representation of x is called its continued fraction expansion. The quotients
aj =qj are called the convergents of this expansion and they have remarkable properties [17].
We list some of them below, with the first giving a constructive proof of Theorem 1.1.

Theorem 1.2. Assume the above set-up and notations.

(a) For each j > 0, we have 1=.2qj qj C1/ 6 jx � aj =qj j 6 1=.qj qj C1/.

(b) For each j > 0, we have jx � aj =qj j D min¹jx � a=qj W 1 6 q 6 qj º.

(c) If jx � a=qj < 1=.2q2/ with a and q coprime, then a=q D aj =qj for some
j > 0.

1.2. Improving Dirichlet’s approximation theorem
It is natural to ask when a qualitative improvement of Theorem 1.1 exists. Invert-

ing this question leads us to the following definition: we say that a real number x is badly
approximable if there is c D c.x/ > 0 such that jx � a=qj > cq�2 for all .a; q/ 2 Z � N.

We can characterize approximable numbers in terms of their continued fraction ex-
pansion. Indeed, Theorem 1.2(a) and relation (1.2) imply that 1=46nj C1q

2
j jx � aj =qj j 6 1.
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Hence, together with Theorem 1.2(c), this implies that x is badly approximable if and only
if the sequence .nj /

1
j D0 is bounded. Famously, Lagrange proved that the quadratic irrational

numbers are in one-to-one correspondence with the continued fractions that are eventually
periodic [17, §10]. In particular, all such numbers are badly approximable.

A related concept to badly approximable numbers is the irrationality measure. For
each x 2 R, we define it to be

�.x/ WD sup
®
� > 0 W 0 < jx � a=qj < q�� for infinitely many pairs .a; q/ 2 Z � N

¯
:

Note that �.x/ D 1 if x 2 Q, whereas �.x/ > 2 if x 2 R n Q by Theorem 1.1. Moreover,
�.x/ D 2 if x is badly approximable. In particular, �.x/ D 2 for all quadratic irrationals x.
Remarkably, Roth [25] proved that �.x/ D 2 for all algebraic irrational numbers x.

Determining the irrationality measure of various famous transcendental constants
is often very hard. We do know that �.e/ D 2, where e denotes Euler’s constant. However,
determining �.�/ is a famous open problem. Towards it, Zeilberger and Zudilin [29] proved
that �.�/ 6 7:10320533 : : : It is widely believed that �.�/ D 2.

Instead of trying to reduce the error term in Dirichlet’s approximation theorem, we
often require a different type of improvement: restricting the denominators q to lie in some
special set � . The theory of continued fractions is of limited use for such problems because
the denominators it produces satisfy rigid recursive relations (cf. (1.2)).

For rational approximation with prime or square denominators, the best results at
the moment are due to Matomäki [21] and Zaharescu [28], respectively.

Theorem 1.3 (Matomäki (2009)). Let x be an irrational number and let " > 0. There are
infinitely many integers a and prime numbers p such that jx � a=pj < p�4=3C".

Theorem 1.4 (Zaharescu (1995)). Let x be an irrational number and let " > 0. There are
infinitely many pairs .a; q/ 2 Z � N such that jx � a=q2j < q�8=3C".

Two important open problems are to show that Theorems 1.3 and 1.4 remain true
even if we replace the constants 4=3 and 8=3 by 2 and 3, respectively.

2. Metric Diophantine approximation

Unable to answer simple questions about the rational approximations of specific
numbers, a lot of research adopted amore statistical point of view. For example, givenM >2,
what proportion of real numbers have irrationalitymeasure>M ? This new perspective gives
rise to the theory ofmetric Diophantine approximation, which has a much more analytic and
probabilistic flavor than the classical theory of Diophantine approximation. As we will see,
the ability to ignore small pathological sets of numbers leads to a much more robust theory
that provides simple and satisfactory answers to very general questions.

In order to give precise meaning to the word “proportion,” we shall endow R with
a measure. Here, we will mainly use the Lebesgue measure (denoted by “meas”).
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2.1. The theorems of Khinchin and Jarník–Besicovitch
The foundational result in the field of metric Diophantine approximation was proven

by Khinchin in his seminal 1924 paper [18]. It is a rather general result: given a sequence
�1; �2; : : : ;> 0 of “permissible margins of error,” we wish to determine for which real
numbers x there are infinitely many pairs .a; q/ 2 Z � N such that jx � a=qj <�q . Clearly,
if x has this property, so does x C 1. Hence, we may focus on studying

A WD
®
x 2 Œ0; 1� W jx � a=qj < �q for infinitely many pairs .a; q/ 2 Z � N

¯
: (2.1)

Theorem 2.1 (Khinchin (1924)). Let �1; �2; � � � > 0 and let A be defined as in (2.1).

(a) If
P1

qD1 q�q < 1, then meas.A/ D 0.

(b) If
P1

qD1 q�q D 1 and the sequence .q2�q/
1
qD1 is decreasing, then

meas.A/ D 1.

Corollary 2.2. For almost all x 2 R, we have jx � a=qj 6 1=.q2 log q/ for infinitely many
.a;q/2 Z � N. On the other hand, if c > 1 is fixed, then for almost every x 2 R, the inequality
jx � a=qj 6 1=.q2 logc q/ admits only finitely many solutions .a; q/ 2 Z � N.

In particular, Corollary 2.2 implies that the set of badly approximable numbers has
null Lebesgue measure. On the other hand, it also says that almost all real numbers have
irrationality measure equal to 2. This last result is the main motivation behind the conjecture
that �.�/ D 2: we expect � to behave like a “typical” real number.

Naturally, the fact that WM WD ¹x 2 R W �.x/ >M º has null Lebesgue measure for
M > 2 raises the question of determining its Hausdorff dimension (denoted by dim.WM /).
Jarník [16] and Besicovitch [5] answered this question independently of each other.

Theorem 2.3 (Jarník (1928), Besicovitch (1934)). We have dim.WM / D 2=M for all
M > 2.

2.2. Generalizing Khinchin’s theorem
Following the publication of Khinchin’s theorem, research focused on weakening

the assumption that q2�q & in part (b). Importantly, doing so would open the door to
understanding rational approximations using only a restricted set of denominators. Indeed,
if q2�q &, then either �q > 0 for all q, or there is q0 such that �q D 0 for all q > q0.
The second case is trivial, since it implies A D ;. So, if we wish to understand Diophan-
tine approximation with a restricted set of denominators � (which would require �q D 0

for q … �), then we must prove a version of Theorem 2.1(b) without the assumption that
q2�q &.

In order to understand better the forces at play here, it is useful to recast Khinchin’s
theorem in probabilistic terms. For each q, let us define the set

Aq WD

²
x 2 Œ0; 1� W there is a 2 Z such that jx �

a
q
j < �q

³
D Œ0; 1� \

[
06a6q

�
a

q
��q;

a

q
C�q

�
: (2.2)
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ThenAD¹x2 Œ0;1� W x 2 Aq infinitely oftenº, whichwe oftenwrite asAD lim supq!1Aq .
We may thus view A as the event that for a number chosen uniformly at random from Œ0; 1�,
an infinite number of the eventsA1;A2; : : : occur. A classical result from probability theory
due to Borel and Cantelli [14, Lemmas 1.2 & 1.3] studies precisely this kind of questions.

Theorem 2.4. Let .�;F ;P / be a probability space, let E1;E2; : : : be events in that space,
and let E D lim supj !1Ej be the event that infinitely many of the Ej ’s occur.

(a) (The first Borel–Cantelli lemma) If
P1

j D1 P .Ej / < 1, then P .E/ D 0.

(b) (The second Borel–Cantelli lemma) If
P1

j D1 P .Ej / D 1 and the events
E1; E2; : : : are mutually independent, then P .E/ D 1.

Remark. Let N be the random variable that counts how many of the events E1; E2; : : :

occur. We have EŒN �D
P1

j D1 P .Ej /. Hence, Theorem 2.4 says that, under certain assump-
tions, N D 1 almost surely if, and only if, EŒN � D 1.

To use the above result in the setup of Khinchin’s theorem, we let � D Œ0; 1� and
equip it with the Lebesgue measure as its probability measure. The relevant eventsEj are the
setsAq . Notice that if�q > 1=.2q/, thenAq D Œ0; 1�, in which caseAq occurs immediately
for all x 2 Œ0; 1�. In order to avoid these trivial events, we will assume from now on that

�q 6 1=.2q/ for all q > 1; whence meas.Aq/ D 2q�q : (2.3)

In particular, we see that part (a) of Khinchin’s theorem is a direct consequence of the
first Borel–Cantelli lemma. On the other hand, the second Borel–Cantelli lemma relies
crucially on the assumption that the events Ej are independent of each other, something
that fails generically for the events Aq . However, there are variations of the second Borel–
Cantelli lemma, where the assumption of independence can be replaced by weaker quasi-
independence conditions on the relevant events (cf. Section 3.1). From this perspective,
part (b) of Khinchin’s theorem can be seen as saying that the condition that the sequence
.q2�q/

1
qD1 is decreasing guarantees enough approximate independence between the events

Aq so that the conclusion of the second Borel–Cantelli lemma remains valid.
In 1941, Duffin and Schaeffer published a seminal paper [8] that studied precisely

what is the right way to generalize Khinchin’s theorem so that the simple zero–one law of
Borel–Cantelli holds. Their starting point was the simple observation that certain choices of
the quantities �q create many dependencies between the sets Aq , thus rendering many of
the denominators q redundant. Indeed, note, for example, that if�3 D �15, then A3 � A15

because each fraction with denominator 3 can also be written as a fraction with denominator
15. By exploiting this simple idea, Duffin and Schaeffer proved the following result:

Proposition 2.5. There are�1;�2; � � � > 0 such that
P1

qD1 q�q D 1 and yetmeas.A/D 0.

Proof. Let p1 < p2 < � � � be the primes in increasing order, let qj D p1 � � � pj , and let
�j D ¹dpj W d j qj �1º. We then set�q D .qj j log2 j /�1 if q 2 �j for some j > 2; otherwise,
we set �q D 0. We claim that this choice satisfies the needed conditions.
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Since Aq � Aqj
for all q 2 �j , we have A D lim supj !1 Aqj

. In addition, sinceP1

j D1 qj�qj
< 1, we have meas.lim supj !1 Aqj

/ D 0 by Theorem 2.1(a). Hence,
meas.A/ D 0, as needed. On the other hand, we have thatX

q>1

q�q D

X
j >2

X
d jqj �1

dpj �
1

qj j log2 j
D

X
j >2

1

j log2 j

Y
i6j �1

�
1C

1

pi

�
:

By the Prime Number Theorem [19, Theorem 8.1], the last product is > c log j for some
absolute constant c > 0. Consequently,

P1

qD1 q�q D 1, as claimed.

In order to avoid the above kind of counterexamples to the generalized Khinchin
theorem, Duffin and Schaeffer were naturally led to consider a modified setup, where only
reduced fractions are used as approximations. They thus defined

A�
WD
®
x 2 Œ0; 1� W jx � a=qj < �q for infinitely many reduced fractions a=q

¯
: (2.4)

We may write A� as the lim sup of the sets

A�
q WD Œ0; 1� \

[
06a6q

gcd.a;q/D1

�
a

q
��q;

a

q
C�q

�
: (2.5)

Assuming that (2.3) holds, we readily find that

meas
�
A�

q

�
D 2'.q/�q

where
'.q/ WD #

®
1 6 a 6 q W gcd.a; q/ D 1

¯
is Euler’s totient function. They then conjectured that the setsA�

q have enough mutual quasi-
independence so that a simple zero–one law holds, as per the Borel–Cantelli lemmas.

The Duffin–Schaeffer conjecture. Let �1; �2; � � � > 0 and let A� be defined as in (2.4).

(a) If
P1

qD1 '.q/�q < 1, then meas.A�/ D 0.

(b) If
P1

qD1 '.q/�q D 1, then meas.A�/ D 1.

Of course, part (a) follows from Theorem 2.4(a); the main difficulty is to prove (b).
The Duffin–Schaeffer conjecture is strikingly simple and general. Nonetheless, it

does not answer our original question: what is the correct generalization of Khinchin’s the-
orem, where we may use nonreduced fractions? This gap was filled by Catlin [7].

Catlin’s conjecture. Let �1; �2; � � � > 0, let �0
q D supm>1�qm, and let A be as in (2.1).

(a) If
P1

qD1 '.q/�
0
q < 1, then meas.A/ D 0.

(b) If
P1

qD1 '.q/�
0
q D 1, then meas.A/ D 1.

As Catlin noticed, his conjecture is a direct corollary of that by Duffin and Schaeffer.
Indeed, let us consider the set

A0
D
®
x 2 Œ0; 1� W jx � a=qj < �0

q for infinitely many reduced fractions a=q
¯
:
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This is the set A� with the quantities �q replaced by �0
q , so we may apply the Duffin–

Schaeffer conjecture to it. In addition, it is straightforward to check that

A n Q D A0
n Q (2.6)

when �q ! 0. This settles Catlin’s conjecture in this case. On the other hand, if �q 6! 0,
then A D Œ0; 1� and

P1

qD1 '.q/�
0
q D 1, so that Catlin’s conjecture is trivially true.

Just like in Theorem 2.3 of Jarník and Besicovitch, it would be important to also
have information about the Hausdorff dimension of the sets A and A� in the case when
they have null Lebesgue measure. In light of relation (2.6), it suffices to answer this question
for the latter set. Beresnevich and Velani [4] proved the remarkable result that the Duffin–
Schaeffer conjecture implies a Hausdorff measure version of itself. This is a consequence of
a much more generalMass Transfer Principle that they established, and which allows trans-
fering information concerning the Lebesgue measure of certain lim sup sets to the Hausdorff
measure of rescaled versions of them. As a corollary, they proved:

Theorem 2.6 (Beresnevich–Velani (2006)). Assume that the Duffin–Schaeffer conjecture is
true. Let�1;�2; � � � > 0 be such that

P1

qD1 '.q/�q <1. Then the Hausdorff dimension of
the setA� defined by (2.4) equals the infimumof the set of s > 0 such that

P1

qD1'.q/�
s
q <1.

2.3. Progress towards the Duffin–Schaeffer conjecture
Since its introduction in 1941, the Duffin–Schaeffer conjectured has been the subject

of intensive research activity, with various special cases proven over the years. This process
came to a conclusion recently with the proof of the full conjecture [20].

Theorem 2.7 (Koukoulopoulos–Maynard (2020)). The Duffin–Schaeffer conjecture is true.

We will outline the main ideas of the proof of Theorem 2.7 in Section 3. But first
we give an account of the work that preceeded it.

Notation. Given two functions f;g WX ! R, we write f .x/� g.x/ (or f .x/DO.g.x//)
for all x 2 X to mean that there is a constant C such that jf .x/j 6 Cg.x/ for all x 2 Y .

In the same paper where they introduced their conjecture, Duffin and Schaeffer
proved the first general case of it:

Theorem 2.8 (Duffin–Schaeffer (1941)). The Duffin–Schaeffer conjecture is true for all
sequences .�q/

1
qD1 such that

lim sup
Q!1

P
q6Q '.q/�qP

q6Q q�q

> 0: (2.7)

To appreciate this result, we must make a few comments about condition (2.7). Note
that its left-hand side is the average value of '.q/=q over q 2 Œ1;Q�, where q is weighted by
wq WD q�q . In particular, we may restrict our attention to q with �q > 0. Now, we know

'.q/

q
D

Y
pjq

�
1 �

1

p

�
:
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In particular, '.q/=q 6 1, and the only way this ratio can become much smaller than 1 is if
q is divisible by lots of small primes. To see this, let us begin by observing that q can have
at most log q= log 2 prime factors in total. Therefore,Y

pjq; p>logq

�
1 �

1

p

�
>
�
1 �

1

log q

�logq= log2

>
1

5
(2.8)

for q large enough. In addition, we haveY
.logq/0:01<p6logq

pjq

�
1 �

1

p

�
>

Y
.logq/0:01<p6logq

�
1 �

1

p

�
>

1

200 (2.9)

for q large enough by Mertens’ estimate [19, Theorem 3.4]. Already the above inequalities
show that only the primes 6 .log q/0:01 can affect the size of '.q/=q. But more is true:
'.q/=q is small only if q is divided by many primes 6 .log q/0:01. Imagine, for example,
that

#
®
p j q W ej �1 < p 6 ej

¯
6 ej =j 2

C 1000 (2.10)

for j D 1; 2; : : : ; 1C b0:01 log log qc. We would then haveY
ej �1<p6ej

pjq

�
1 �

1

p

�
>
�
1 �

1

ej

�ej =j 2C1000

D exp
�
�1=j 2

CO
�
e�j

��
:

Multiplying this over all j , we deduce that '.q/=q > c for some c > 0 independent of q.
We have thus proven that for (2.7) to fail, the main contribution to the weighted sumP

q6Q wq with wq D q�q must come from integers for which (2.10) fails. As a matter of
fact, (2.10) must fail for lots of j ’s. This is an extremely rare event if we choose q uniformly at
random from Œ1;Q� (or even if we choose it uniformly at random from various “nice” subsets
of Œ1;Q�, such as the primes, or the values of a monic polynomial with integer coefficients).
A simple way to see this is to calculate the average value of the function #¹p j q W ej �1 <

p 6 ej º with respect to the uniform counting measure on Œ1;Q�. We have
1

Q

X
q6Q

#
®
p j q W ej �1 < p 6 ej

¯
D

X
ej �1<p6ej

#¹q 6 Q W p j qº

Q
6

X
ej �1<p6ej

1

p
�

1

j

by Mertens’ theorem [19, Theorem 3.4]. This ismuch smaller than ej =j 2, so (2.10) should fail
rarely as j ! 1. (For instance, we may use Markov’s inequality to see this claim.)

In conclusion, Theorem 2.8 settles the Duffin–Schaeffer conjecture when �q is
mainly supported on “normal” integers, without too many small prime factors. In partic-
ular, it implies a significant improvement of Theorems 1.3 and 1.4 for almost all x 2 R.

Corollary 2.9. For almost all x 2 R, there are infinitely many reduced fractions a=p and
b=q2 such that p is prime, jx � a=pj < p�2 and jx � b=q2j < q�3.

The next important step towards the Duffin–Schaeffer conjecture is a remarkable
zero–one law due to Gallagher [12].
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Theorem 2.10 (Gallagher (1961)). If A� is as in (2.4), then meas.A�/ 2 ¹0; 1º.

Gallagher’s theorem says grosso modo that either we chose the quantities �q to be
“too small” and thus missed almost all real numbers, or we chose them “sufficiently large”
so that almost all numbers have the desired rational approximations. The Duffin–Schaeffer
conjecture is then the simplest possible criterion to decide in which case we are.

The proof of Theorem 2.10 is a clever adaptation of an ergodic-theoretic argument
due to Cassels [6] in the simpler setting of nonreduced rational approximations. We give
Cassel’s proof and refer the interested readers to [12,14] for the proof of Theorem 2.10.

Theorem 2.11 (Cassels (1950)). If A is as in (2.1), then meas.A/ 2 ¹0; 1º.

Proof. We need the following fact [14, Lemma 2.1] that uses Lebesgue’s Density Theorem: Let
I1; I2; : : : ; J1; J2; : : : be intervals of lengths tending to 0, and let c > 0. For all k, suppose
Jk � Ik and meas.Jk/ > cmeas.Ik/. Then meas.lim supk!1 Ik n lim supk!1 Jk/ D 0.

Now, for each r > 1, let A.r/ be defined as in (2.1) but with �q=r in place of
�q . Hence, meas.A n A.r// D 0 by the above fact. Therefore, if A.1/ WD

T1

nD1 A.n/, then
meas.A n A.1// D 0. Now, consider the map  W Œ0; 1� ! Œ0; 1� defined by  .x/ WD ¹2xº,
and note that .A.1//� A.1/. In particular, 1

N

PN �1
nD0 1A.1/. n.x//D 1 for all x 2 A.1/

and all N 2 N. Since  is ergodic with respect to the Lebesgue measure [26, p. 293 & 305-6],
Birkhoff’s Ergodic Theorem [26, Ch. 6, Cor. 5.6] implies that meas.A.1// 2 ¹0; 1º.

The first significant step towards establishing the Duffin–Schaeffer conjecture for
irregular sequences �q , potentially supported on integers with lots of small prime factors,
was carried out by Erdős [10] and Vaaler [27].

Theorem 2.12 (Erdős (1970), Vaaler (1978)). The Duffin–Schaeffer conjecture is true for
all sequences .�q/

1
qD1 such that �q D O.1=q2/ for all q.

This theorem is, of course, most interesting when
P1

qD1 '.q/�q D 1. Since
�q D O.1=q2/ and '.q/ 6 q, we find

P
q2� 1=q D 1 with � D ¹q W �q > 0º. In par-

ticular, � must be somewhat dense in N. Therefore, Theorem 2.12 has the advantage over
Theorem 2.8 that � can contain many irregular integers, and the disadvantage that it has to
be quite dense.

The Duffin–Schaeffer conjecture has a natural analogue in Rk with k > 2: given
�1;�2; � � � > 0, let A�.k/ be the set of Ex D .x1; : : : ; xk/ 2 Rk for which there are infinitely
many k-tuples .a1=q; : : : ; ak=q/ of reduced fractions with jxj � aj =qj < �q for all j .
Then A�.k/ should contain almost no or almost all Ex 2 Rk , according to whether the seriesP1

qD1.'.q/�q/
k converges or diverges. This was proven by Pollington and Vaughan [22].

Theorem 2.13 (Pollington–Vaughan (1990)). The k-dimensional Duffin–Schaeffer conjec-
ture is true for all k > 2.

Following this result, a lot of research focused on proving the Duffin–Schaeffer con-
jecture when the series

P1

qD1 '.q/�q diverges fast enough (see, e.g., [14, Theorem 3.7(iii)],
[3, 15]). Aistleitner, Lachmann, Munsch, Technau, and Zafeiropoulos [2] proved the Duffin–
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Schaeffer conjecture when
P1

qD1'.q/�q=.logq/" D 1 for some "> 0. A report byAistleit-
ner [1], announced at the same time as [20], explains how to replace .log q/" by .log log q/".

3. The main ingredients of the proof of the

Duffin–Schaeffer conjecture

3.1. Borel–Cantelli without independence
Recall the definition of the sets A�

q in (2.5). Let us assume that �q 6 1=.2q/

for all q (cf. (2.3)) so that meas.A�
q/ D 2'.q/�q 2 Œ0; 1�, and let us also suppose thatP1

qD1 '.q/�q D 1. The first technical difficulty we must deal with is how to prove an
analogue of the second Borel–Cantelli lemma (cf. Theorem 2.4(b)) without assuming that
the events A�

q are independent. We follow an idea due to Turan, which is already present
in [8].

By Gallagher’s zero–one law, it is enough to show that meas.A�/ > 0. SinceS
q>Q A�

q & A�, we may equivalently prove that there is some constant c > 0 such that
meas.

S
q>Q A�

q/ > c for all large Q. In order to limit the potential overlap among the sets
A�

q , we only consider an appropriate subset of them. Since meas.A�
q/ D 2'.q/�q 2 Œ0; 1�

for all q, and since
P

q>Q '.q/�q D 1, there must exist some R > Q such that

1 6
X

q2ŒQ;R�

meas
�
A�

q

�
6 2: (3.1)

We will only use the events A�
q with q 2 ŒQ;R�. We trivially have the union bound

meas
� [

q2ŒQ;R�

A�
q

�
6

X
q2ŒQ;R�

meas
�
A�

q

�
6 2:

If we can show that the sets A�
q with q 2 ŒQ;R� do not overlap too much, so that

meas
� [

q2ŒQ;R�

A�
q

�
> c

X
q2ŒQ;R�

meas
�
A�

q

�
> c; (3.2)

we will be able to deduce that meas.
S

q2ŒQ;R� A�
q/ > c and a fortiori that

meas.
S

q>Q A�
q/ > c. As the following lemma shows, (3.2) is true under (3.1) as long

as we can control the correlations of the events A�
q on average.

Lemma 3.1. Let E1; : : : ; Ek be events in the probability space .�;F ; P /. We then have
that

P

 
k[

j D1

Ej

!
>

.
Pk

j D1 P .Ej //
2Pk

i;j D1 P .Ei \Ej /
:

Proof. LetN D
P

j 1Ej
. We then haveEŒN �D

P
j P .Ej /. On the other hand, the Cauchy–

Schwarz inequality implies that

EŒN �2 D EŒ1N >0 �N�2 6 P
�
supp.N /

�
� E
�
N 2
�
:

Since supp.N / D
S

j Ej and N 2 D
P

i;j 1Ei \Ej
, the lemma follows.
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The following proposition summarizes the discussion of this section.

Proposition 3.2. Let �1; �2; � � � > 0, and let A�
q be as in (2.5).

(a) If C > 0 and R > Q > 1 are such that

1 6
X

q2ŒQ;R�

meas
�
A�

q

�
6 2 and

X
Q6q<r6R

meas
�
A�

q \ A�
r

�
6 C; (3.3)

then meas.
S

q2ŒQ;R� A�
q/ > 1=.2C 2C /.

(b) If there are infinitely many disjoint intervals ŒQ; R� satisfying (3.3) with the
same constant C > 0, then meas.lim supq!1 A�

q/ D 1.

3.2. A bound on the pairwise correlations
As per Proposition 3.2, we need to control the correlations of the events A�

q . To this
end, we have a lemma of Pollington–Vaughan [22] (see also [10,27]).

Lemma 3.3. Let q; r be two distinct integers > 2, let�q;�r > 0, let A�
q ;A

�
r be as in (2.5),

and letM.q; r/D 2max¹�q;�rº lcmŒq; r�. IfM.q; r/ 6 1, then A�
q \ A�

r D ;. Otherwise,

meas
�
A�

q \ A�
r

�
� '.q/�q � '.r/�r � exp

� X
pjqr= gcd.q;r/

p>M.q;r/

1

p

�
:

Proof. Let � D max¹�q; �rº, ı D min¹�q; �rº and M D M.q; r/. The intervals
Ia D .a

q
� �q;

a
q

C �q/ and Jb D .b
r

� �r ;
b
r

C �r / intersect only if 2� > j
a
q

�
b
r
j.

Since the right-hand side is > 1= lcmŒq; r� when gcd.a; q/ D gcd.b; r/ D 1, we infer that
A�

q \ A�
r D ; ifM 6 1.
Now, assume thatM > 1. Since meas.Ia \ Jb/ 6 2ı for all a; b, we have

meas
�
A�

q \ A�
r

�
6 2ı � #

²
1 6 a 6 q; gcd.a; q/ D 1

1 6 b 6 r; gcd.b; r/ D 1
W

ˇ̌̌a
q

�
b

r

ˇ̌̌
< 2�

³
:

Let a=q � b=r Dm= lcmŒq; r�. Then 1 6 jmj 6M and gcd.m; q1r1/D 1, where q1 D q=d

and r1 D r=d with d D gcd.q; r/. For each such m, a straightforward application of the
Chinese Remainder Theorem gives that the number of admissible pairs .a; b/ is

6 d
Y

pj gcd.d;q1r1m/

�
1 �

1

p

� Y
pjd; p−q1r1m

�
1 �

2

p

�
6 d

Q
pjd .1 �

1
p
/2Q

pj gcd.d;q1r1/.1 �
1
p
/

�
jmj

'.jmj/
;

where we used that 1 � 2=p 6 .1 � 1=p/2. We then sum this inequality over m and use
Lemma 3.4 below to complete the proof. (For full details, see [22] or [14, Lemma 2.8].)

Lemma 3.4. Fix C > 1, and let .ap/p prime be a sequence taking values in Œ0; C �. ThenX
n6x

Y
pjn

ap �C x exp
�X

p6x

ap � 1

p

�
for all x > 1:

Proof. See Theorem 14.2 in [19].
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3.3. Generalizing the Erdős–Vaaler argument
The next step is to study averages of exp.

P
pjqr= gcd.q;r/2; p>M.q;r/ 1=p/. This gets

a bit too technical in general, so we focus on the following special case:

Theorem 3.5. LetQ > N > 2, and let � � ¹Q 6 q 6 2Q W q square-freeº be such that

N=2 6
X
q2�

'.q/

q
6 N: (3.4)

We then have X
q;r2�

'.q/'.r/

qr
exp

� X
pjqr= gcd.q;r/2

p>Q=ŒN gcd.q;r/�

1

p

�
� N 2:

(3.5)

In particular, if A�
q is as in (2.5) with �q D 1=.qN /, then meas.

S
q2� A�

q/ � 1.

Remark. To see the last assertion, recall the notationM.q; r/ D 2max¹�q; �rº lcmŒq; r�
from Lemma 3.3. By the assumptions of the theorem, we haveM.q; r/ > 2Q=ŒN gcd.q; r/�
for q; r 2 � . Hence, if (3.5) holds, then

P
q;r2� meas.A�

q \ A�
r / � 1 by Lemma 3.3. We

may then apply Proposition 3.2 to deduce that meas.
S

q2� A�
q/ � 1.

When N � Q, Theorem 3.5 follows from the work of Erdős and Vaaler (Theo-
rem 2.12), but when N D o.Q/ it was not known prior to [20] in this generality. The proof
begins by adapting the Erdős–Vaaler argument to this more general setup.

First, we must control the sum over primes in (3.5). Using (2.10) turns out to be too
crude, so we modify our approach. Let tj D exp.2j / and j0 be such that

P
t<p6t2 1=p 6 1

for t > tj0 (j0 exists by Mertens’ theorems [19, Theorem 3.4].) Moreover, let

L.q; r/ D

X
pjqr= gcd.q;r/2

p>Q=ŒN gcd.q;r/�

1

p
; �t .q/ D

X
pjq
p>t

1

p
; Lt .q; r/ D

X
pjqr= gcd.q;r/2

p>t

1

p
:

If Ltj0
.q; r/ 6 101, then obviously L.q; r/ � 1. Otherwise, there is an integer j > j0 such

thatLtj .q; r/ > 101>Ltj C1
.q; r/. Since j > j0, we then also haveLtj C1

.q; r/ > 100. Now,
note that ifQ=ŒN gcd.q; r/� > tj C1, then L.q; r/ 6 Ltj C1

.q; r/ 6 101.
To sum up, L.q; r/ � 1, unless .q; r/ 2 Btj C1

for some j > j0, where

Bt WD
®
.q; r/ 2 � � � W gcd.q; r/ > Q=.Nt/; Lt .q; r/ > 100

¯
:

We study the contribution of such pairs to the left-hand side of (3.5): if .q; r/ 2 Btj C1
, then

L.q; r/ 6 101C

X
p6tj C1

1

p
6 log log tj C1 CO.1/ D j log 2CO.1/

by Mertens’ estimate. In conclusion, Theorem 3.5 will follow if we can show thatX
.q;r/2Bt

'.q/'.r/

qr
�

N 2

t
for all t > tj0C1: (3.6)

Now, let us consider the special case when N � Q, which corresponds to the
Erdős–Vaaler theorem. The inequality gcd.q; r/ > Q=.Nt/ is then basically trivially, so we
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must prove (3.6) by exploiting the condition Lt .q; r/ > 100. Indeed, writing d D gcd.q; r/,
q D dq1 and r D dr1, we find that �t .q1/ > 50 or �t .r1/ > 50. By symmetry, we have

#Bt 6 2
X

d62Q

#¹r1 6 2Q=dº � #
®
q1 6 2Q=d W �t .q1/ > 50

¯
:

The number of r1’s is of course 6 2Q=d . Moreover, using Chernoff’s inequality and
Lemma 3.4 with ap D exp.1p>t � t=p/, we find that

#
®
q1 6 2Q=d W �t .q1/ > 50

¯
6

X
q162Q=d

exp
�
�50t C t�t .p/

�
� e�50tQ=d:

Putting everything together, we conclude that

#Bt � e�tQ2 for all t > 1: (3.7)

In particular, (3.6) holds, thus proving Theorem 3.5 when N � Q.
On the other hand, if N D o.Q/, the condition that gcd.q; r/ > Q=.Nt/ for all

.q; r/ 2 Bt is nontrivial and we must understand it and exploit it to prove Theorem 3.5.
Indeed, if we treat the weights '.q/=q as roughly constant in (3.4), we see that � contains
aboutN integers from ŒQ; 2Q�, i.e., it is a rather sparse set. On the other hand, if t is not too
large, then (3.7) gives no savings compared to the trivial upper bound #Bt 6 #�2 � N 2.

Since the condition that Lt .q; r/ > 100 is insufficient, let us ignore it temporarily
and focus on the condition that gcd.q; r/ > Q=.Nt/ for all .q; r/ 2 Bt . There is an obvious
way in which this condition can be satisfied for many pairs .q; r/ 2 � � � , namely if there is
some fixed integer d > Q=.Nt/ that divides a large proportion of integers in � . Notice that
the number of total multiples of d in ŒQ; 2Q� is about Q=d < t � N , which is compatible
with (3.4). We thus arrive at the following key question:

Model Problem. LetD > 1 and ı 2 .0; 1�, and let � � ŒQ; 2Q� \ Z be a set of � ıQ=D

elements such that there are > ı#�2 pairs .q; r/ 2 � � � with gcd.q; r/ > D. Must there be
an integer d > D that divides � ı100Q=D elements of �?

It turns out that the answer to the Model Problem as stated is negative. However,
a technical variant of it is true, that takes into account the weights '.q/=q in (3.4) and (3.6),
and that is asymmetric in q and r . We shall explain this in the next section.

For now, let us assume that the Model Problem as stated has an affirmative answer,
and let us see how this yields Theorem 3.5. Suppose (3.6) fails for some t . By the Model
Problem, there must exist an integer d > N=.Qt/ dividing � t�100#� members of � . We
might then also expect that #Bt � t�200#¹.dm; dn/ 2 Bt W m; n > 1º. But note that if
.q; r/D .dm;dn/ 2 Bt , thenm;n 6 2Q=d < 2tN and qr=gcd.q; r/2 Dmn=gcd.m;n/2.
In particular, Lt .m; n/ > 100, so the argument leading to (3.7) implies that the number of
.dm; dn/ 2 Bt is � e�t t2N 2. Hence, Bt � e�t t202N 2 � N 2=t , as needed.

3.4. An iterative compression algorithm
To attack the Model Problem, we view it as a question in graph theory: consider the

graph G, with vertex set � and edge set Bt . If the edge density of G is > 1=t , must there
exist a dense subgraph G0 all of whose vertices are divisible by an integer > Q=.Nt/?
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To locate this “structured” subgraph G0, we use an iterative “compression” argu-
ment, roughly inspired by the papers of Erdős–Ko–Rado [11] and Dyson [9]. With each
iteration, we pass to a smaller set of vertices, where we have additional information about
which primes divide them. Of course, we must ensure that we end up with a sizeable graph.
We do this by judiciously choosing the new graph at each step so that it has at least as many
edges as what the qualitative parameters of the old graph might naively suggest. This way
the new graph will have improved “structure” and “quality.” When the algorithm terminates,
we will end up with a fully structured subset of � , where we know that all large GCDs are
due to a large fixed common factor. This will then allow us to exploit the condition that
Lt .q; r/ > 100 for all edges .q; r/. Importantly, our algorithm will also control the set Bt in
terms of the terminal edge set. Hence the savings from the condition Lt .q; r/ > 100 in the
terminal graph will be transferred to Bt , establishing (3.6).

One technical complication is that the iterative algorithm necessitates to view G as
a bipartite graph. In addition, it is important to use the weights '.q/=q. We thus set

�.V/ D

X
v2V

'.v/

v
for V � NI �.E/ D

X
.v;w/2E

'.v/'.w/

vw
for E � N2:

Let us now explain the algorithm in more detail. We setV0 D W0 D � and construct
two decreasing sequences of sets V0 � V1 � V2 � � � � andW0 � W1 � W2 � � � � , as well as
a sequence of distinct primes p1;p2; : : : such that either pj divides all elements ofVj , or it is
coprime to all elements of Vj (and similarly with Wj ). Since � consists solely of square-free
integers, there are integers aj ; bj dividing p1 � � �pj , and such that gcd.v;p1 � � �pj /D aj and
gcd.w; p1 � � �pj / D bj for all v 2 Vj and all w 2 Wj .

Assume we have constructed Vi ; Wi ; pi as above for i D 1; : : : ; j . Let Ei D

Bt \ .Vi � Wi / be the edge sets. We then pick a new prime pj C1 that occurs as common
factor of gcd.v;w/ for at least one edge .v;w/ 2 Ej . (If there is no such prime, the algorithm
terminates.) Then, we pickVj C1 to be eitherV

.1/
j WD ¹v 2 Vj W pj C1 j vº orV

.0/
j WD ¹v 2 Vj W

pj C1 − vº (and similarly with Wj C1). Deciding how to make this choice is the most crucial
part of the proof and we will analyze it in more detail below. At any rate, it is clear that after
a finite number of steps, this process will terminate. We will thus arrive at sets of verticesVJ

and WJ where a D aJ divides all elements of VJ , b D bJ divides all elements of WJ , and
gcd.v;w/ D gcd.a; b/ for all edges .v;w/ 2 EJ � Bt . In particular, gcd.a; b/ > Q=.Nt/,
as long as EJ ¤ ;. We have thus found our fixed large common divisor, so that we can use
the Erdős–Vaaler argument as in Section 3.3 to control the size of EJ . If we can ensure that
EJ is a large enough portion of E0 D Bt , we will have completed the proof.

Let us now explain how to make the choice of which subgraph to focus on each
time. Let Gj D .Vj ;Wj ;Ej / be the bipartite graph at the j th iteration. Because we will use
an unbounded number of iterations, it is important to ensure that Gj C1 has more edges than
“what the qualitative parameters ofGj would typically predict.” One way to assign meaning
to this vague phrase is to use the edge density #Ej =.#Vj #Wj /. Actually, in our case, we
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should use the weighted density

ıj D
�.Ej /

�.Vj /�.Wj /
:

Naively, we might guess that �.Ej C1/ � ıj�.Vj C1/�.Wj C1/, meaning that ıj C1 � ıj . So
we might try to choose Gj C1 so that ıj C1 > ıj . This would be analogous to Roth’s “density
increment” strategy [23,24]. Unfortunately, such an argument loses all control over the size
of Ej , so we cannot use information on EJ to control E0 D Bt (which is our end goal).

In a completely different direction, we can use the special GCD structure of our
graphs to come up with another “measure of quality” of our new graph compared to the old
one. Recall the integers aj C1 and bj C1. We then have

#Ej 6 #
²
m 6

2Q

aj

; n 6
2Q

bj

W gcd.m; n/ >
Q=.Nt/

gcd.aj ; bj /

³
: (3.8)

If all pairs .m; n/ on the right-hand side of (3.8) were due to a fixed divisor of size
> ŒQ=.Nt/�= gcd.aj ; bj /, then we would conclude that

#Ej � t2N 2
�
gcd.aj ; bj /

2

aj bj

:

Actually, Green andWalker [13] proved recently that this bound is true, even without the pres-
ence of a universal divisor. So it makes sense to consider the quantity #Ej � aj bj =gcd.aj ;bj /

2

as a qualitative measure of Gj . As a matter of fact, since we are weighing v with '.v/=v,
and we have '.v/=v 6 '.aj /=aj whenever aj jv, we may even consider

�j WD
aj bj

gcd.aj ; bj /2
�

aj bj

'.aj /'.bj /
� �.Ej /:

Let us see a different argument for why this quantity might be a good choice, by
studying the effect of each prime p 2 ¹p1; : : : ; pj º to the parameters Q=aj , Q=bj and
ŒQ=.Nt/�= gcd.aj ; bj / that control the size of m, n, and gcd.m; n/, respectively, in (3.8):

• Case 1: pjaj and pjbj . Then p reduces the upper bounds on the size of both m
and n by a factor 1=p. On the other hand, it also reduces the lower bound on their
GCD (that affects both m and n) by 1=p. Hence, we are in a balanced situation.

• Case 2: p − aj and p − bj . In this case, p affects no parameters.

• Case 3: pjaj and p − bj . Then p reduces the upper bound onm by a factor 1=p,
but it does not affect the bound on n nor on gcd.m; n/. This is an advantageous
situation, gaining us a factor of p compared to what we had. Accordingly, �j is
multiplied by p in this case. This gain allows us to afford a big loss of vertices
when falling in this “asymmetric” case (a proportion of 1 �O.1=p/).

• Case 4: p − aj and pjbj . Then we gain a factor of p as in the previous case.

Iteratively increasing �j would be adequate for showing (3.6), by mimicking the
Erdős–Vaaler argument from Section 3.3. Unfortunately, it is not possible to guarantee that
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�j increases at each stage because it is not sensitive enough to the edge density, and so this
proposal also fails. However, we will show that (a small variation of) the hybrid quantity

qj WD ı9
j �j (3.9)

can be made to increase at each step, while keeping track of the sizes of the vertex sets. We
call qj the quality of Gj .

Let us now discuss how we might carry out the “quality increment” strategy. Given
Vj and pj C1, we wish to set Vj C1 D V

.k/
j and Wj C1 D W

.`/
j for some k; ` 2 ¹0; 1º. Let us

call G.k;`/
j each of the four potential choices for Gj C1. For their quality q.k;`/

j , we have:

q
.1;1/
j

qj

D

�
ı.1;1/

ıj

�10

˛ˇ

�
1 �

1

p

��2

;
q

.1;0/
j

qj

D

�
ı

.1;0/
j

ıj

�10

˛.1 � ˇ/p

�
1 �

1

p

��1

;

q
.0;1/
j

qj

D

�
ı

.0;1/
j

ıj

�10

.1 � ˛/ˇp

�
1 �

1

p

��1

;
q

.0;0/
j

qj

D

�
ı

.0;0/
j

ıj

�10

.1 � ˛/.1 � ˇ/;

where ı.k;`/
j is the edge density of G.k;`/

j , ˛ D �.V
.1/
j /=�.Vj / is the proportion of vertices

in Vj that are divisible by pj C1, and similarly ˇ D �.W
.1/
j /=�.Wj /. In addition, we have

ı
.1;1/
j ˛ˇ C ı

.1;0/
j ˛.1 � ˇ/C ı

.0;1/
j .1 � ˛/ˇ C ı

.0;0/
j .1 � ˛/.1 � ˇ/ D ıj ;

so that if one of the ı.k;`/
j ’s is smaller than ı, some other must be larger. Such an unbalanced

situation is advantageous, so let us assume that ı.k;`/
j � ıj for all k; `.

Notice that we have an extra factor p in the asymmetric cases .0; 1/ and .1; 0/. We
can then easily obtain a quality increment in one of these two cases, unless ˛; ˇ � 1=p, or
if ˛; ˇ > 1 � O.1=p/. It turns out that the former case can be treated with a trick. So, the
real difficulty is to obtain a quality increment when ˛; ˇ are both close to 1. As a matter of
fact, the critical case is when ˛; ˇ � 1 � 1=p. Indeed, we then have q.k;`/

j � 1 in all four
cases, so we maintain a constant quality no matter which subgraph we choose to focus on.

It is important to remark here that the factor .1� 1=p/�2 in the case .k; `/ D .1; 1/

is essential (the factors .1 � 1=p/�1 in the asymmetric cases are less important as it turns
out). Without this extra factor, we would not have been able to guarantee that the quality
stays at least as big as qj . Crucially, this factor originates from the weights '.v/=v of the
vertices that are naturally built in the Duffin–Schaeffer conjecture and that dampen down
contributions from integers with too many prime divisors.

We conclude this discussion by going back to the Model Problem. We mentioned
in Section 3.3 that this problem is false. The reason is a counterexample due to Sam Chow,
a square-free version of which is given by � D ¹P=j W j j P; x=2 6 j 6 xº with P DQ

p6x p. Indeed, all pairwise GCDs here are > P=x2, but there is no fixed integer of size
� P=x2 dividing a positive proportion of elements of this set. In addition, note that if p 6
x= log x, then the proportion of � divisible by p is � 1 � 1=p, just like in the critical case
discussed above.
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3.5. The quality increment argument
We now discuss the formal details of our iterative algorithm. We must first set up

some notation. We say that G D .V ;W ;E;P ; a; b/ is a square-free GCD graph if:

• V and W are nonempty, finite sets of square-free integers;
• .V ;W ;E/ is a bipartite graph, meaning that E � V � W ;
• P is a finite set of primes, and a and b divide

Q
p2P p;

• ajv and bjw for all .v; w/ 2 V � W ;
• if .v; w/ 2 E and p 2 P , then pj gcd.v; w/ precisely when pj gcd.a; b/.

We shall refer to .P ; a; b/ as the multiplicative data ofG. Furthermore, we defined the edge
density of G by ı.G/ WD

�.E/
�.V/�.W/

, and its quality by

q.G/ WD ı.G/9 � �.E/ �
ab

gcd.a; b/2
�
ab

'.ab/
�

Y
p2P

�
1 �

1

p3=2

��10

:

In addition, we define the set of “remaining large primes” of G by

R.G/ WD
®
p … P W p > 5100; p j gcd.v; w/ for some .v; w/ 2 E

¯
:

Finally, if G0 D .V 0;W 0;E 0;P 0; a0; b0/ is another square-free GCD graph, we call it a sub-
graph of G if V 0 � V , W 0 � W , E 0 � E , P 0 � P ,

Q
pja0; p2P p D a,

Q
pjb0; p2P p D b.

Lemma 3.6 (The quality increment argument). LetG D .V ;W ;E;P ; a; b/ be a square-free
GCD graph, let p 2 R.G/, and let ˛ D

�.¹v2V Wpjvº/
�.V/

and ˇ D
�.¹w2W Wpjwº/

�.W/
.

(a) Ifmin¹˛;ˇº 6 1� 512=p, then there is a subgraphG0 ofG with multiplicative
data .P [ ¹pº; apk ; bp`/ for some k; ` 2 ¹0; 1º satisfying ı.G0/mq.G0/ >
2k¤`ı.G/mq.G/ for m 2 ¹0; 1º.

(b) If min¹˛; ˇº > 1� 512=p, then there is a subgraph G0 of G with set of primes
P [ ¹pº and with quality q.G0/ > q.G/.

Proof. Each pair of k; ` 2 ¹0; 1º defines a subgraph of G with multiplicative data
.P [ ¹pº; apk ; bp`/. Indeed, we merely need to focus on the vertex subsets Vk D ¹v 2

V W pkkvº and W` D ¹w 2 W W p`kwº. This new GCD graph is formally given by the
sextuple Gk;` D .Vk ;W`; Ek;`;P [ ¹pº; apk ; bp`/, where Ek;` D E \ .Vk � W`/. Let
ık;` D

�.Ek;`/

�.E/
, ˛k D

�.Vk/
�.V/

and ˇ` D
�.W`/
�.W/

, so that ˛0 D 1 � ˛, ˛1 D ˛, ˇ0 D 1 � ˇ and
ˇ1 D ˇ. We then have

ı.Gk;`/
mq.Gk;`/

ı.G/mq.G/
D

ı10Cm
k;`

.˛kˇ`/
�9�mp1k¤`

.1 � 1=p/kC`.1 � p�3=2/10
: (3.10)

(a) We claim that there exist choices of k; ` 2 ¹0; 1º such that

ık;` >

8̂<̂
:
.˛kˇk/

9=10 if k D `;

˛.1 � ˇ/C .1 � ˛/ˇ

5
if k ¤ `:

(3.11)
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To prove this claim, it suffices to show that

.˛ˇ/9=10
C
�
.1 � ˛/.1 � ˇ/

�9=10
C
2

5
�
�
˛.1 � ˇ/C .1 � ˛/ˇ

�
6 1: (3.12)

Let u D max¹˛ˇ; .1 � ˛/.1 � ˇ/º. Then

.˛ˇ/9=10
C
�
.1 � ˛/.1 � ˇ/

�9=10 6 u2=5
�
.˛ˇ/1=2

C
�
.1 � ˛/.1 � ˇ/

�1=2� 6 u2=5

by the Cauchy–Schwarz inequality. On the other hand, we have

˛.1 � ˇ/C .1 � ˛/ˇ D 1 � ˛ˇ � .1 � ˛/.1 � ˇ/ 6 1 � u:

In conclusion, the left-hand side of (3.12) is 6 u2=5 C 2.1 � u/=5 6 1, as needed.
Now, if (3.11) is true with kD `, part (a) of the lemma follows immediately by (3.10)

upon taking G0 D Gk;k . Assume then that (3.11) fails when k D `. We separate two cases.

Case 1: max¹˛; ˇº > 512=p.We know that (3.11) holds for some choice of k ¤ `. Suppose
that k D 1 and ` D 0 for the sake of concreteness; the other case is similar. Then, (3.10)
implies

ı.G1;0/
mq.G1;0/

ı.G/mq.G/
>
�
˛.1 � ˇ/C ˇ.1 � ˛/

5

�10Cm
p

.˛.1 � ˇ//9Cm

>
˛.1 � ˇ/C ˇ.1 � ˛/

511
p

for m 6 1. The proof is complete by taking G0 D G1;0, unless ˛.1 � ˇ/ C ˇ.1 � ˛/ <

2 � 511=p. In this case, we claim that either max¹˛; ˇº < 512=p or min¹˛; ˇº > 1 � 512=p

(both of which we have assumed are false). By symmetry, we may assume ˛ 6 1=2. Then
ˇ=26 ˇ.1� ˛/ < 2 � 511=p, as needed. In particular, ˇ 6 1=2 (because p > 5100), and thus
˛=2 6 ˛.1� ˇ/ < 2 � 511=p. We have thus reached a contradiction. This proves the lemma
in this case.

Case 2: max¹˛; ˇº 6 512=p. We must then have ı1;1 6 .˛ˇ/9=10 6 522p�9=5. Let us now
define theGCD subgraphG0 D .V ;W ;E 0;P [ ¹pº;a;b/, whereE 0 D E n .V1 � W1/. Notice
that we trivially have ajv and bjw. In addition, since we have removed all edges .v;w/where
p divides both v and w, we must have that p − gcd.v;w/ whenever .v;w/ 2 E 0. So, indeed,
we see that G0 is a GCD subgraph of G. Moreover,

ı.G0/mq.G0/

ı.G/mq.G/
D

�
�.E 0/

�.E/

�10Cm�
1 � p�3=2

��10
D .1 � ı1;1/

10Cm
�
1 � p�3=2

��10 > 1

for m 6 1, because ı1;1 6 522p�9=5 and p > 5100. This proves the lemma in this case, too.
(b) Let c D .1 � p�3=2/�1. Using (3.10), we get a quality increment by letting

G0 D Gk;` if one of the following inequalities holds:

cı1;1 > .˛ˇ/9=10.1 � 1=p/2=10; cı0;0 >
�
.1 � ˛/.1 � ˇ/

�9=10
;

cı1;0 >
�
˛.1 � ˇ/

�9=10
p�1=10; cı0;1 >

�
.1 � ˛/ˇ

�9=10
p�1=10:

(3.13)
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Let ˛ D 1 � A=p and ˇ D 1 � B=p with A;B 2 Œ0; 512�. It suffices to show that

c >
�
1 �

A

p

� 9
10
�
1 �

B

p

� 9
10
�
1 �

1

p

� 2
10

C
.AB/

9
10

p9=5
C
.1 �

A
p
/

9
10B

9
10 C A

9
10 .1 �

B
p
/

9
10

p
:

(3.14)

Indeed, the right-hand side of (3.14) is

6 exp
�

�
0:9AC 0:9B C 0:2

p

�
C

522

p9=5
C
A9=10 C B9=10

p

6 1 �
0:AC 0:9B C 0:2

p
C
.0:9AC 0:9B C 0:2/2

2p2
C

522

p9=5
C
A9=10 C B9=10

p
;

where we used the inequalities 0 6 1 � x 6 e�x 6 1 � x C x2=2, valid for all x 2 Œ0; 1�.
By the inequality of arithmetic and geometric means, we have 0:9A C 0:1 > A9=10 and
0:9B C 0:1 > B9=10. Hence, the right-hand side of (3.14) is

6 1C
.0:9AC 0:9B C 0:2/2

2p2
C

511

p9=5
6 1C

525

p2
C

522

p9=5
6 1C

1

p3=2
6 c

for p > 5100. This completes the proof of the part (b) of the lemma.

3.6. Proof of Theorem 3.5
Let Q, N , � and Bt with t > tj0C1 be as in Section 3.3. We want to prove (3.6).

We may assume that �.Bt / > �.�/2=t ; otherwise, (3.6) is trivially true.
Consider the GCD graph G0 WD .� ;� ;Bt ;;;;;;/, and note that ı.G0/ > 1=t . We

repeatedly apply part (a) of Lemma 3.6 to create a sequence of distinct primes p1; p2; : : :

and of square-free GCD graphsGj D .Vj ;Wj ;Ej ; ¹p1; : : : ; pj º; aj ; bj /, j D 1; 2; : : : , with
Gj a subgraph of Gj �1. Assuming we have applied Lemma 3.6(a) j times, we may apply it
once more if there is p 2 R.Gj / dividing a proportion 6 1 � 512=p of Vj and Wj .

Naturally, the above process will terminate after a finite time, say after J1 steps and
we will arrive at a GCD graph GJ1 such that if p 2 R.GJ1/, then p divides a proportion
> 1 � 512=p of the vertex sets VJ1 and WJ1 . In addition, the sequence of GCD graphs
produced is such that ı.Gj /

mq.Gj / > 21j 2D ı.Gj �1/
mq.G.j �1// for m 2 ¹0; 1º, where

D D
®
j 6 J1 W pj divides aJ1bJ1= gcd.aJ1 ; bJ1/

2
¯
:

In particular,

ı.GJ1/
mq.GJ1/ > 2#Dı.G0/

mq.G0/ for m 2 ¹0; 1º: (3.15)

To proceed, we must separate two cases.

Case 1: q.GJ1/ > t30q.G0/.We apply repeatedly Lemma 3.6 (either part (a) or (b), accord-
ing to whether the condition min¹˛; ˇº 6 1 � 512=p holds or fails) to create a sequence of
primes pJ1C1; pJ1C2; : : : that are distinct from each other and from p1; : : : ; pJ1 , and of
square-free GCD graphs Gj D .Vj ;Wj ;Ej ; ¹p1; : : : ; pj º; aj ; bj /, j D J1 C j; J1 C 2; : : : ,
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with Gj a subgraph of Gj �1. As before, this process will terminate, say after J2 � J1 steps,
and we will arrive at a GCD graph GJ2 with R.GJ2/ D ;. By construction, we have

q.GJ2/ > q.GJ2�1/ > � � � > q.GJ1/ > t30q.G0/:

In addition, we have

q.G0/ D
�.Bt /

10

�.�/18
>
�.Bt /

10

N 18
(3.16)

by (3.4). (In particular, note that q.G0/ > 0, so q.GJ2/ > 0 and thus EJ2 ¤ ;.) On the other
hand, if we let a D aJ2 and b D bJ2 , then gcd.v; w/j gcd.a; b/P with P D

Q
p65100 p for

all .v; w/ 2 EJ2 . In particular, gcd.a; b/ > Q=.PNt/. Moreover,

�.EJ2/ 6
XX

m62Q=a; n62Q=b

'.am/

am
�
'.bn/

bn
6
'.a/'.b/

ab
�
4Q2

ab
:

Since ı.GJ2/ 6 1 and
Q

p.1 � 1=p3=2/�10 < 1, we then have

q.GJ2/ � �.EJ2/
ab

gcd.a; b/2
ab

'.a/'.b/
� t2N 2: (3.17)

Recalling that q.GJ2/ > t30q.G0/, relations (3.16) and (3.17) complete the proof of (3.6),
and thus of Theorem 3.5 in this case.

Case 2: q.GJ1/ < t
30q.G0/. In this case, we do not have such a big quality gain, so we need

to use that Lt .v; w/ > 100 for all .v; w/ 2 Bt . But we must be very careful because this
condition might be dominated by the prime divisors of the fixed integers a and b we are
constructing. Before we proceed, note that (3.15) implies that

ı.GJ1/ > ı.G0/ �
q.G0/

q.GJ1/
>
1

t
�
1

t30
D

1

t31
: (3.18)

Let R D R.J1/ and let p 2 R. By the construction of GJ1 , p divides a proportion
> 1 � 512=p of the vertex sets VJ1 and WJ1 . Therefore,

�
�®
.v; w/ 2 EJ1 W p j vw= gcd.v; w/2

¯�
6
2 � 512

p
�.VJ1/�.WJ1/ 6

513t31

p
�.EJ1/;

where we used (3.18). As a consequence, we findX
.v;w/2EJ1

'.v/'.w/

vw

X
p>t32; p2R

pjvw= gcd.v;w/2

1

p
6
X

p>t32

513t31�.EJ1/

p2
6
�.EJ1/

100
:

Hence, if we let
E
good
J1

D

²
.v; w/ 2 EJ1 W

X
p>t32; p2R

pjvw= gcd.v;w/2

1

p
6 1

³
;

Markov’s inequality implies that �.Egood
J1

/ > 0:99�.EJ1/. We then define the GCD graph
G0

0 D .VJ1 ;WJ1 ;E
good
J1

;P ; aJ1 ; bJ1/. Note that

g
�
G0

0

�
D

�
�.E

good
J1

/

�.EJ1/

�10

q.GJ1/ >
q.GJ1/

2
>
q.G0/

2
:
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Next, we apply repeatedly Lemma 3.6 to create a sequence of distinct primes
pJ1C1; pJ1C2; : : : 2 R and of GCD graphs G0

j D .V 0
j ;W

0
j ; E

0
j ; ¹p1; : : : ; pJ1Cj º; a0

j ; b
0
j /,

j D 1; : : : , with G0
j a subgraph of G0

j �1. This process will terminate, say afterK steps, and
we will arrive at a GCD graph G0

K with R.G0
K/ D ;. By construction, we have

q
�
G0

K

�
> q

�
G0

K�1

�
> � � � > q

�
G0

0

�
> q.G0/=2 > 0: (3.19)

In particular, E 0
K ¤ ;. It remains to give an upper bound on q.G0

K/.
Let a0 D a0

K and b D b0
K , and recall that P D

Q
p65100 p. Then

gcd.v;w/jgcd.a0;b0/P for all .v;w/2 E 0
K . In particular, gcd.a0;b0/ >Q=.PNt/. Moreover,

if .v; w/ 2 E 0
K and we let v D a0m and w D b0n, then

100 < Lt .v; w/ 6 5C Lt32.v; w/ 6 6C

X
p>t32; p…R

pjvw= gcd.v;w/2

1

p
6 6C

#D

t32
C Lt32.m; n/;

where the first inequality is true because .v;w/ 2 Bt , the second because
P

y<p6y2 1=p 6 1

for y > tj0 , the third because .v; w/ 2 E
good
J1

, and the fourth because if p divides
a0b0= gcd.a0; b0/2 and p … R, then p 2 D . Now, since 2#D 6 q.GJ1/=q.G0/ 6 t30, we
have that Lt32.m; n/ > 93. Therefore,

�
�
E 0

K

�
6

XX
m62Q=a0; n62Q=b0

Lt32 .m;n/>93

'.a0/'.b0/

a0b0
�

'.a0/'.b0/

a0b0
�
4Q2

a0b0
e�t32

;

by arguing as in the proof of (3.7). We may then insert this inequality into the definition
of q.G0

K/ and conclude that q.G0
K/ � e�t32

t2N 2. Together with (3.19) and (3.16), this
completes the proof of (3.6), and thus of Theorem 3.5 in this last case as well.
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Euler systems and the
Bloch–Kato
conjecture for
automorphic Galois
representations
David Loeffler and Sarah Livia Zerbes

Abstract

We survey recent progress on the Bloch–Kato conjecture, relating special values of L-
functions to cohomology of Galois representations, via the machinery of Euler systems.
This includes new techniques for the construction of Euler systems, via the étale coho-
mology of Shimura varieties, and new methods for proving explicit reciprocity laws,
relating Euler systems to critical values of L-functions. These techniques have recently
been used to prove the Bloch–Kato conjecture for critical values of the degree 4 L-function
of GSp4, and we survey ongoing work aiming to apply this result to the Birch–Swinnerton-
Dyer conjecture for modular abelian surfaces, and to generalise it to a range of other
automorphic L-functions.
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1. What is the Bloch–Kato conjecture?

The Bloch–Kato conjecture, formulated in [11], relates the cohomology of global
Galois representations to the special values of L-functions. We briefly recall a weak form of
the conjecture, which will suffice for this survey. Let L=Qp be a finite extension, let K be
a number field, and let V be a representation of �K D Gal.K=K/ on a finite-dimensional
L-vector space. We suppose V is unramified outside finitely many primes and de Rham at
the primes above p. Then we may attach to V the following two objects:

• Its L-function, which is the formal Euler product

L.V; s/ D

Y
v

Pv

�
V;N.v/�s

��1
;

where v varies over (finite) primes of K, and Pv.V; X/ 2 LŒX� is a local Euler
factor depending on the restriction of V to a decomposition group at v. It is con-
jectured that, for any choice of isomorphism L Š C, this product converges for
<.s/ � 0 and and has meromorphic continuation to all of C.

• Its Selmer groupH 1
f .K;V /, a certain (finite-dimensional) subspace of the Galois

cohomology group H 1.K; V / determined by local conditions at each prime,
defined in [11].

The weak Bloch–Kato conjecture asserts that

ordsD1L
�
V �; s

�
D dimH 1

f .K; V / � dimH 0.K; V /:

The full conjecture as formulated in [11] also determines the leading term of L.V �; s/ at
s D 1 up to a p-adic unit, in terms of the cohomology of an integral lattice T � V .

This conjecture includes as special cases a wide variety of well-known results and
conjectures. For example, when V is the 1-dimensional trivial representation, the weak con-
jecture states that �K.s/ has a simple pole at s D 1; and the strong conjecture (for all p at
once) is equivalent to the analytic class number formula, relating the residue at this pole to
the class group and unit group ofK. If V D Tp.E/˝ Qp , where E is an elliptic curve over
K and Tp.E/ is its Tate module, then L.V �; s/ is the Hasse–Weil L-function L.E=K; s/,
and we recover the Birch and Swinnerton-Dyer conjecture for E over K.

Critical values
TheL-functionL.V �; s/ is expected to satisfy a functional equation relatingL.V;s/

and L.V �; 1� s/, after multiplying by a suitable product of �-functions L1.V
�; s/ (deter-

mined by the Hodge–Tate weights of V at p and the action of complex conjugation). These
�-factors may have poles at s D 1, forcing L.V �; 1/ to vanish.

Following [49], we say V is r-critical, for some r > 0, if L1.V
�; 1 � s/ has a

pole of order r at s D 0, and L1.V; s/ is holomorphic there. In particular, V is 0-critical
if L.V �; 1/ is a critical value in the sense of Deligne [18]. The most interesting cases of the
Bloch–Kato conjecture are when V is 0-critical, and it is these which our main theorems
below will address; but 1-critical Galois representations will also play a crucial auxiliary
role in our strategy.
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Iwasawa theory
The Bloch–Kato conjecture is closely related to the Iwasawa main conjecture, in

which the finite-dimensional Selmer group H 1
f .K; V / is replaced by a finitely-generated

module over an Iwasawa algebra. This connection with Iwasawa theory, together with the
proof of the Iwasawa main conjecture in this context by Mazur and Wiles, plays an impor-
tant role in Huber and Kings’ proof [33] of the Bloch–Kato conjecture for 1-dimensional
representations of �Q.

2. What is an Euler system?

ForK a number field and V a �K-representation as in Section 1, we have the notion
of an Euler system for V , defined as follows. Let S be a finite set of places of K containing
all infinite places, all primes above p and all primes at which V is ramified.

We defineR to be the collection of integral ideals ofK of the formm D a � b, where
a is a square-free product of primes of K not in S , and b divides p1. For each m 2 R, let
cŒm� be the ray class field modulo m. Then an Euler system for .T; S/ is a collection of
classes

c D
®
cŒm� 2 H 1

�
KŒm�; T

�
W m 2 R

¯
;

satisfying the norm-compatibility relation

coresKŒmq�

KŒm�

�
cŒmq�

�
D

8<:Pq.V
�.1/; ��1

q / � cŒm� if q … S;

cŒm� if q j p;

where cores denotes the Galois corestriction (or norm) map, and �q is the image of Frobq

in Gal.KŒm�=K/. By an Euler system for V , we mean an Euler system for some .T; S/.
(These general definitions are due to Kato, Perrin-Riou, and Rubin, building on earlier work
of Kolyvagin; the standard reference is [56].)

The crucial application of Euler systems is the following: if an Euler system exists for
V whose image inH 1.K;V / is non-zero (and V satisfies some auxiliary technical hypothe-
ses), then we obtain a bound for the so-called relaxed Selmer group1

H 1
rel.K; V / WD ker

�
H 1.K; V / !

Y
v−p

H 1
f .Kv; V /

�
:

The relaxed Selmer group differs from the Bloch–Kato Selmer group in that we impose
no local conditions at p. More generally, under additional assumptions on V and c, we
can obtain finer statements taking into account local conditions at p, and hence control the
dimension of the Bloch–Kato Selmer group itself.

Euler systems are hence extremely powerful tools for bounding Selmer groups, as
long as we can understand whether the image of c inH 1.K;V / is non-vanishing. In order to

1 See [49] for this formulation. Theorem 2.2.3 of [56] is an equivalent result, but expressed in
terms of a Selmer group for V �.1/, which is related to that of V by Poitou–Tate duality.
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use an Euler system to prove new cases of the Bloch–Kato conjecture, one needs to establish
a so-called explicit reciprocity law, which is a criterion for the non-vanishing of the Euler
system in terms of the value L.V �; 1/.

Challenges. In order to use Euler system theory to approach the Bloch–Kato conjecture, and
other related problems such as the Iwasawa main conjecture, there are two major challenges
to be overcome:

(1) Can we construct “natural” examples of Euler systems (satisfying appropriate
local conditions), for interesting global Galois representations V ?

(2) Can we prove reciprocity laws relating the images of these Euler systems in
H 1.K; V / to the values of L-functions?

This was carried out by Kato [35] for the Galois representations arising from modular forms;
but Kato’s approach to proving explicit reciprocity laws has turned out to be difficult to
generalise. More recently, in a series of works with various co-authors beginning with [40]

(building on earlier work of Bertolini–Darmon–Rotger [6]), we developed a general strategy
for overcoming these challenges, for Galois representations arising from automorphic forms
for a range of reductive groups. We will describe this strategy in the remainder of this article.

Variants. A related concept is that of an anticyclotomic Euler system, in which K is a CM
field, and we replace the ray-class fields cŒm�with ring class fields associated to ideals of the
real subfieldKC. These arise naturallywhenV is conjugate self-dual, i.e.V c DV �.1/where
c denotes complex conjugation. The most familiar example is Kolyvagin’s Euler system of
Heegner points [39]; for more recent examples, see, e.g. [12, 15, 25]. Many of the techniques
explained here for constructing and studying (full) Euler systems are also applicable to anti-
cyclotomic Euler systems, and we shall discuss examples of both below.

A rather more distant cousin is the concept of a bipartite Euler system, which arises
naturally in the context of level-raising congruences; cf. [31] for a general account, and [43] for
a dramatic recent application to the Bloch–Kato conjecture. These require a rather different
set of techniques, and we shall not discuss them further here.

The 1-critical condition. We conjectured in [49] that, in order to construct Euler systems
for V by geometric means (i.e. as the images of motivic cohomology classes), we need to
impose a condition on V : it needs to be 1-critical.

However, our intended applications involve the Bloch–Kato conjecture for critical
values of L-functions; so we need to construct Euler systems for representations that are 0-
critical, rather than 1-critical. So we shall construct Euler systems for these representations
in two stages: firstly, we shall construct Euler systems for auxiliary 1-critical representations
V , using motivic cohomology; secondly, we shall “p-adically deform” our Euler systems, in
order to pass from these 1-critical V to others which are 0-critical. This will be discussed in
Section 4 below.
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3. Euler systems for Shimura varieties

Shimura varieties. Let .G;X/ be a Shimura datum, with reflex field E. For a level K �

G.Af/, we write YG.K/ for the Shimura variety ShK.G;X/. Our first goal will be to define
Euler systems, either full or anticyclotomic, for Galois representations appearing in the étale
cohomology of YG.K/. We shall attempt to give a systematic general treatment, but the
reader should bear the following examples in mind:

(1) G D GL2 �GL1 GL2, as in [40];

(2) G D ResF=Q GL2 for F real quadratic, as in [26,41];

(3) G D GSp4, as in [47];

(4) G D GSp4 �GL1 GL2, as in [32];

(5) G D GU.2; 1/, as in [48];

(6) G D U.2n � 1; 1/ for n > 1, as in [25].

Each of these groups is naturally equipped with a Shimura datum .G;X/. In examples
(1)–(4), the reflex field E is Q; in (5) and (6), it is the imaginary quadratic field used to
define the unitary group. (One can also retrospectively interpret Kato’s construction [35] in
these terms, taking G D GL2; and similarly Kolyvagin’s anticyclotomic Euler system [39],
which is in effect the n D 1 case of example (6).)

Étale cohomology. If � is a cuspidal automorphic representation which contributes to
H�

ét .YG.K/ NE ; V�/ for some level K, where V� is the étale local system associated to the
representation of G of highest weight �, then we say � is cohomological in weight �. It is
conjectured that if this holds, then there exists a p-adic representation �� of �E , for each
prime p and embedding Q ,! Qp , whose local Euler factors are determined by the Satake
parameters of � at finite places, and whose Hodge–Tate weights are determined by �.

For all of the above groups, the existence of such a �� is known, and, moreover, if
� is of “general type” (i.e. not a functorial lift from a smaller group), then the �f-eigenspace
in étale cohomology is concentrated in degree d D dim.X/ and isomorphic to �f ˝ �� . So
we can find projection maps Hd .YG.K/ NE ; V�/ � �� , for a suitable choice of K. Via the
Hochschild–Serre spectral sequence

H i
�
E;H

j
ét

�
YG.K/ NE ; V�

��
) H

iCj
ét

�
YG.K/E ; V�

�
;

we can thus obtain classes in the Galois cohomology of �� as the images of classes in the �f-
eigenspace ofHdC1

ét .YG.K/E ; V�/. (For simplicity, we shall sketch the construction below
assuming � D 0, and refer to the original papers for the case of general coefficients.)

Motivic cohomology. In order to construct classes in HdC1
ét .YG.K/E ; V�/, we shall use

two other, related cohomology theories:

• Motivic cohomology (see [3]), which takes values inQ-vector spaces (orZ-lattices
in them), and is closely related to algebraic K-theory and Chow groups;
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• Deligne–Beilinson (or absolute Hodge) cohomology (see [34]), which takes values
in R-vector spaces, and has a relatively straightforward presentation in terms
of pairs .!; �/, where ! is an algebraic differential form, and � a real-analytic
antiderivative of Re.!/.

There is no direct relation between Deligne–Beilinson cohomology and p-adic étale
cohomology – one would not expect to compare vector spaces overR and overQp – but both
of these cohomology theories have natural maps (“realisationmaps”) frommotivic cohomol-
ogy. So we shall use the following strategy, whose roots go back to [3]: we will write down
elements ofmotivic cohomologywhose images inDeligne–Belinson cohomology are related
to values of L-functions; and we will consider the images of the same motivic cohomology
classes in étale cohomology.

Pushforward maps. If .H;Y/ ,! .G;X/ is the inclusion of a sub-Shimura datum (with
the same reflex field E), then we obtain finite morphisms of algebraic varieties over E,

YH .K \H/E ! YG.K/E ;

where E is the reflex field of .H;Y/. More generally, for each g 2 G.Af/ we have a map

�g W YH .gKg
�1

\H/E ! YG.gKg
�1/E

g
�! YG.K/;

where the latter arrow is translation by g. So we have associated pushforward maps in all of
our cohomology theories, namely

�g;? W H
j
mot

�
YH .K \H/E ;Z.t/

�
! H

j C2c
mot

�
YG.K/E ;Z.t C c/

�
for j; r 2 Z, where c D dimX � dimY (and similarly for étale cohomology with Zp coeffi-
cients, or Deligne–Beilinson cohomology with R coefficients, compatibly with the realisa-
tion maps relating the theories).

We shall define motivic cohomology classes for YG.K/ using the maps �g;?.
The compatibility of these classes with realisation functors allows us to compute the images
of such classes in Deligne–Beilinson cohomology: the projection of such a class to the �f-
eigenspace will be computed using integrals over YH .K \H/.C/, involving the pullbacks
of differential forms associated to cusp forms in the dual automorphic representation �_.

Cycle classes and Siegel units. As an input to the above construction, we need a supply of
“interesting” classes in H j

mot.YH .K \ H/;Z.r// for some k; r which are in the image of
motivic cohomology.

One possibility is to start with the identity class 1 2 H 0
mot.YH .K \H/;Z.0//. The

image of this class under �g;? is the cycle class associated to the image of �g , a so-called
“special cycle”. This case is by no means trivial: indeed, these special cycles are the input
used to define anticyclotomic Euler systems, such as Heegner points.

More subtly, one can obtain motivic cohomology classes from units in the coordi-
nate ring of YH , using the relation

H 1
mot

�
Y;Z.1/

�
D O.Y /�
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for any variety Y . If Y is a modular curve (i.e. a Shimura variety for GL2), then we have a
canonical family of units: if Y1.N / is the Shimura variety of level ¹. � �

0 1 / mod N º, then we
have the Siegel unit

zN 2 O
�
Y1.N /

��
;

denoted cg0;1=N in the notation of [35] (where c is an auxiliary integer coprime to the level).
Crucially, we have an explicit formula for the image of this class in Deligne–Beilinson coho-
mology; it is given by �

dlog zN ; log jzN j
�

D
�
E2; E

an
0 .0/

�
(3.1)

where E2 is a weight 2 Eisenstein series, and Ean
0 .s/ is a family of real-analytic Eisenstein

series depending on a parameter s 2 C. (See also [38] for analogues with coefficients, related
to Eisenstein series of higher weights.)

Rankin–Eisenstein classes and Rankin–Selberg integrals. We shall consider the follow-
ing general setting: we consider a Shimura datum .H; Y/ equipped with an embedding
� W .H;Y/ ! .G;X/, and also with a family of maps

 D . 1; : : : ;  t / W .H;Y/ ! .GL2;H/
t ;

where H is the standard GL2 Shimura datum and t > 1. We then have a collection of classes

zH
N D  �

1 .zN / [ � � � [  �
t .zN / 2 H t

mot
�
YH

�
KH;1.N /

�
;Z.t/

�
;

for some level KH;1.N /, which we call Eisenstein classes forH .

Remark 3.1. One might hope for a broader range of “Eisenstein classes” in motivic coho-
mology, associated to Eisenstein series on other groups which are not just copies of GL2’s.
However, this question seems to be very difficult; see [21] for some results in this direction for
symplectic groups. If we could construct motivic classes associated to Eisenstein series for
the Siegel parabolic of GSp2n (rather than the Klingen parabolic as in [21]), or for the anal-
ogous parabolic subgroup in the unitary group U.n; n/, then it would open the way towards
a far wider range of Euler system constructions.

By amotivic Rankin–Eisenstein class for .G;X/ (with trivial coefficients), we shall
mean a class of the form

�g;?

�
cz

H
N

�
2 H 2cCt

mot
�
YG.K/E ;Z.c C t /

�
;

for someN and some g and levelK. If we choose our data .H;Y/ such that 2cC t D 1C d ,
then these classes land in the cohomological degree we want. The twist c C t is then equal
to dC1Ct

2
; hence, using the Hochschild–Serre spectral sequence, we can project the étale

realisations of these classes into the groupsH 1.E; V�/, where

V� D ��

�
d C 1C t

2

�
:
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Choosing the data
To define a Rankin–Eisenstein class, we need to choose the groupH , and the maps

� W H ! G and  W H ! .GL2/
t . To guide us in choosing these, we shall use “Rankin–

Selberg-type” integral formulas for L-functions of automorphic representations. There are
a wide range of such formulas, relating automorphic L-functions to integrals of the formZ

H.Q/ZG.A/nH.A/

��.�/ �
�
Ean.s1/ � � � � �Ean.sn/

�
dh; (3.2)

whereEan.si / are real-analytic GL2 Eisenstein series, and � is a cuspform in the space of � .
We call these period integrals. Typically, one expects such an integral to evaluate to a product
of one or more copies of the L-function of � , evaluated at some linear combination of the
parameters si . For instance, the Rankin–Selberg integral for GL2 �GL2 is of this form, as
is Novodvorsky’s formula for the L-functions of GSp4 and GSp4 �GL2.

Using the explicit formula (3.1) relating Siegel units to Eisenstein series, one can
often show that the Deligne–Beilinson realisations of Rankin–Eisenstein classes also lead
to integrals of the form (3.2), for suitably chosen � and si . When this applies, we can use
it to relate our motivic Rankin–Eisenstein classes to special values of L-functions2 (as was
carried out in Beilinson’s original paper [3] for the L-functions of GL2 and GL2 �GL2; see,
e.g. [36,42] for more recent examples).

This gives one a guide to constructing “interesting” Rankin–Eisenstein classes for
a given .G;X/: one first searches for a Rankin–Selberg integral describing the relevant L-
function, and then attempts to breathemotivic life into this real-analytic formula, interpreting
it as the Deligne–Beilinson realisation of a motivic Rankin–Eisenstein class. One should
hence interpret Rankin–Eisenstein classes as “motivic avatars” of Rankin–Selberg integral
formulae.

In the anti-cyclotomic .t D 0) case, the period integral (3.2) is more mysterious;
but there are still a number of results and conjectures predicting that these period integrals
should be related to values of L-functions. For instance, the Gan–Gross–Prasad conjecture
[22] gives such a relation in the important cases SO.n/ ,! SO.n/� SO.nC 1/ and U.n/ ,!
U.n/ � U.nC 1/. This conjecture has recently been proved in the unitary case [9], although
the orthogonal case is still open. We refer to Sakellaridis–Venkatesh [58] for conjectural
generalisations to other pairs .G;H/.

2 More precisely, we obtain a relation to the first derivative L0.V �
� ; 1/, with V� being 1-

critical. Unfortunately, this computation does not give us any information about the étale
class inH1.E; V� /, since the motivic class might be in the kernel of the étale realisation
map. (This is the fundamental obstruction to proving the Bloch–Kato conjecture for 1-
critical Galois representations.)
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Example 3.2. In our examples (1)–(6) above, we chooseH and t as follows:

G H t

(1) GL2 �GL2 GL2 1
(2) ResF=Q GL2 GL2 1
(3) GSp4 GL2 �GL1 GL2 2
(4) GSp4 �GL2 GL2 �GL1 GL2 1
(5) GU.2; 1/ GL2 �GL1 ResE=Q GL1 1
(6) U.2n � 1; 1/ U.n � 1; 1/ � U.n; 0/ 0

The integral formulae for L-functions underlying examples (1) and (2) are, respectively, the
classical Rankin–Selberg integral and Asai’s integral formula for quadratic Hilbert modu-
lar forms. Cases (3) and (4) are related to Novodvorsky’s integral formula for GSp4 �GL2

L-functions (with an additional Eisenstein series on the GL2 factor in the former case);
and case (5) to an integral studied by Gelbart and Piatetski-Shapiro in [23]. Example (6) is
related to conjectures of Getz–Wambach [24] on Friedberg–Jacquet periods for automorphic
representations of unitary groups.

Rankin–Eisenstein classes and norm relations. In order to build Euler systems (either
full or anticyclotomic) from Rankin–Eisenstein classes, we need the following conditions to
hold:

• (“Open orbit” condition) The groupH has an open orbit on the product

.G=BG/ � .P1/t ;

where BG is a Borel subgroup of G, and H acts on G=BG via �, and on .P1/t

via  .

• (“Small stabiliser” condition) For a point u in the open orbit, let Su be the sub-
group of H which fixes u and acts trivially on the fibre at u of the tautological
.Gm/

t -bundle over .P1/t . Then we require that the image of Su has small image
in the maximal torus quotient ofH .

The role of the “small stabiliser” condition is to allow us to construct classes over
field extensions. Since the connected components of the Shimura variety YG are defined
over abelian extensions of E, and the Galois action on the component group is described
by class field theory, we can modify the Rankin–Eisenstein classes to define elements in
HdC1

ét .YG.K/F ;Zp.
dC1Ct

2
// for a fixed level K and varying abelian extensions F=E. The

class of abelian extensions that arise will depend on the image of Su in the maximal torus
quotient; in the examples (1)–(5) above, since Su D ¹1º and the splitting field of the Galois
action is the full maximal abelian extension of E, so we obtain classes over all ray class
fields of E. On the other hand, in example (6) we obtain only the anticyclotomic extension
(as one would expect, since t D 0 in this case).
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The “open orbit” condition allows us to prove a so-called vertical norm relation,
showing that after applying Hida’s ordinary projector, the Rankin–Eisenstein classes form
norm-compatible families over the tower EŒp1�=E, with uniformly bounded denomina-
tors relative to the étale cohomology with Zp-coefficients. This machinery is worked out in
considerable generality in [44,46]; the arguments also simultaneously show that the Rankin–
Eisenstein classes interpolate in Hida-type p-adic families (in which the weight � of �
varies).

Amuchmore subtle problem is that of horizontal norm relations, comparing classes
over EŒm� and EŒmq� for auxiliary primes q − m, with the Euler factors Pq appearing in
the comparison. The strategy developed in [47] and refined in [48] is to use multiplicity-one
results in smooth representation theory to reduce the norm relation to a purely local cal-
culation with zeta-integrals, which can then be computed explicitly to give the Euler factor.
Thesemultiplicity-one results are themselves closely bound upwith the open-orbit condition;
see [57].

Remark 3.3. The open-orbit condition, together with the assumption that 2c C t D 1C d ,
amount to stating that the diagonal map .�;  / W .H;Y/ ,! .G;X/ � .GL2;H/t is a special
pair of Shimura data in the sense of [59, Definition 3.1]. We can thus interpret the “small
stabiliser” condition, at least for t D 0, as a criterion for when the special cycles studied in
[59] extend to norm-compatible families over field extensions.

4. Deformation to critical values

Critical values. The above methods allow us to define Euler systems for the automorphic
Galois representations V� D ��.

dC1Ct
2

/, where � is cohomological in weight 0; and there
are generalisations to representations which are cohomological for a certain range of non-
zero weights �, determined by branching laws for the restriction of algebraic representations
from QG D G � .GL2/

t to H . Let us write †1 for the set of weights � which are accessible
by these methods, for some specific choice of H and  ; this is a convex polyhedron in the
weight lattice of G, cut out by finitely many linear inequalities. In the examples (1)–(5), one
checks that for any� whose weight lies in†1, the representation V� is 1-critical, consistently
with the conjectures of [49].

However, our goal is to prove the Bloch–Kato conjecture for critical L-values; so
we are interested in those � such that, for � of weight �, the representation V is 0-critical,
so L.�_; 1�t

2
/ is a critical value. The set of such � is a finite disjoint union of polyhedral

regions; and we let †0 be one of these regions, chosen to be adjacent to †1. In order to
approach the Bloch–Kato conjecture, we need to find away of “deforming” our Euler systems
from †1 to †0.

Example 4.1. ForG D GL2 �GL2, the Galois representations associated to cohomological
representations of G have the form .�f ˝ �g/.n/, where f; g are modular forms (of some
weights kC 2; `C 2with k;`> 0) and n is an arbitrary integer. If we set j D kC `C 1� n,

1927 Euler systems and the Bloch–Kato conjecture



then the set †1 is given by the inequalities®
0 6 j 6 min.k; `/

¯
;

and there are two candidates for the set †0, namely

¹`C 1 6 j 6 kº and ¹k C 1 6 j 6 `º:

Remark 4.2. A slightly different, but related, numerology applies for anticyclotomic Euler
systems. In these cases, the relevant L-value is always critical, but it lies at the centre of
the functional equation, so it may be forced to vanish for sign reasons. Since the local root
numbers at the infinite places depend on �, we have some ranges of weights where the root
number is C1 (where we expect interesting central L-values) and others where it is �1

(where we expect anticyclotomic Euler systems). These play the roles of the 0-critical and
1-critical regions in the case of full Euler systems.

The Bertolini–Darmon–Prasanna strategy. Although the “0-critical” and “1-critical”
weight ranges are disjoint, we can relate them together p-adically, using a strategy intro-
duced by Bertolini, Darmon and Prasanna in [5].

The weights � of cohomological representations can naturally be seen as points of
a p-adic analytic space W (parametrising characters T .Zp/ ! C�

p , where T is a maximal
torus in G). This space is isomorphic to a finite union of n-dimensional open discs, where n
is the rank of G. Crucially, both †0 and †1 are Zariski-dense in W .

Hida theory shows that there is a finite flat covering E ! W , the ordinary eigenva-
riety of G, whose points above a dominant integral weight � (“classical points”) biject with
automorphic representations � of G which are cohomological of weight � and p-ordinary.

We thus have two separate families of objects, indexed by different sets of classical
points on E:

• at points whose weights lie in †0, we have the critical values of the complex
L-function;

• at points whose weights lie in †1, we have Euler systems arising from motivic
cohomology.

Our first goal will be to “analytically continue” the Euler system classes from †1 into †0.
This is not all that we require, however, since we also need a relation between the

resulting Euler system for each 0-critical V and theL-valueL.V �; 1/. Relations of this kind
are known as explicit reciprocity laws, and they are the crown jewels of Euler system theory.
Following a strategy initiated in [5] and further developed in [37], in order to prove explicit
reciprocity laws, we shall use a second kind of p-adic deformation: besides deforming Euler
system classes from†1 to†0, we shall also deformL-values from†0 into†1. The strategy
consists of the following steps:

(i) We shall construct a function on the eigenvariety – an “analytic p-adic L-
function” – whose values in†0 are criticalL-values (modified by appropriate
periods and Euler factors).
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(ii) Using the Perrin-Riou regulator map of p-adic Hodge theory, we construct a
second analytic function on the eigenvariety – a “motivic p-adic L-function”
– whose value at some cohomological � measures the non-triviality of Euler
system classes for � locally at p.
Note that the motivic p-adic L-function has no a priori reason to be related
to complex L-values; however, its values in †1 are by definition related to
the Euler system classes (which arise from motivic cohomology, hence the
terminology).

(iii) We shall prove a “p-adic regulator formula”, showing that the values of the
analytic p-adic L-function in at points in †1 are related to the localisations
of the Euler system classes at p.

(iv) Using the regulator formula of step (iii), we can deduce that the motivic and
analytic p-adic L-function coincide at points in †1. Since weights lying in
†1 are Zariski-dense in E , this implies the two p-adic L-functions coincide
in †0 as well. Since the values of the analytic p-adic L-function in †0 are
complex L-values, we obtain the sought-for explicit reciprocity law.

At the time of writing, this strategy has only been fully carried out for the examples
(1) and (3) in our list, and partially for (4). However, the remaining cases are being treated
in ongoing work of members of our research groups; and we expect the strategy to extend to
many other Euler systems (both full and anticyclotomic) besides these.

5. Constructing p-adic L-functions

Coherent cohomology
To construct the analytic p-adic L-function, we shall use the integral formula (3.2).

Previously, for weights in †1, we interpreted this integral as a cup-product in Deligne–
Beilinson cohomology. We shall now give a different cohomological interpretation of the
same formula, for weights in the range†0. Following a strategy introduced by Harris [28,29],
we can choose the cusp-form �, and the Eisenstein series, to be harmonic differential forms
(with controlled growth at the boundary) representing Dolbeault cohomology classes valued
in automorphic vector bundles. These can then be interpreted algebraically, via the com-
parison between Dolbeault cohomology and Zariski sheaf cohomology. The upshot is that
L.�_; 1�t

2
/ can be related to a cup-product in the cohomology of coherent sheaves on a

smooth toroidal compactification ShK.H;Y/
tor
† of ShK.H;Y/.

Interpolation
In order to construct a p-adic L-function, we need to show that the cohomology

classes appearing in our formula for theL-function interpolate in Hida-type p-adic families,
and that the cup-product of these families makes sense.
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Until recently, there was a fundamental limitation in the available techniques: we
could only interpolate cohomology classes corresponding to holomorphic automorphic
forms (i.e. degree 0 coherent cohomology), or (via Serre duality) those in the top-degree
cohomology, which correspond to anti-holomorphic forms. This is an obstacle for our
intended applications, since the integral formulas relevant for Euler systems always involve
coherent cohomology in degrees close to the middle of the possible range. (More precisely,
the relevant degree is dCt�1

2
, where t is the number of Eisenstein series present, which is

typically 0; 1; 2.) So unless d is rather small, using holomorphic or anti-holomorphic classes
will not work.

A slightly wider range of “product type” examples arises when .G;X/ is a prod-
uct of two Shimura data .G1;X1/ � .G2;X2/ of approximately equal dimension, with
dim.X1/ � dim.X2/ D t � 1; then we can build a class in the correct degree as the prod-
uct of an anti-holomorphic form on X1 and a holomorphic one on X2, and the resulting
cup-products can often be understood as Petersson-type scalar products in Hida theory. For
instance, the Rankin–Selberg integral formula can be analysed in this way [30]. However, for
G D GSp4 (with t D 2 and d D 3), we need to work with a class in coherentH 2, and these
are not seen by orthodox Hida theory.

Higher Hida theory. A beautiful solution to this problem is provided by the “higher Hida
theory” developed in [55]. Pilloni’s work shows that degree 1 coherent cohomology for the
GSp4 Shimura variety interpolates in a “partial” Hida family, with one weight fixed and the
other varying p-adically.

A key ingredient in this work is to consider a certain stratification of the mod p
fibre of the GSp4 Shimura variety YG (for some level structure unramified at p). This space
parametrises abelian surfaces A with a principal polarisation and some prime-to-p level
structure. There is an open subspace Y ord

G , whose complement has codimension 1, where A
is ordinary; and a slightly larger open set, with complement of codimension 2, where the
p-rank of A (the dimension of the multiplicative part of AŒp�) is > 1. This stratification can
be extended to a toroidal compactification XG of YG ; and Pilloni’s approach to studying
H 1 in p-adic families is based on restricting to the tube of this p-rank > 1 locus in the p-
adic completion XG of XG . (In contrast, orthodox Hida theory for GSp4 involves working
over the ordinary locus; this is very effective for studyingH 0 but disastrous for studyingH 1,
since the ordinary locus is affine in theminimal compactification, so its cuspidal cohomology
vanishes in positive degrees.)

In [45]we carried out a (slightly delicate) comparison of stratifications, showing that
we can find an embedding �g of an H -Shimura variety, for a carefully chosen g, so that the
preimage of the p-rank > 1 locus in XG is the ordinary locus in XH , that is, the image of
XH “avoids” the locus where the p-rank is exactly 1. Using this, we constructed pushforward
maps from the orthodox (H 0) Hida theory forH to Pilloni’sH 1 theory forG, interpolating
the usual coherent-cohomology pushforward maps for varying weights. This is the tool we
need to construct analytic p-adic L-functions for GSp4 and for GSp4 �GL2.
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At present higher Hida theory, in the above sense, is only available for a few specific
groups, although these includemany of the ones relevant for Euler systems: besidesGSp4, the
group GU.2; 1/ is treated in [53], and Hilbert modular groups in [27] (in both cases assuming
G is locally split at p). In the GSp4 and GU.2; 1/ cases the results are also slightly weaker
than one might ideally hope, since we only obtain families in which one component of the
weight is fixed and the others vary (so the resulting p-adic L-functions have one variable
fewer than one would expect). However, we expect that these restrictions will be lifted in
future work.

Remark 5.1. A related theory, higher Coleman theory, has been developed by Boxer and
Pilloni in [13]. This theory also serves to interpolate higher-degree cohomology in fami-
lies, with all components of the weight varying; and the theory applies to any Shimura
variety of abelian type. However, unlike the higher Hida theory of [55], this theory only
applies to cohomology classes satisfying an “overconvergence” condition. This rules out
the 2-parameter GL2 Eisenstein family which plays a prominent role in the constructions
of [45], as this Eisenstein series is not overconvergent. It may be possible to work around
this problem by combining the higher Coleman theory of [13] with the theory of families
of nearly-overconvergent modular forms for GL2 introduced by Andreatta–Iovita [1]; but the
technical obstacles in carrying this out would be formidable.

6. P-adic regulators

We now turn to step (iii) of the BDP strategy: relating values of the analytic p-adic
L-function in the range †1 to the localisations at p of the Euler system classes.

Syntomic cohomology. For all but finitely many primes, the Shimura variety has a smooth
integral model over Zp , and the motivic Rankin–Eisenstein classes can be lifted to the coho-
mology of this integral model. This allows us to study them via another cohomology theory,
Besser’s rigid syntomic cohomology [7]. This is a cohomology theory for smoothZp-schemes
Y, which has two vital properties:

• Via works of Fontaine–Messing and Nizioł, one can define a comparison map
relating syntomic cohomology of Y to étale cohomology of its generic fibre Y ;
and this is compatible with motivic cohomology, in the sense that we have a com-
mutative diagram (see [8]):

H�
mot.Y; n/ H�

mot.Y; n/

H�
syn.Y; n/ H�

ét .Y; n/

rét

FM

where the map rét is the étale realisation map.
The Fontaine–Messing–Niziol map induces the Bloch–Kato exponential map on
Galois cohomology; so, for a class inH�

ét .Y; n/ in the image of motivic cohomol-
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ogy of Y, one can express its Bloch–Kato logarithm via cup-products in syntomic
cohomology (“syntomic regulators”).

• Rigid syntomic cohomology and its variant, fp-cohomology, were defined by
Besser as a generalisation of Coleman’s theory of p-adic integration. It is com-
puted by an explicit complex of sheaves which is a p-adic analogue of the real-
analytic Deligne–Beilinson complex: sections of this complex are pairs .!; �/,
where ! is an algebraic differential form, and � is an overconvergent rigid–
analytic differential form such that d� D .1 � '/!, where ' is a local lift of
the Frobenius of the special fibre.

In a series of works, beginning with the breakthrough [16] by Darmon–Rotger (see
also [6,10,38]), rigid syntomic cohomology has been systematically exploited to compute the
Bloch–Kato logarithms of Rankin–Eisenstein classes whenG is a product of copies of GL2,
in terms of Petersson products of (non-classical) p-adic modular forms. These can then be
interpreted as values of p-adic L-functions in a “1-critical” region †1. All of these p-adic
L-functions are “product type” settings in the sense explained above, involving coherent
cohomology in either top or bottom degree.

Remark 6.1. A key role in these constructions is played by an explicit formula for the image
of the Siegel unit in the syntomic cohomology of the ordinary locus of the modular curve,
which is the p-adic counterpart of equation (3.1): it is represented by the pair�

dlog zN ; .1 � '/ logp zN

�
D

�
E2; E

.p/
0

�
where E.p/

0 is a p-adic Eisenstein series of weight 0.
We can thus understand these syntomic regulator formulae as p-adic counterparts

of the integral formula (3.2), with the integral understood via Coleman’s p-adic integration
theory, and the real-analytic Eisenstein class replaced by a p-adic one.

The GSp4 regulator formula. The approach to computing regulators of étale classes via
syntomic cohomology generalises to Euler systems for other Shimura varieties, such as
GSp4: one can always express the image of the Euler system class under the Bloch–Kato log-
arithm, paired against a suitable de Rham cohomology class (lying in the �_-eigenspace),
as a cup product in syntomic cohomology.

However, syntomic cohomology of the whole Shimura variety is not well-suited to
explicit computations, since there is generally no global lift of the Frobenius of the special
fibre. The first major problem is hence to express the pairing in terms of the syntomic coho-
mology of certain open subschemes of the Shimura variety which do possess an explicit
Frobenius lift. This requires some results on the Hecke eigenspaces appearing in the rigid
cohomology of Newton strata of the special fibre, which are the ` D p counterparts of the
vanishing theorems proved by Caraiani–Scholze [14] for `-adic cohomology for ` ¤ p.

The secondmajor problem is to establish a link between rigid syntomic cohomology
and coherent cohomology, for varieties admitting a Frobenius lifting. We succeeded in prov-
ing such a relation via a new a spectral sequence (the so-called Poznań spectral sequence)
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which is a syntomic analogue of the Hodge–de Rham spectral sequence: itsE1 page is given
by the mapping fibre of 1 � ' on coherent cohomology, and its abutment is rigid syntomic
cohomology. In the case of the ordinary locus of the modular curve, where all coherent coho-
mology in positive degrees vanishes, this reduces to the description of a syntomic class as a
pair of global sections .!; �/ as described above.

Thanks to this new spectral sequence, wewere able to express the syntomic regulator
of our Rankin–Eisenstein class for GSp4 as a pairing in coherent cohomology, which we
could identify as a specialisation of the pairing in higher Hida theory defining the p-adic
L-function. We can hence identify the logarithm of the GSp4 Euler system class with a non-
critical value of a p-adic L-function. This is the first example of a p-adic regulator formula
where the p-adic L-function is not of product type. We expect this strategy to be applicable
to all the other Euler systems mentioned in Section 3 above. Cases (2) and (6) are currently
work in progress by Giada Grossi, and by Andrew Graham and Waqar Shah, respectively;
and case (5) is being explored by some members of our research groups.

7. Deformation to critical values

We can now proceed to the final step of the Bertolini–Darmon–Prasanna strategy:
deforming from †1 to †0.

First, we must show that Euler systems interpolate over the eigenvariety. The étale
cohomology eigenspaces attached to cohomological, p-ordinary automorphic representa-
tions are known to interpolate in families, giving rise to sheaves of Galois representations
over E . With this in hand, the machinery of [44,46] then shows that the Euler system classes
themselves interpolate, giving families of Euler systems taking values in these sheaves.

A generalisation of Coleman and Perrin-Riou’s theory of “big logarithm” maps
(cf. [37]) also allows us to define a motivic p-adic L-function Lmot associated to the bottom
class in our family of Euler systems. Perrin-Riou’s local reciprocity formula implies thatLmot

has an interpolation property both in†0 and in†1. For classical points � whose weights lie
in†1, the value of Lmot interpolates the Bloch–Kato logarithm of the geometrically-defined
Euler system class for V� . Much more subtly, if we evaluate Lmot at points � whose weights
lie in †0, it computes the image under the dual-exponential map of the bottom class in the
Euler system for V� which we have just defined using analytic continuation.

We would like to make the following argument: “the regulator formula shows that
Lmot and the analytic p-adic L-function L agree at points in †1, and these are Zariski-
dense; so L D Lmot everywhere”. This is essentially how we proved an explicit reciprocity
law for GL2 �GL2 in [37]. Unfortunately, there are two subtle technical hitches which occur
in making this argument precise for GSp4.

The first is thatL andLmot take values in different line bundles over the eigenvariety
E (one interpolating coherent cohomology, and the other Dcris of a certain subquotient of
étale cohomology). At each classical point of E , we have a canonical isomorphism between
the fibres of these two line bundles; but it is far from obvious a priori that these “pointwise”
isomorphisms at classical points interpolate into an isomorphism of line bundles. For the
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GL2 ordinary eigenvariety, we do have such an isomorphism, the p-adic Eichler–Shimura
isomorphism of Ohta [54] (extended to non-ordinary families in [2]). However, the case of
higher-dimensional Shimura varieties such as GSp4 is more difficult: one expects several
Eichler–Shimura isomorphisms, each capturing coherent cohomology in a different degree,
and at present only the case ofH 0 is available in the literature [19]. For the problem at hand,
it is the coherentH 1 (and duallyH 2) which is relevant.

The second is that, while†1 is indeed Zariski-dense in the eigenvariety, the function
L is only defined on a lower-dimensional “slice” of the eigenvariety (onwhich theGSp4 form
has weight .r1; r2/, with r1 varying and r2 fixed), and the intersection of each individual slice
with †1 is not Zariski-dense in the slice.

In [50], we circumvented these problems in a somewhat indirect way, by appealing to
a second, independent construction of an analytic p-adic L-function, defined using Shalika
models for GL4 [20]. As written this construction shares with [45] the shortcoming of requir-
ing r2 to be fixed, but the methods of [44] can be applied in order to extend this construction
by varying r2 as well. Using this we were able to

The lack of an Eichler–Shimura isomorphism in families – or, more precisely, of an
isomorphism between the sheaves in which Lmot and the GL4 p-adicL-function take values
– can be dealt with via the so-called “leading term argument”. This proceeds as follows.
There is clearly a meromorphic isomorphism between these sheaves which maps one p-adic
L-function to the other (since both are clearly non-zero).3 If this meromorphic isomorphism
degenerates to zero at some “bad” 0-critical � , then the bottom class in our Euler system
for � lies in the kernel of the Perrin-Riou regulator. However, this would also apply to all
the classes cŒm� in this Euler system, for all values of m. So we obtain an Euler system
satisfying a very strong local condition at p; and a result of Mazur–Rubin [52] shows that
this condition is so strong that it forces the entire Euler system to be zero. Hence we can
replace all of these classes by their derivatives in the weight direction, which amounts to
renormalising the Eichler–Shimura map to reduce its order of vanishing by 1.

Iterating this process, we eventually obtain a non-trivial Euler system for � ; and if
L.�_; 1�t

2
/ ¤ 0, the bottom class of this Euler system is non-zero. We can now deduce the

vanishing ofH 1
f .Q; V�/, where V� D ��.

dC1Ct
2

/, as predicted by the Bloch–Kato conjec-
ture.

Non-regular weights
The above strategy can also be used to study automorphic forms which are not

cohomological (so � does not contribute to étale cohomology), as long as � contributes
to coherent cohomology in the correct degree. For instance, this applies to weight 1 mod-
ular forms, which is crucial in several works such as [17] which use Euler systems to study
the Birch–Swinnerton-Dyer conjecture for Artin twists of elliptic curves. It also applies to

3 This argument can be used to construct an Eichler–Shimura isomorphism in families for
GSp4, which interpolates the classicalH1 comparison isomorphism at almost all classical
points – see [51].
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paramodular Siegel modular forms for GSp4 of parallel weight 2, such as those correspond-
ing to paramodular abelian surfaces.

In this situation, if � is ordinary at p, it follows from the results of [13] that it defines
a point on the eigenvariety E . However, in contrast to the case of cohomological weights, it is
not clear if the eigenvariety is smooth, or étale over weight space, at � ; results of Bellaiche–
Dimitrov show that this can fail even for GL2 [4].

IfA is a paramodular abelian surface overQwhich is ordinary at p, and has analytic
rank 0, then we can use the above approach to prove the finiteness of A.Q/ (as predicted by
the Birch–Swinnerton-Dyer conjecture), and of the p-part of the Tate–Shafarevich group,
under the assumption that the GSp4 eigenvariety be smooth at the point corresponding to A.
This is work in progress.
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Counting problems:
class groups, primes,
and number fields
Lillian B. Pierce

Abstract

Each number field has an associated finite abelian group, the class group, that records cer-
tain properties of arithmetic within the ring of integers of the field. The class group is well
studied, yet also still mysterious. A central conjecture of Brumer and Silverman states that
for each prime `, every number field has the property that its class group has very few ele-
ments of order `, where “very few” is measured relative to the absolute discriminant of
the field. This paper surveys recent progress toward this conjecture, and outlines its close
connections to counting prime numbers, counting number fields of fixed discriminant, and
counting number fields of bounded discriminant.
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1. Historical prelude

In a 1640 letter to Mersenne, Fermat stated that an odd prime p satisfies
p D x2 C y2 if and only if p � 1 .mod 4/. Roughly 90 years later, Euler learned of
Fermat’s statement through correspondence with Goldbach, and by 1749, he worked out
a proof. This fits into a bigger question, which Euler studied as well: for each n � 1, which
primes can be written as p D x2 C ny2? Even more generally: which binary quadratic
forms ax2 C bxy C cy2 represent a given integer m? This question also motivated work of
Lagrange and Legendre, and then appeared in Gauss’s celebrated 1801 work Disquisitiones
Arithmeticae; see [26].

Gauss partitioned binary quadratic forms of discriminantD D b2 � 4ac into equiv-
alence classes under SL2.Z/ changes of variable. (Here we will speak only of fundamental
discriminants D; for notes on the original setting, see [84].) Gauss showed that for each D

there are finitely many such classes (the cardinality is the class number, denoted h.D/), and
verified that the classes obey a group law (composition). Based on extensive computation,
Gauss noticed that as D ! �1, small class numbers stopped appearing, writing: “Nullum
dubium esse videtur, quin series adscriptae revera abruptae sint…Demonstrationes autem
rigorosae harum observationum perdifficiles esse videntur.” (“It seems beyond doubt that the
sequences written down do indeed break off… However, rigorous proofs of these observa-
tions appear to be most difficult” [43, p. 13].) As D ! C1, a quite different behavior seemed
to appear, leading to a conjecture that h.D/ D 1 for infinitely many D > 0.

It is hard to exaggerate the interest these two conjectures have generated. In the
1830s, Dirichlet proved a class number formula, relating the class number h.D/ of a (funda-
mental) discriminant D to the value L.1; �/ of an L-function associated to a real primitive
character � modulo D. Consequently, throughout the 1900s, Gauss’s questions were studied
via the theory of the complex-variable functions L.s; �/. A remarkable series of works by
Hecke, Deuring, Mordell, and Heilbronn confirmed that for D < 0 the class number h.D/

attains any value only finitely many times. How many times? Famously, the work of Heeg-
ner, Baker, and Stark proved that there are 9 (fundamental) discriminants D < 0 with class
number 1. In full generality, Goldfeld showed an effective lower bound for h.D/whenD < 0

would follow from a specific case of the Birch–Swinnerton-Dyer conjecture, which was then
verified by Gross and Zagier; see [42]. Now, for each 1 � N � 100, one may find the number
of discriminants D < 0 with h.D/ D N in [93]. As for the other conjecture, that infinitely
many (fundamental) discriminants D > 0 have class number 1, this remains open, and very
mysterious. These historical antecedents hint at the intertwined currents of “counting” and
the analytic study of L-functions, which will also be present in the work we will survey.

We briefly mention another historical motivation for the study of class numbers,
namely the failure of unique factorization. For example, in the ring ZŒ

p
�5�, 21 D 3 � 7 but

it also factors into irreducible, nonassociated factors as .1 C 2
p

�5/.1 � 2
p

�5/. Here is a
problem where the failure of unique factorization has an impact. Suppose one is searching
for solutions x; y; z 2 N to the equation xp C yp D zp for a prime p � 3. If a nontrivial
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solution .x; y; z/ exists, then for �p a pth root of unity, we could write

y � y � � � y D .z � x/.z � �px/ � � � .z � �p�1
p x/:

If ZŒ�p� possesses unique factorization, two such factorizations cannot exist, so .x; y; z/

cannot exist—verifying Fermat’s Last Theorem for this exponent p. But to the disappoint-
ment of many, unique factorization fails in ZŒ�p� for infinitely many p. As Neukirch writes,
“Realizing the failure of unique factorization in general has led to one of the grand events in
the history of number theory, the discovery of ideal theory by Eduard Kummer” [69, Ch. I §3].

1.1. The class group
Let K=Q be a number field of degree n, with associated ring of integers OK . Every

proper integral ideal a � OK factors into a product of prime ideals p1 � � � pk in a unique way
(salvaging the notion of unique factorization). Moreover, the fractional ideals of K form an
abelian group JK , the free abelian group on the set of nonzero prime ideals of OK . In the
case that every ideal in JK belongs to the subgroup PK of principal ideals, OK is a principal
ideal domain, and unique factorization holds in OK . But more typically, some “expansion”
occurs when passing to ideals; the class group of K is defined to measure this.

The class group of K is the quotient group

ClK D JK=PK :

The elements in ClK are ideal classes, and the cardinality jClK j is the class number. The
quotient JK=PK is trivial (so that every ideal is a principal ideal, and jClK j D 1) precisely
when unique factorization holds in OK . (Thus the above strategy for Fermat’s Last Theorem
works for p if jClQ.�p/j D 1. In fact, Kummer showed that as long as the class number of
Q.�p/ is indivisible by p, the argument can be salvaged; see [31]. Such a prime is called a
regular prime. Here is an open question: are there infinitely many regular prime numbers?)

By a result of Minkowski in the geometry of numbers, every ideal class in ClK
contains an integral ideal b with norm N.b/ D .OK W b/ satisfying

N.b/ � .2=�/s
p

DK ; (1.1)

where DK D jDisc.K=Q/j and s counts the pairs of complex embeddings of K. As there
are finitely many integral ideals of any given norm, Landau deduced (see [68, Thm. 4.4]):

jClK j �n D
1=2
K logn�1 DK : (1.2)

In particular, the class group of a number field K is always a finite abelian group. (Through-
out, A �� B indicates that there exists a constant C� such that jAj � C�B .)

When K D Q.
p

D/ is a quadratic field, this relates in a precise way to Gauss’s
construction of the class number for binary quadratic forms of discriminant D (see [8]).
In modern terms, Gauss asked whether for each h 2 N, there are finitely many imaginary
quadratic fields K with jClK j D h? (Yes.) Are there infinitely many real quadratic fields K

with jClK j D 1? (We do not know.) In fact, here is an open question: are there infinitely many
number fields, of arbitrary degrees, with class number 1? Here is another open question: are
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there infinitely many number fields, of arbitrary degrees, with bounded class number? These
difficult questions must consider the regulator RK of the field K, due to the (ineffective)
inequalities by Siegel (for quadratic fields) and Brauer (in general) [68, Ch. 8]:

D
1=2�"
K �n;" jClK jRK �n;" D

1=2C"
K ; for all " > 0.

2. The `-torsion conjecture

In addition to studying the size of the class group, it is also natural to study its
structure. We will focus on the `-torsion subgroup, defined for each integer ` � 2 by

ClK Œ`� D
®
Œa� 2 ClK W Œa�` D Id

¯
:

For example, the class number is divisible by a prime ` precisely when jClK Œ`�j > 1. Related
problems include studying the exponent of the class group, or counting how many number
fields of a certain degree have class number divisible, or indivisible, by a given prime `. Such
problems are addressed for imaginary quadratic fields in [4,44,45,82].

In this survey, we will focus on upper bounds for the `-torsion subgroup. The
Minkowski bound (1.2) provides an upper bound for any field of degree n, and all `:

1 �
ˇ̌
ClK Œ`�

ˇ̌
� jClK j �n;" D

1=2C"
K ; for all " > 0. (2.1)

Our subject is a conjecture on the size of the `-torsion subgroup, which suggests that (2.1)
is far from the truth. We will focus primarily on cases when ` is prime, since jClK Œm�j is
multiplicative as a function of m, and for a prime `, jClK Œ`t �j � jClK Œ`�jt (see [73]).

Conjecture 2.1 (`-torsion conjecture). Fix a degree n � 2 and a prime `. Every number
field K=Q of degree n satisfies jClK Œ`�j �n;`;" D"

K for all " > 0.

This conjecture is due to Brumer and Silverman, in the more precise form: is it
always true that log` jClK Œ`�j �n;` logDK= log logDK [17, Question Cl.`; d/]? Brumer and
Silverman were motivated by counting elliptic curves of fixed conductor. Subsequently, this
conjecture has appeared in many further contexts, including bounding the ranks of elliptic
curves [34, §1.2]; bounding Selmer groups and ranks of hyperelliptic curves [10]; counting
number fields [29, p. 166]; studying equidistribution of CM points on Shimura varieties [98,

Conjecture 3.5]; and counting nonuniform lattices in semisimple Lie groups [6, Thm. 7.5].
Conjecture 2.1 is known to be true for the degree n D 2 and the prime ` D 2, when

it follows from the genus theory of Gauss (see [68, Ch. 8.3]). This is the only case in which it
is known. Nevertheless, starting in the early 2000s, significant progress has been made. The
purpose of this survey is to give some insight into the wide variety of methods developed in
recent work toward the conjecture. As an initial measure of progress, we define:

Property Cn;`.�/. Fix a degree n � 2 and a prime `. Property Cn;`.�/ holds if for all
number fields K=Q of degree n, jClK Œ`�j �n;`;�;" D�C"

K for all " > 0.

Gauss proved that C2;2.0/ holds. Until recently, no other case with � < 1=2 was
known.
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The first progress was for imaginary quadratic fields. Suppose K D Q.
p

�d/ for a
square-free integer d > 1, and suppose that Œa� is a nontrivial element in ClK Œ`� for a prime
` � 3; thus Œa�` is the principal ideal class. Then by the Minkowski bound (1.1), there exists
an integral ideal b in Œa� such that N.b/ � d 1=2. Moreover, b` is principal, say, generated
by .y C z

p
�d/=2 for some integers y; z, and so .N.b//` D N.b`/ D .y2 C dz2/=4. Con-

sequently, jClK Œ`�j can be dominated (up to a factor d ") by the number of integral solutions
to

4x`
D y2

C dz2; with x � d 1=2; y � d `=4; z � d `=4�1=2: (2.2)

When ` D 3, this can be interpreted in several ways: counting solutions to a congruence
y2 D 4x3 .mod d/; counting perfect square values of the polynomial f .x; z/ D 4x3 � dz2;
or counting integral points on a family of Mordell elliptic curves y2 D 4x3 � D, with
D D dz2. Pierce used the first two perspectives, and Helfgott and Venkatesh used the third
perspective, to prove for the first time that property C2;3.�/ holds for some � < 1=2 [48,70,

71]. (The Scholz reflection principle shows that log3 jClQ.
p

�d/
Œ3�j and log3 jClQ.

p
3d/

Œ3�j

differ by at most 1, so results for 3-torsion apply comparably to both real and imaginary
quadratic fields [76].) When ` � 5, the region in which x; y; z lie in (2.2) becomes inconve-
niently large relative to the trivial bound (2.1). Here is an open question: for a prime ` � 5,
are there at most � d � integral solutions to (2.2), for some � < 1=2?

Recently, Bhargava, Taniguchi, Thorne, Tsimerman, and Zhao made a breakthrough
on property Cn;2.�/ for all n � 3. Fix a prime ` and a number field K of degree n. Given
any nontrivial ideal class Œa� 2 ClK Œ`�, they show it contains an integral ideal b with b` a
principal ideal generated by an element ˇ lying in a well-proportioned “box.” By an inge-
nious geometry of numbers argument, they show the number of such generators ˇ in the box
is � D

`=2�1=2
K . If ` � 3, this far exceeds the trivial bound (2.1), but if ` D 2, it slightly

improves it. The striking refinement comes by recalling that any ˇ of interest must also have
jNK=Q.ˇ/j D N.b`/ D .N.b//` be a perfect `th power of an integer, say, y`. For ` D 2, they
apply a celebrated result of Bombieri and Pila to count integral solutions .x;y/ to the degree
n equation NK=Q.ˇ C x/ D y2 [15]. This strategy proves that property Cn;2.1=2 � 1=2n/

holds for all degrees n � 3. Further refinements for degrees 3; 4 show C3;2.0:2785 : : :/ and
C4;2.0:2785 : : :/ hold; see [10].

Only two further nontrivial cases of property Cn;`.�/ are known, and for these we
introduce the Ellenberg–Venkatesh criterion.

2.1. The Ellenberg–Venkatesh criterion
An important criterion for bounding `-torsion in the class group of a number field

K relies on counting small primes that are noninert in K. The germ of the idea, which has
been credited independently to Soundararajan and Michel, goes as follows. Suppose, for
example, that K D Q.

p
�d/ is an imaginary quadratic field with d square-free, and ` is

an odd prime. Let H denote ClK Œ`�. Then jH j D jClK j=ŒClK W H�, and to show that jH j

is small, it suffices to show that the index ŒClK W H� is large. Now suppose that p1 ¤ p2

are rational primes not dividing 2d that both split in K, say, p1 D p1p�
1 and p2 D p2p�

2 ,
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where � is the nontrivial automorphism ofK. We claim that as long as p1;p2 are sufficiently
small, p1 and p2 must represent different cosets of H . Indeed, supposing to the contrary that
p1H D p2H , one deduces that p1p�

2 2 H so that .p1p�
2 /` is a principal ideal, say, generated

by .y C z
p

�d/=2, for some y; z 2 Z. Taking norms shows

4.p1p2/`
D y2

C dz2: (2.3)

If p1; p2 < .1=4/d 1=.2`/, this forces z D 0, which yields a contradiction, since 4.p1p2/`

cannot be a perfect square. This proves the claim. In particular, if there are M such distinct
primesp1; : : : ;pM < .1=4/d 1=2` withpj − 2d andpj split inK, then jClK Œ`�j � jClK jM �1.

Ellenberg and Venkatesh significantly generalized this strategy to prove an influen-
tial criterion, which we state in the case of extensions of Q [34]. (Throughout this survey,
we will focus for simplicity on extensions of Q, but many of the theorems and questions we
mention have analogues in the literature over any fixed number field.)

Ellenberg–Venkatesh criterion. Suppose K=Q is a number field of degree n � 2, fix an
integer ` � 2, and fix � < 1

2`.n�1/
. Suppose that there are M prime ideals p1; : : : ; pM � OK

such that each pj has norm N.pj / < D
�
K , pj is unramified in K and pj is not an extension

of a prime ideal from any proper subfield of K. Thenˇ̌
ClK Œ`�

ˇ̌
�n;`;" D

1
2 C"

K M �1; for all " > 0. (2.4)

(A prime ideal p � OK lying above a prime p 2 Q is unramified in K=Q if
p2 − pOK ; a prime ideal p � OK is an extension of a prime ideal in a proper subfield
K0 � K if there exists a prime ideal p0 � OK0 such that p D p0OK .) For example, if
p < D

�
K is a rational prime that splits completely in K, so that pOK D p1 � � � pn for distinct

prime ideals pj , then each pj satisfies the hypotheses of the criterion. In particular, if M

rational (unramified) primes p1; : : : ; pM < D
�
K split completely in K, then (2.4) holds.

Alternatively, it suffices to exhibit prime ideals pj � OK of degree 1, since such a prime
ideal cannot be an extension of a prime ideal from a proper subfield.

Here is one of Ellenberg and Venkatesh’s striking applications, which shows that
C2;3.1=3/ holds—the current record for n D 2, ` D 3. Fix a large square-free integer d > 1.
Any prime p − 6d that is inert in Q.

p
�3/ must split either in Q.

p
d/ or in Q.

p
�3d/.

Thus for any � < 1=6, at least one field K 2 ¹Q.
p

d/; Q.
p

�3d/º has a positive proportion
of the primes .1=2/d � � p � d � split inK. By the Ellenberg–Venkatesh criterion (2.4), this
field K then has the property that jClK Œ3�j � D

1=3C"
K for all " > 0. By the Scholz reflection

principle, this bound also applies to the other field in the pair, and C2;3.1=3/ holds.
The Scholz reflection principle has also been generalized by Ellenberg and Venka-

tesh to bound `-torsion (for odd primes `) in class groups of even-degree extensions of certain
number fields. In particular, by pairing their criterion with a reflection principle, they show
that C3;3.1=3/ holds and C4;3.�/ holds for some � < 1=2 [34, Cor. 3.7]. This concludes the
list of degrees n and primes ` for which property Cn;`.�/ is known for some � < 1=2.

Here are open problems: reduce the value � < 1=2 for which Cn;`.�/ holds, when
n � 3 and ` D 2, or when n D 2; 3 or 4 and ` D 3. For n D 2; 3 or 4 and a prime ` � 5,
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prove for the first time that Cn;`.�/ holds for some � < 1=2. For n � 5 and a prime ` � 3,
prove for the first time that Cn;`.�/ holds for some � < 1=2.

The Ellenberg–Venkatesh criterion underlies most of the significant recent progress
on bounding `-torsion in class groups. What is the best result it can imply? Assuming the
Generalized Riemann Hypothesis, given any number field K=Q of degree n with DK suffi-
ciently large, a positive proportion of primes p < D

�
K split completely in K, implyingˇ̌

ClK Œ`�
ˇ̌

�n;`;" D
1
2 � 1

2`.n�1/
C"

K ; for all " > 0. (2.5)

As this is a useful benchmark, we will call this the GRH-bound, and for convenience set
�GRH D

1
2

�
1

2`.n�1/
once n; ` have been fixed. Thus if GRH is true, for each n; `, property

Cn;`.�GRH/ holds. There has been intense interest in proving this without assuming GRH,
and this will be our next topic.

3. Families of fields

So far we have considered, for each degree n, the “family” of number fields K=Q of
degree n. Let us formalize this, letting Fn.X/ be the set of all degree n extensions K of Q,
with DK D jDisc.K=Q/j � X ; letFn D Fn.1/. It is helpful at this point to consider more
specific families of fields of a fixed degree. For example, we could define F �

2 .X/ to be the
set of imaginary quadratic fields K with DK � X , and similarly F C

2 .X/ for real quadratic
fields. In general, given a transitive subgroup G � Sn, define the family

Fn.GI X/ D
®
K=Q W degK=Q D n;Gal. QK=Q/ ' G; DK � X

¯
; (3.1)

where all K are in a fixed algebraic closure Q, QK is the Galois closure of K=Q, the Galois
group is considered as a permutation group on the n embeddings of K in Q, and the isomor-
phism with G is one of permutation groups. When F is such a family, we define:

Property CF ;`.�/ holds if for all fields K 2 F , jClK Œ`�j �n;`;�;" D�C"
K for all " > 0.

Since Property CF ;`.�/ remains out of reach for almost all families, we also consider:

Property C�
F ;`

.�/ holds if for almost all fields K 2 F , jClK Œ`�j �n;`;�;" D�C"
K for all

" > 0.We say that a result holds for “almost all” fields in a family F if the subset E.X/ of
possible exceptions is density zero in F .X/, in the sense that

jE.X/j

jF .X/j
! 0 as X ! 1.

Here too, the first progress came for imaginary quadratic fields. Soundararajan
observed that among imaginary quadratic fields with discriminant in a dyadic range
Œ�X; �2X�, at most one can fail to satisfy jClK Œ`�j � D

1=2�1=2`C"
K [82]. This verified

C�
F�

2 ;`
.�GRH/ for all primes `. For ` D 3 and quadratic fields, Wong observed that

C�

F˙
2 ;3

.1=4/ holds [96]. For any odd prime `, Heath-Brown and Pierce went below the
GRH-bound, proving C�

F�
2 ;`

.1=2 � 3=.2` C 2// [46]. They used the large sieve to show that
aside from atmostO.X"/ exceptions, all discriminants�d 2 Œ�X;�2X� have jClQ.

p
�d/

Œ`�j
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controlled by counting the number of distinct primes p1; p2 of a certain size such that (2.3)
has a nontrivial integral solution .y; z/. Then they showed there can be few such solutions,
while averaging nontrivially over d . These methods relied heavily on the explicit nature of
methods for imaginary quadratic fields. Fields of higher degree need a different approach.

3.1. Dual problems: counting primes, counting fields
To apply the Ellenberg–Venkatesh criterion, we face a question such as: “Given a

field, howmany small primes split completely in it?” This question is very difficult in general
(and is related to the Generalized Riemann Hypothesis). There is a dual question: “Given a
prime, in how many fields does it split completely?” Ellenberg, Pierce, and Wood devised a
method to apply the Ellenberg–Venkatesh criterion by tackling the dual question instead [33].
The idea goes like this: suppose that each prime splits completely in a positive proportion of
fields in a family F . Then the mean number of primes p � x that split completely in each
field should be comparable to �.x/, and unless the primes conspire, almost all fields in F

should have close to the mean number of primes split completely in them. To prove that the
primes cannot conspire, Ellenberg, Pierce, andWood developed a sieve method, modeled on
the Chebyshev inequality from probability.

As input the sieve requires precise counts for the cardinality

NF .X I p/ D
ˇ̌®

K 2 F .X/ W p splits completely in K
¯ˇ̌

:

It also requires analogous counts NF .X I p; q/ for when two primes p ¤ q split completely
in K. Suppose one can prove that for some � > 0 and � < 1, for all distinct primes p; q,

NF .X I p; q/ D ı.pq/
ˇ̌
F .X/

ˇ̌
C O

�
.pq/�

ˇ̌
F .X/

ˇ̌� �
; (3.2)

for a multiplicative density function ı.pq/ taking values in .0; 1/. Then Ellenberg, Pierce,
and Wood prove that there exists �0 > 0 (depending on �; � ) such that the mean number of
primesp � X�0 that split completely in fields inF .X/ is comparable to�.X�0/. Moreover,
there can be at mostO.jF .X/j1��0/ exceptional fieldsK inF .X/ such that fewer than half
the mean number of primes split completely inK. Consequently, for any familyF for which
the crucial count (3.2) can be proved, combining this sieve with the Ellenberg–Venkatesh
criterion proves thatC�

F ;`
.�/ holds for every integer ` � 2, where� Dmax¹

1
2

� �0;�GRHº.
For which families of fields can (3.2) be proved? Counting number fields is itself a

difficult question. For each integer D � 1, there are a finite number of extensions K=Q of
degree n and discriminant exactly D, by Hermite’s finiteness theorem [78, §4.1]. Let Nn.X/

denote the number of degree n extensionsK=QwithDK � X (counted up to isomorphism).
A folk conjecture, sometimes associated to Linnik, states that

Nn.X/ � cnX as X ! 1. (3.3)

WhennD2, this is essentially equivalent to counting square-free integers (see [33, Appendix]).
For degree n D 3, this is a deep result of Davenport and Heilbronn [28]. For degree n D 4,
it is known by celebrated results of Cohen, Diaz y Diaz, and Olivier (counting quartic fields
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K with Gal. QK=Q/ ' D4), and Bhargava (counting non-D4 quartic fields) [7,20]. For degree
n D 5, it is known by landmark work of Bhargava [9].

The sieve method of Ellenberg, Pierce, and Wood requires an even more refined
count (3.2), with prescribed local conditions and a power-saving error term with explicit
dependence on p; q. Power saving error terms for Nn.X/ were found for n D 3 by Belabas,
Bhargava, and Pomerance [5], Bhargava, Shankar, and Tsimerman [11], Taniguchi and Thorne
[85]; for n D 4 (non-D4) by Belabas, Bhargava, and Pomerance [5]; and for n D 5 by Shankar
and Tsimerman [79]. These results can be refined to prove (3.2). Ellenberg, Pierce, andWood
used this strategy to prove that whenF is the family of fields of degree n D 2;3; 4 (non-D4),
or 5, C�

F ;`
.�GRH/ holds for all sufficiently large primes `. (For the few remaining small `,

C�
F ;`

.�/ holds with a slightly larger � < 1=2.) Counting quartic D4-fields with local con-
ditions, ordered by discriminant, remains an interesting open problem.

The probabilistic method of Ellenberg–Pierce–Wood uses the property that the den-
sity function ı.pq/ in (3.2) is multiplicative (i.e., local conditions at p and q are asymptot-
ically independent). Frei and Widmer have adapted this approach to prove C�

F ;`
.�GRH/ for

all sufficiently large `, forF a family of totally ramified cyclic extensions of k [40]. (That is,
F comprises cyclic extensionsK=k of degree n in which every prime ideal ofOk not divid-
ing n is either unramified or totally ramified in K). This family is chosen since the density
function ı.pq/ is multiplicative. It would be interesting to investigate whether a probabilistic
method can rely less strictly upon multiplicativity of the density function.

There is a great obstacle to expanding the above approach to the family of all fields
of degree n when n � 6. Then, even the asymptotic (3.3) is not known. For each n � 6,

Nn.X/ � anXc0.logn/2

(3.4)

is the best-known bound, with c0 D 1:564, by Lemke Oliver and Thorne [61]; this improves
on Couveignes [25], Ellenberg and Venkatesh [36], and Schmidt [75]. For lower bounds, in
general the record is Nn.X/ � X1=2C1=n, for all n � 7 [12]. For any n divisible by p D 2; 3

or 5, Klüners (personal communication) has observed that Nn.X/ � X , since there exists a
field F=Q of degree n=p such that degree p Sp-extensions of F exhibit linear asymptotics.

Tackling the problem of counting primes with certain splitting conditions in a spe-
cific field via the dual problem of counting fields with certain local conditions at specific
primes seems out of reach for higher degree fields. How about tackling the problem of count-
ing primes directly?

4. Counting primes with L-functions

The prime number theorem states that the number �.x/ of primes p � x satis-
fies �.x/ � Li.x/ as x ! 1. To count small primes, or primes in short intervals, requires
understanding the error term, as well as the main term. For each 1=2 � � < 1, the statement

�.x/ D Li.x/ C O.x�C"/ for all " > 0 (4.1)

is essentially equivalent to the statement that the Riemann zeta function �.s/ is zero-free for
<.s/ > � [27, Ch. 18]. The Riemann Hypothesis conjectures this is true for � D 1=2; it is
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not known for any � < 1. The best known Vinogradov–Korobov zero-free region is:

� � 1 �
C

.log t /2=3.log log t /1=3
; t � 3; (4.2)

with an absolute constant C > 0 computed by Ford [37].
To count primes with a specified splitting type in a Galois extension L=Q of degree

nL � 2, consider the counting function

�C .x; L=Q/ D

ˇ̌̌̌²
p � x W p unramified in L;

�
L=Q

p

�
D C

³ˇ̌̌̌
; (4.3)

in which Œ L=Q
p

� is the Artin symbol and C is any fixed conjugacy class in G D Gal.L=Q/.
For example, when L D Q.e2�i=q/, this can be used to count primes in a fixed residue class
modulo q. Or, for example, for anyGalois extensionL=Q, whenC D ¹Idº, this counts primes
that split completely in L. By the celebrated Chebotarev density theorem [88],

�C .x; L=Q/ �
jC j

jGj
Li.x/; as x ! 1. (4.4)

But just as for�.x/, to count small primes accurately requires more quantitative information.
A central goal is to prove an asymptotic for �C .x;L=Q/ that is valid for x very small relative
to DL D jDiscL=Qj, and with an effective error term. This requires exhibiting a zero-free
region for the Dedekind zeta function �L.s/. This is more complicated than (4.2), due to the
possibility of an exceptional Landau–Siegel zero: within the region

� � 1 � .4 logDL/�1; jt j � .4 logDL/�1; (4.5)

�L.� C i t/ can contain at most one (real, simple) zero, denoted ˇ0 if it exists. (As observed
by Heilbronn and generalized by Stark, if ˇ0 exists then it must “come from” a quadratic
field, in the sense that L contains a quadratic subfield F with �F .ˇ0/ D 0 [47,83].)

Lagarias and Odlyzko used the zero-free region (4.5) to prove there exist absolute,
computable constants C1; C2 such that for all x � exp.10nL.logDL/2/,ˇ̌̌̌

�C .x; L=Q/ �
jC j

jGj
Li.x/

ˇ̌̌̌
�

jC j

jGj
Li.xˇ0/ C C1x exp

�
�C2n

�1=2
L .log x/1=2

�
; (4.6)

in which the ˇ0 term is present only if ˇ0 exists (see [60], and Serre [77]). This was the
first effective Chebotarev density theorem. It can be difficult to apply to questions of interest
because of the mysterious ˇ0 term, and because x must be a large power of DL (certainly
at least x � D

10nL

L ). In contrast, to apply the Ellenberg–Venkatesh criterion to a field K of
degree n, we aim to exhibit primes p < D

�
K that split completely in the Galois closure QK

(and hence inK), with � � 1=.2`.n � 1// ! 0 as n;` ! 1. (These primes are even smaller
relative to D QK , since D

jGj=n
K �G D QK �G D

jGj=2
K , where G D Gal. QK=Q/ [72].)

If GRH holds for �L.s/, then �L.s/ is zero-free for <.s/ > 1=2, and Lagarias and
Odlyzko improve (4.6) in three ways: (i) it is valid for x � 2; (ii) the ˇ0 term is not present;
(iii) the remaining error term is O.x1=2 log.DLxnL//. Properties (i) and (ii) show that for
every � > 0, for every degree n extensionK=QwithDK sufficiently large, at least� �.D

�
K/

primes p � D
�
K split completely in the Galois closure QK (and hence in K). When input into
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the Ellenberg–Venkatesh criterion, this is the source of the GRH-bound (2.5) for all integers
` � 2.

Here is a central goal: improve the Chebotarev density theorem (4.6) without assum-
ing GRH, so that (i0) for any � > 0 it is valid for x as small as x � D

�
L (for all DL sufficiently

large) and (ii) the ˇ0 term is not present. (For many applications, the final error term in (4.6)
suffices as is.) If this held forL D QK the Galois closure of a fieldK, the Ellenberg–Venkatesh
criterion would imply the GRH-bound (2.5) for `-torsion in ClK for all integers ` � 2, with-
out assuming GRH. Recently, Pierce, Turnage-Butterbaugh, and Wood showed that the key
improvements (i0) and (ii) hold if for some 0 < ı � 1=4, �L.s/=�.s/ is zero-free for s D � C i t

in the box
1 � ı � � � 1; jt j � logD

2=ı
L : (4.7)

Proving this for any particularL-function �L.s/=�.s/ of interest is out of reach. Instead, it can
be productive to study a family of L-functions. In particular, if F D Fn.GI X/ is a family
of degree n fields with fixed Galois group of the Galois closure, property C�

F ;`
.�GRH/ will

follow (for all integers ` � 2) if it is true for almost all fieldsK 2 Fn.GIX/, that � QK.s/=�.s/

is zero-free in the box (4.7). This was the strategy Pierce, Turnage-Butterbaugh, and Wood
developed in [72], which we will now briefly sketch.

4.1. Families of L-functions
There is a long history of estimating the density of zeroes within a certain region,

for a family of L-functions. If we can show there are fewer possible zeroes in the region than
there are L-functions in the family, then some of the L-functions must be zero-free in that
region. We single out a result of Kowalski and Michel, who used the large sieve to prove
a zero density result for families of cuspidal automorphic L-functions [56]. In particular,
for suitable families, their result implies that almost all L-functions in the family must be
zero-free in a box analogous to (4.7).

There are two fundamental barriers to applying this to our problem of interest: the
representation underlying � QK.s/=�.s/ is not always cuspidal, and it is not always known to
be automorphic. Suppose G has irreducible complex representations �0; �1; : : : ; �r , with �0

the trivial representation. Then for K 2 Fn.GI X/, � QK is a product of Artin L-functions,

� QK.s/=�.s/ D

rY
j D1

L.s; �j ; QK=Q/dim�j : (4.8)

The Artin (holomorphy) conjecture posits that for each nontrivial irreducible representation
�j , L.s; �j ; QK=Q/ is entire. The (strong) Artin conjecture posits that for each nontrivial irre-
ducible representation �j , there is an associated cuspidal automorphic representation � QK;j

of GL.mj /=Q, and L.s; � QK;j / D L.s; �j ; QK=Q/. This is known for certain types of repre-
sentations of certain groups, but otherwise is a deep open problem (see recent work in [19]).
For the moment, we will proceed by assuming the strong conjecture. Then the factorization
(4.8) naturally slices the family � QK.s/=�.s/, as K varies over Fn.GI X/, into r families
L1.X/; L2.X/; : : : ; Lr .X/, where each Lj .X/ is the set of cuspidal automorphic repre-
sentations � QK;j associated to the representation �j . Kowalski and Michel’s result applies
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to each family Lj .X/ individually. This proves that every representation � 2 Lj .X/ has
associated L-function L.s; �/ being zero-free in the box (4.7)—except for a possible subset
of “bad” representations � , of density zero in Lj .X/, for which L.s; �/ could have a zero
in the box. (Of course, no such zero exists if GRH is true, but we are not assuming GRH.)

Now a crucial difficulty arises: if there were a “bad” representation � 2 Lj .X/,
in how many products (4.8) could it appear, as K varies over Fn.GI X/? Each field K

for which the “bad” factor L.s; �/ appears could have a zero of � QK.s/=�.s/ in (4.7). Thus
the crucial question is: for a fixed nontrivial irreducible representation � of G, how many
fields K1; K2 2 Fn.GI X/ have L.s; �; QK1=Q/ D L.s; �; QK2=Q/? This can be stated a
different way. Given a subgroup H of G, let QKH denote the subfield of QK fixed by H . It
turns out that the question can be transformed into: how many fields K1; K2 2 Fn.GI X/

have QK
Ker.�/
1 D QK

Ker.�/
2 ? Let us call this a collision. If a positive proportion of fields in

Fn.GI X/ can collide for �j , then via the factorization (4.8), the possible existence of even
one “bad” element in Lj .X/ could allow a positive proportion of the functions � QK.s/=�.s/

to have a zero in (4.7). In particular, then this approach would fail to prove C�
F ;`

.�GRH/

for the family F D Fn.GI X/. To rule this out, we aim to show that for each nontrivial
irreducible representation �j of G, collisions are rare.

We define the “collision problem” for the family Fn.GI X/: how big is

max
�

max
K12Fn.GIX/

ˇ̌®
K2 2 Fn.GI X/ W QK1

Ker.�/
D QK2

Ker.�/¯ˇ̌
‹ (4.9)

Here the maximum is over the nontrivial irreducible representations � of G with Ker.�/

a proper normal subgroup of G. Suppose for a particular family Fn.GI X/, the collisions
(4.9) number at most � X˛ . Then the strategy sketched here ultimately shows that aside
from at most � X˛C" exceptional fields (for any " > 0), every field in K 2 Fn.GI X/ has
the property that an improved Chebotarev density theorem with properties (i0) and (ii) holds
for its Galois closure QK. If we can prove simultaneously that jFn.GI X/j � Xˇ for some
ˇ > ˛, then the improved Chebotarev density theorem holds for almost all fields in the family.
Consequently, we would obtain property C�

F ;`
.�GRH/, for all integers ` � 2.

Thus the goal of bounding `-torsion in class groups of fields in the familyFn.GIX/

has been transformed into a question of counting how often certain fields share a subfield. For
which families can the collision problem (4.9) be controlled? For some groups, the number
of collisions can be � jFn.GI X/j (for example, G D Z=4Z/. On the other hand, if G is a
simple group, or if all nontrivial irreducible representations of G are faithful, the number of
collisions is � 1 (but a lower bound jFn.GI X/j � Xˇ for some ˇ > 0 may not be known,
yet). In general, controlling the collision problem is difficult.

One idea is to restrict attention to an advantageously chosen subfamily of fields, call
it F �

n .GI X/ � Fn.GI X/. To bound (4.9) within a subfamily it suffices to count

max
H

max
F

deg.F=Q/DŒGWH�

ˇ̌®
K 2 F �

n .GI X/ W QKH
D F

¯ˇ̌
: (4.10)

HereH ranges over the proper normal subgroups ofG that appear as the kernel of some non-
trivial irreducible representation. For some groups G, ifF �

n .GI X/ is defined appropriately,
this can be further transformed into counting number fields with fixed discriminant.
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Let us see how this goes in the example G D Sn with n D 3 or n � 5, so that
An is the only nontrivial proper normal subgroup (the kernel of the sign representation).
Consider the subfamily F �

n .SnI X/ of fields with square-free discriminant. (These are a
positive proportion of all degree n Sn-fields for n � 5 and conjecturally so for n � 6.) Then
for H D An and F a fixed quadratic field, it can be shown that any field K counted in (4.10)
must have the property that DK D DF (up to some easily controlled behavior of wildly
ramified primes). Under this very strong identity of discriminants, (4.10) is dominated by

max
D�1

ˇ̌®
K 2 F �

n .SnI X/ W DK D D
¯ˇ̌

: (4.11)

This strategy transforms the collision problem into counting fields of fixed discriminant.
For certain other groups G, (4.10) can also be dominated by a quantity analogous

to (4.11) if the subfamily F �
n .GI X/ is defined by specifying that each prime that is tamely

ramified in K has its inertia group generated by an element in a carefully chosen conjugacy
class I of G. For such a group G, the final step in this strategy for proving improved Cheb-
otarev density theorems for almost all fields in the family F �

n .GI X/ is to bound (4.11). If
jF �

n .GI X/j � Xˇ is known, it suffices to prove (4.11) is � X˛ for some ˛ < ˇ. In gen-
eral, counting number fields with fixed discriminant is very difficult—we will return to this
problem later. But for some families F �

n .GI X/, (4.11) can be controlled sufficiently well,
relative to a known lower bound for jF �

n .GI X/j.
This is the strategy developed by Pierce, Turnage-Butterbaugh, and Wood in [72].

The result is an improved Chebotarev density theorem, with properties (i0) and (ii), that
holds unconditionally for almost all fields in the following families: (a) Fp.CpI X/ cyclic
extensions of any prime degree; (b) F �

n .CnI X/ totally ramified cyclic extensions of any
degree n � 2; (c) F �

p .DpI X/ prime degree dihedral extensions, I being the class of order
2 elements; (d) F �

n .SnI X/ fields of square-free discriminant, n D 3; 4; and (e) F �
4 .A4I X/,

I being either class of order 3 elements. Conditional on the strong Artin conjecture, they
proved the improvedChebotarev density theorem also holds for almost all fields in the follow-
ing families: (f) F �

5 .S5I X/ quintic fields of square-free discriminant; and (g) Fn.AnI X/,
for all n � 5. (There are other families, such as F �

n .SnI X/ for n � 6, to which the strategy
applies, but the current upper bound known for (4.11) is larger than the known lower bound
for jF �

n .SnI X/j.) As a consequence, Pierce, Turnage-Butterbaugh, and Wood proved for
each family (a)–(e) that C�

F ;n.�GRH/ holds unconditionally for all integers ` � 2, and it
holds for each family (f)–(g) under the strong Artin conjecture. This was the first time such
a result was proved for families of fields of arbitrarily large degree.

4.2. Further developments
Since the work outlined above, many interesting new developments have followed,

relating to zero density results for families of L-functions, Chebotarev density theorems for
families of fields, and `-torsion in class groups of fields in specific families.

First, there has been renewed interest in zero density results for families of
L-functions, concerning potential zeroes in regions close to the line<.s/ D 1, and extending
the perspective of Kowalski and Michel [56]; see, for example, [18,49,87].

1952 L.B. Pierce



Second, several new strategies have focused on the problem of proving effective
Chebotarev density theorems for almost all fields in a family. The work in [72] raised sev-
eral desiderata. Some groups G have the property that no ramification restriction exists that
allows the “collision problem” in the form (4.10) to be transformed into a “discriminant
multiplicity problem” in the form (4.11). For example, this occurs for any noncyclic abelian
group, or D4. These cases remain open; instead, An recently proved a Chebotarev density
theorem for almost all fields in a family of quartic D4-fields associated to a fixed biquadratic
field [2]. Another significant desideratum was to remove the dependence on the strong Artin
conjecture. Thorner and Zaman recently achieved this, by proving a zero density estimate
directly for Dedekind zeta functions, without passing through the factorization (4.8) [86].
But that work is still explicitly conditional on the ability to control a collision problem sim-
ilar to (4.9), for which the best known strategy is still the approach of [72].

Most recently, the collision problem has been bypassed for certain groupsG by inter-
esting new work of Lemke Oliver, Thorner, and Zaman [62]. Their key idea when studying
fields in a familyFn.GIX/ is to prove a zero-free region not for � QK=� but for � QK=� QKN where
N is a nontrivial normal subgroup of G. This allows them to replace a collision problem like
(4.9) by an “intersection multiplicity problem,” bounding

max
K12Fn.GIX/

ˇ̌®
K2 2 Fn.GI X/ W QK1 \ QK2 ¤ QKN

1 \ QKN
2

¯ˇ̌
: (4.12)

The number of exceptional fields, for which a desired Chebotarev-type theorem cannot be
verified, is then dominated by (4.12) (up to X"). This is advantageous if G has a unique
minimal nontrivial normal subgroup N , so that (4.12) is � 1. But as a trade-off, one no
longer obtains an effective Chebotarev density theorem for each conjugacy class C in G.

Let �K.x/ count prime ideals p � OK with NK=Qp � x. Let F represent either of
the two following families: degree p fields K=Q for p prime, or degree n Sn-fields K=Q,
for any n � 2. Lemke Oliver, Thorner, and Zaman prove that except for at most � X"

exceptional fields, every K 2 F .X/ has j�K.x/ � �.x/j � C1x exp.�C2

p
log x/ for every

x � .logDK/C3.n;"/. In either family F , they obtain results on `-torsion by applying the
Ellenberg–Venkatesh criterion using prime ideals of degree 1. If ��

K.x/ counts only prime
ideals of degree 1, then ��

K.x/ D �K.x/ C On.
p

x/, so the above result exhibits many small
prime ideals of degree 1. Thus for either family,C�

F ;n.�GRH/ holds unconditionally for all `

(and the exceptional set is very small). (They also exhibit infinitely many degree n Sn-fields
K with ClK as large as possible, but jClK Œ`�j bounded by (2.5) for all `; and infinitely many
totally real degree n Sn-fieldsK with ClK containing an element of exact order ` and jClK Œ`�j

bounded by (2.5).) What happens when G does not have a unique minimal nontrivial normal
subgroup? Here is an open question: in general, when N is a nontrivial normal subgroup of
G (not necessarily unique or minimal), what is the true order of growth of (4.12) asX ! 1?
Questions about this “intersection multiplicity” are gathered in [62].

Third, increased attention has turned to bounding `-torsion in class groups for all
fields in special families specified by the Galois group: that is, proving property CF ;`.�/

for some � < 1=2. First, Klüners and Wang have proved CF ;p.0/ for the familyFpr .GI X/

for any p-group G; this generalizes the application of genus theory to prove C2;2.0/ [54].
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Second, let G D .Z=pZ/r be an elementary abelian group of rank r � 2, with p prime.
Wang has shown that for every `, within the family of Galois G-fields K=Q, property
CF ;`.1=2 � ı.`; p// holds for some ı.`; p/ > 0 [91]. Since the savings ı.`; p/ is inde-
pendent of the rank, for r sufficiently large this is better than CF ;`.�GRH/. The method of
proof plays off the interaction of three facts arising from the precise structure of G: first,
jClK Œ`�j factors as a product of jClF Œ`�j where F varies over the � pr�1 many degree p

subfields of K, so it suffices to bound one of these factors nontrivially. Second, any rational
prime splits completely in � pr�2 of these subfields, so at least one subfield has a posi-
tive proportion of primes splitting completely in it. Third, the sizes of the discriminants of
the subfields can be played against each other, so that known prime-counting results (which
may a priori seem to count primes that are “too large”) suffice for the application of the
Ellenberg–Venkatesh criterion. This is an interesting counterpoint to the methods described
earlier. In another direction, Wang has developed the notion of a forcing extension; certain
nilpotent groups can be built from elementary p-groups via forcing extensions. If G0 is con-
structed from G by a forcing extension, then CF 0;`.�0/ can be deduced from CF ;`.�/,
for some �; �0 < 1=2, where F is the family of G-extensions and F 0 is the family of
G0-extensions [89].

All of the results mentioned in this section (except where genus theory suffices)
directly apply or build on the Ellenberg–Venkatesh criterion. Can this criterion be strength-
ened? Ellenberg has suggested some possible improvements in [32]. In particular, let
�.K/ WD inf¹HK.˛/ W K D Q.˛/º denote the minimum (relative) multiplicative Weil height
of a generating element ofK. Roughly speaking, Ellenberg notes the criterion (2.4) can actu-
ally allow prime ideals with norms as large as �.K/1=`. The restriction to norms < D

1
2`.n�1/

K

in (2.4) was made since the lower bound �.K/ � D
1

2.n�1/

K holds for all fields [80]. Widmer,
also with Frei, has shown that �.K/ can be enlarged for almost all fields in certain families,
leading to improved upper bounds for `-torsion in those fields [41,95]. That is, they improve
the very notion of the “GRH-bound” (2.5), and show that the parameter we have called�GRH

can actually be taken smaller for some fields. Their work raises interesting open questions:
what upper and lower bounds hold for �.K/, for all (or almost all) fields in a family? Ruppert
[74] has conjectured uniform upper bounds �.K/ � D

1=2
K (now proved for almost all fields in

some families by [72]). If this is true, the Ellenberg–Venkatesh criterion would hit a barrier,
for most fields, with a result like jClK Œ`�j � D

1=2�1=2`C"
K for any degree n, still far from

the `-torsion Conjecture. It would be very interesting to find a new, different criterion.

5. Why do we expect the `-torsion conjecture to be true?

Recall that the `-torsion Conjecture 2.1 is still known only in the case stemming
from Gauss’s work, namely for n D 2, ` D 2. It is a good idea to affirm why we believe the
`-torsion Conjecture should be true. We will consider this from three perspectives.
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5.1. From the perspective of the Cohen–Lenstra–Martinet heuristics
So far, when we have mentioned a result for almost all fields in a family, we have

not focused on the size of a potential exceptional set, other than showing it is smaller than
the size of the full family. But to understand the `-torsion Conjecture, we must quantify a
potential exceptional set, and show that for all sufficiently large discriminants, it is empty.

Let us abstract this, for a family F0.X/ of fields K with DK in a dyadic range
.X=2;X�, fromwhich more general results can easily be deduced by summing over� logX

dyadic ranges. Suppose f W F0.X/ ! N is a function with f .K/ � Da
K for all K. Suppose

that for some� < awe can improve this to f .K/ � D�
K for allK outside of some exceptional

set E�
0 .X/ � F0.X/. ThenX

K2F0.X/

f .K/ D

X
K2F0.X/nE�

0 .X/

f .K/ C

X
K2E�

0 .X/

f .K/ �
ˇ̌
F0.X/

ˇ̌
X�

C
ˇ̌
E�

0 .X/
ˇ̌
Xa:

(5.1)

As long as jE�
0 .X/j � jF0.X/jX�.a��/, this shows that f .K/ � X� on average. On the

other hand, suppose we know
P

K2F0.X/ f .K/ � Xb . Then a potential set of exceptions
E�

0 .X/ D ¹K 2 F0.X/ W f .K/ > D�
K º can be controlled by

X�
ˇ̌
E�

0 .X/
ˇ̌

�

X
K2E�

0 .X/

f .K/ �

X
K2F0.X/

f .K/ � Xb : (5.2)

Thus jE�
0 .X/j � Xb��, and exceptional fields are density zero in F0.X/, provided

Xb�� D o.jF0.X/j/. That is, a nontrivial upper bound on `-torsion for “almost all” fields
in a family F is essentially equivalent to the same upper bound “on average.”

To verify the `-torsion Conjecture, we wish to show a “pointwise” bound: for every
" > 0, there exists D" such that when DK � D", there are no exceptions to the bound
jClK Œ`�j � D"

K . The key is to consider not averages but arbitrarily high kth moments. In
the general setting above, suppose that we know

P
K2F0.X/ f .K/k � Xb , for a real number

k � 1. Then for any fixed� > 0, adapting the argument (5.2) shows that jE�
0 .X/j � Xb�k�.

If the kthmoment is uniformly bounded byXb for a sequence of k ! 1, then for each� > 0,
we can take k sufficiently large to conclude that the set of exceptions is empty.

This perspective has been applied by Pierce, Turnage-Butterbaugh, andWood in [73]

to prove that the `-torsion Conjecture holds for all fields in a family F .X/ if there is a real
number ˛ � 1 such that for a sequence of arbitrarily large k,X

K2F .X/

ˇ̌
ClK Œ`�

ˇ̌k
�n;`;k;˛

ˇ̌
F .X/

ˇ̌˛
; for all X � 1. (5.3)

The Cohen–Lenstra–Martinet heuristics predict that (5.3) holds, in the form of an even
stronger asymptotic with ˛ D 1, for all integers k � 1, for families of Galois G-extensions,
at least for all primes ` − jGj. The appropriate moment formulation can be found in [21]

for degree 2 fields and in [92] for higher degrees, building on [22]. This confirms that the
`-torsion Conjecture follows from another well-known set of conjectures.

The Cohen–Lenstra–Martinet heuristics are a subject of intense interest and much
recent activity. Here are some spectacular successes most closely related to our topic. Dav-
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enport and Heilbronn [28] have provedX
deg.K/D2
0<DK�X

ˇ̌
ClK Œ3�

ˇ̌
�

�
2

3�.2/
C

1

�.2/

�
X I (5.4)

second-order terms have been found in [5,11,85]. Bhargava [7] has provedX
deg.K/D3
0<DK�X

ˇ̌
ClK Œ2�

ˇ̌
�

�
5

48�.3/
C

3

8�.3/

�
X; (5.5)

in which each isomorphism class of fields is counted once. Very recently, [63] obtained ana-
logues of (5.4) for averages over F2m.GI X/ for any permutation group G � S2m that is a
transitive permutation 2-group containing a transposition. See also the work of Smith on the
distribution of 2k-class groups in imaginary quadratic fields [81]; Koymans and Pagano on
`k-class groups of degree ` cyclic fields [59]; Klys on moments of p-torsion in cyclic degree
p fields (conditional on GRH for p � 5) [55]; Milovic and Koymans on 16-rank in quadratic
fields [57,58]; Bhargava and Varma [13,14] elaborating on (5.4) and (5.5).

The perspective of moments (5.3) provides a strong motivation to prove the kth
moment bounds for `-torsion. Fouvry and Klüners have proved an asymptotic for the kth
moments related to 4-torsion when K is quadratic, for all integers k � 1 [38]. Heath-Brown
and Pierce have proved nontrivial bounds for the kth moments of `-torsion for imaginary
quadratic fields, for all odd primes ` [46]. For example, they establish secondmoment boundsX

KDQ.
p

˙D/
D�X

ˇ̌
ClK Œ3�

ˇ̌2
� X23=18;

X
KDQ.

p
�D/

D�X

ˇ̌
ClK Œ`�

ˇ̌2
� X2� 3

`C1 ; ` � 5 prime, (5.6)

as well as results for the kth moments for all k � 1. In general, proving tighter control on
the size of an exceptional family E�

0 .X/ can be used to deduce a better moment bound for
jClK Œ`�j, similar to (5.1). This has recently been exploited by Frei and Widmer, in combina-
tion with refinements of the Ellenberg–Venkatesh criterion, to improve moment bounds on
`-torsion for the families of fields studied in [72] (if ` is sufficiently large); see [41].

Let us mention a connection to elliptic curves; this was after all the setting in which
Brumer and Silverman initially posed the `-torsion Conjecture. Let E.q/ denote the number
of isomorphism classes of elliptic curves over Q with conductor q. Brumer and Silverman
have conjectured that E.q/ �" q" for every q � 1, " > 0 [17]. Conditionally, this follows
from GRH combined with a weak form of the Birch–Swinnerton-Dyer conjecture. They also
showed this follows from the 3-torsion Conjecture for quadratic fields, by proving

E.q/ �" q" max
1�D�1728q

ˇ̌
ClQ.

p
˙D/Œ3�

ˇ̌
; for all " > 0. (5.7)

Duke and Kowalski have combined this with the celebrated asymptotic (5.4) to boundP
1�q�Q E.q/ � Q1C" for every " > 0 [30]. (See also [39] for ordering by discriminant.)

Pierce, Turnage-Butterbaugh, and Wood have recently proved that for all k � 1, the kth
moment of 3-torsion in quadratic fields dominates the kth moment of E.q/, for a numer-
ical constant  � 1:9745 : : : coming from [48], which sharpened the relation (5.7). Thus
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new moment bounds for E.q/ can be obtained from (5.6), for example. Here is an open
problem: prove that

P
1�q�Q E.q/ D o.Q/. This would show for the first time that integers

that are the conductor of an elliptic curve have density zero in Z. In fact, it is conjectured by
Watkins that this average is asymptotic to cQ5=6 for a certain constant c [94] (building on an
analogous conjecture by Brumer–McGuinness for ordering by discriminant [16]).

To conclude, in this section we saw that the truth of the `-torsion Conjecture is
implied by the truth of the well-known Cohen–Lenstra–Martinet heuristics on the distribu-
tion of class groups.

5.2. From the perspective of counting number fields of fixed discriminant
LetK=Q be a degree n extension. The Hilbert class fieldHK is the maximal abelian

unramified extension ofK, and ClK is isomorphic to Gal.HK=K/. A second way to motivate
the `-torsion Conjecture is to count intermediate fields between K and HK .

Here is an argument recorded by Pierce, Turnage-Butterbaugh, and Wood in [73].
Fix a prime ` and write ClK additively, so that ClK Œ`� ' ClK =` ClK . Now define the
fixed field L D H

`ClK
K lying between K and HK , so Gal.L=K/ ' ClK Œ`�. Each surjection

ClK Œ`� ! Z=`Z generates an intermediate fieldM , withK � M � L and deg.M=Q/ D n`.
If jClK Œ`�j D `r , say, this produces � `r�1 such fields M . The crucial point is that since HK

is an unramified extension, all these fields satisfy a rigid discriminant identity DM D D`
K .

Consequently, if we can count how many number fields of degree n` can share the same
fixed discriminant, then we can bound `-torsion in ClK . (We have seen this problem before.)
We formalize the problem of counting number fields of fixed discriminant as follows:

Property Dn.�/. Fix a degree n � 2. PropertyDn.�/ holds if for every " > 0 and for every
fixed integer D > 1, at most �n;" D�C" fields K=Q of degree n have DK D D.

The strategy sketched above ultimately proves that property Dn`.�/ implies
Cn;`.`�/. This leads inevitably to the question: is property Dn`.0/ true? Here is a con-
jecture:

Conjecture 5.1 (Discriminant multiplicity conjecture). For each n � 2, for every " > 0, and
for every integer D > 1, at most �n;" D" fields K=Q of degree n have DK D D.

This conjecture has been recorded by Duke [29]. It implies the `-torsion Conjecture,
a link noted in [29, 35] and quantified in [73]. Recall the conjecture (3.3) for counting all
fields of degree n and discriminant DK � X . The Discriminant Multiplicity Conjecture for
degree n would immediately imply Nn.X/ � X1C", which indicates its level of difficulty.
Of course, in general, propertyDn.�/ implies Nn.X/ � X1C�C" for all " > 0. (In terms of
lower bounds, Ellenberg and Venkatesh have noted there can be � Dc= log logD extensions
K=Q with a fixed Galois group and fixed discriminant D [35].)

The Discriminant Multiplicity Conjecture posits that Dn.0/ holds for each n � 2.
This is true for n D 2, but it is not known for any other degree. For degrees n D 3; 4; 5,
the best-known results currently are D3.1=3/ by [34]; D4.1=2/ as found in [52, 72, 73, 97];
D5.199=200/ as found in [33], building on [9, 79]. Currently for n � 6, the only result for
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Dn.�/ is a trivial consequence of counting fields of bounded discriminant, as in (3.4), so
in particular � D c0.logn/2 > 1 in those cases. It would be very interesting to improve the
exponent known for Dn.�/, for any fixed degree n � 3.

As is the case for many of the problems surveyed in this paper, it can also be prof-
itable to study the problem within a family F of degree n extensions:

Property DF ;n.�/. Fix a degree n � 2. Property DF ;n.�/ holds if for every " > 0 and for
every fixed integer D > 1, at most �n;" D�C" fields K=Q in the family F have DK D D.

This is the type of property Pierce, Turnage-Butterbaugh, and Wood used to control
the collision problem, in the form (4.11) [72]. Property DF ;n.0/ has recently been proved by
Klüners andWang, for the familyF D Fn.GIX/ of degree n G-extensions for any nilpotent
groupG. This was built from the truth of propertyCF ;p.0/ forF being the family of Galois
H -extensions for H a p-group, in [54]. There are many other cases where it is an interesting
open problem to improve the known bound for Property DF ;n.�/.

To conclude, in this section we saw that the `-torsion Conjecture follows from the
Discriminant Multiplicity Conjecture. Now, recall that we saw in the context of bounding
`-torsion that uniform bounds for arbitrarily high moments can imply strong “pointwise”
results for every field. Can the method of moments be used to approach the Discriminant
Multiplicity Conjecture too? We turn to this idea next.

5.3. From the perspective of counting number fields of bounded discriminant
We come to a third motivation to believe the `-torsion Conjecture. Recall the defi-

nition (3.1) of a family Fn.GI X/ of degree n fields K=Q with Gal. QK=Q/ isomorphic (as
a permutation group) to a nontrivial transitive subgroup G � Sn. Each element g 2 G has
an index defined by ind.g/ D n � og , where og is the number of orbits of g when it acts on
a set of n elements. Define a.G/ according to a.G/�1 D min¹ind.g/ W 1 ¤ g 2 Gº; we see
that 1

n�1
� a.G/ � 1. Malle has made a well-known conjecture [65]:

Conjecture 5.2 (Malle). For each n � 2, for each transitive subgroup G � Sn,ˇ̌
Fn.GI X/

ˇ̌
�G;" Xa.G/C"; for all " > 0. (5.8)

Also, jFn.GI X/j �G Xa.G/.

The full statement of this conjecture is an open problem. Its difficulty is indicated
by the fact that it implies a positive solution to the inverse Galois problem for number fields.
(A refinement in [66] specified a power of logX in place of X"; counterexamples to this
refinement have been found in [50], but the upper bound in (5.8) is expected to be true.)

Malle’s Conjecture has been proved for abelian groups, with a strategy by Cohn
[24], and asymptotic counts by Mäki [64], Wright [97]. For n D 3; 4; 5, it is known for Sn by
the asymptotic (3.3), and for D4 by Baily [3] (refined to an asymptotic in [20]). It is known
for C2 o H under mild conditions on H (in particular, for at least one group of order n

for every even n) by [53], and for Sn � A with A an abelian group by [67, 90]. For prime
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degree p Dp-fields, upper and lower bounds are closely related to p-torsion in class groups
of quadratic fields, and have been studied in [23,41,51].

For many groups, it is a difficult open problem to prove upper or lower bounds
approaching Malle’s prediction. In many results surveyed here, proving a lower bound for
jFn.GI X/j has been an important step, to verify a result applies to “almost all” fields in a
family. For many groups G, it is not even known that jFn.GI X/j � Xˇ for some ˇ > 0 as
X ! 1. Here is a tool to prove such a result: suppose f .X;T1; : : : ;Ts/ 2 QŒX;T1; : : : ;Xs� is
a regular polynomial of total degree d in the Ti and of degree m in X with transitive Galois
group G � Sn over Q.T1; : : : ; Ts/. Then jFn.GI X/j �f;" Xˇ�" for every " > 0, with
ˇ D

1�jGj�1

d.2m�2/
; this is proved in [72]. For G D An, a polynomial f exhibited by Hilbert can

be input to this criterion, implying that jFn.AnI X/j � XˇnC" for some ˇn > 0, providing
the first lower bound that grows like a power of X . Here is an open problem: for many
groups G, no such polynomial f has yet been exhibited.

Nowwe focus on the conjectured upper bound (5.8) for counting fields with bounded
discriminant. For any family F D Fn.GI X/ of fields, the strong “pointwise” property
DF ;n.0/ implies Malle’s “average” upper bound (5.8) for the group G; see [54]. What is
more surprising is that there is a converse to this. This relates to our question: can the
method of moments be used to deduce the Discriminant Multiplicity Conjecture? Formally,
it can. Given a family F of fields, for each integer D � 1 let m.D/ denote the number of
fields K 2 F with DK D D. If arbitrarily high kth moment bounds are known for the func-
tion m.D/, the Discriminant Multiplicity Conjecture follows; see [73]. But the first moment
of m.D/ is the subject of the Malle Conjecture (5.8), so the method of moments certainly
seems a difficult avenue to pursue. Yet interestingly, Ellenberg and Venkatesh have shown
that in this context the kth moments can be repackaged as averages.

Informally, the idea is to replace bounding the kth moment of the function m.D/

for G-Galois fields in a family F by counting fields in a family F .k/ of Gk-Galois fields.
Ellenberg and Venkatesh order the fields in F .k/ not by discriminant DK , but (roughly
speaking) by the square-free kernel D#

K of the discriminant. They generalize the Malle Con-
jecture to posit that in this ordering, � X1C" fields in F .k/ have D#

K � X , uniformly for
all integers k � 1. Assuming this conjecture, suppose there are m.D/ many G-Galois fields
K1; : : : ;Km.D/ withDKi

D D. Taking composita of k of these generates at least�k m.D/k

many Gk-Galois fields in the family F .k/, with D#
K � D. If we suppose m.D/ � D˛ for

some ˛ > 0 and a sequence of D ! 1, under the generalized Malle Conjecture it must be
that ˛k � 1 for all k � 1. Hence ˛ must be arbitrarily small, as desired.

In full generality, Ellenberg and Venkatesh propose a generalized Malle Conjecture
in terms of an f -discriminant, for any rational class function f , and an appropriate gen-
eralization aG.f / of the exponent in (5.8). They verify that for a particular choice of f ,
this implies the Discriminant Multiplicity Conjecture. More recently, Klüners and Wang
have shown directly that Malle’s Conjecture (5.8) for all groups G implies the Discriminant
Multiplicity Conjecture (also over any number field) [54].

Let us sum up: the upper bound (5.8) in Malle’s Conjecture for all groups G implies
the Discriminant Multiplicity Conjecture. The Discriminant Multiplicity Conjecture implies
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the `-torsion Conjecture. Also, the Discriminant Multiplicity Conjecture forFn.GIX/ (that
is, propertyDF ;n.0/) impliesMalle’s Conjecture forFn.GIX/. Moreover, there is onemore
converse: Alberts has shown that if the `-torsion Conjecture is true for all solvable extensions
and all primes ` (even just in an average sense), then Malle’s upper bound (5.8) holds for
all solvable groups [1]. Thus Malle’s Conjecture, the Discriminant Multiplicity Conjecture,
and the `-torsion Conjecture are truly equivalent, when restricted to solvable groups. These
relationships provide clear motivation for why so many methods described in this survey
have involved counting number fields.

In conclusion, we have seen from three different perspectives that the `-torsion
Conjecture should be true. But as Gauss wrote, “Demonstrationes autem rigorosae harum
observationum perdifficiles esse videntur.”
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Abstract

We survey recent developments on the Langlands–Rapoport conjecture for Shimura vari-
eties modulo primes and an analogous conjecture for Igusa varieties. We discuss resulting
implications on the automorphic decomposition of the Hasse–Weil zeta functions and `-
adic cohomology of Shimura varieties, along with further applications to the Langlands
correspondence and related problems.
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1. Introduction

Shimura varieties have been vital to number theory for their intrinsic beauty and
wide-ranging applications. They are simultaneously locally symmetric spaces and quasi-
projective varieties over number fields, serving as a geometric bridge between automorphic
forms and arithmetic. This feature has been particularly fruitful in the Langlands program.

This paper concentrates on the problem of understanding the Hasse–Weil zeta func-
tions and `-adic cohomology of Shimura varieties following the approach due to Langlands,
Kottwitz, Rapoport, and others. As such, we are naturally led to study integral models and
special fibers of Shimura varieties at each prime (Section 2), as epitomized by the Langlands–
Rapoport (LR) conjecture (Section 3). Below is a partial summary of this article:

LR1.Sh/ LR0.Sh/ks

��

+3 TF.Sh/ +3 app.Sh/OO

��
LR0.Ig/ +3 TF.Ig/ +3 app.Ig/:

Central to this paper is Theorem 3.2, asserting that LR0.Sh/, a version of the LR conjecture,
is true for Shimura varieties of abelian type with good reduction. This is a strengthening of
another version LR1.Sh/ which was previously verified by Kisin. Even though LR0.Sh/ is
weaker than the original LR conjecture (still wide open), it opens doors for most applications.
Indeed, the diagram shows howLR0.Sh/ implies a (stabilized) trace formula for cohomology
of Shimura varieties, designated as TF.Sh/, which in turn leads to interesting applications
(Section 4). In Sections 5–6, we survey related problems and directions in the bad reduction
case. Finally in Section 7, we review a parallel story for Igusa varieties, where LR0.Sh/

provides a key ingredient for proving the analogous assertion LR0.Ig/ for Igusa varieties.
The dotted vertical arrow suggests that interactions occur between certain applications to
Shimura and Igusa varieties, e.g., through Mantovan’s formula.

Conventions
Unless otherwise stated, cohomology means the `-adic étale cohomology with Ql -

coefficients. For an inverse limit of varieties X D .Xi / over a field k, we write H.X; Ql / for
lim
�!i

H.Xi �k
Nk;Ql /, with Nk a separable closure of k; likewise for cohomologywith compact

support. We adhere to cohomology with constant coefficients for simplicity, though the dis-
cussed results are valid more generally. In the LR conjecture, we omitZG.Qp/-equivariance
to keep the statements simple. If � is a topological group, H .�/ is the Hecke algebra of
locally constant compactly supported functions on� .WewriteA1D OZ˝Z Q for the ring of
finite adèles, and A1;p for the analogous ring without the p-component. Put MZp WD W.Fp/

for the Witt ring of Fp , and MQp WD
MZpŒ1=p�. Denote by � the Frobenius operator on MQp or

a finite unramified extension of Qp . When we have cohomology spaces H i .X/ (supported
on finitely many i ’s) with a group action, denote by ŒH.X/�D

P
i�0.�1/i H i .X/ the alter-

nating sum viewed in a suitable Grothendieck group of representations. For an algebraic
group G over Q and a field k over Q, write Gk WD G �SpecQ Spec k. We quietly fix field

1967 Points on Shimura varieties modulo primes



embeddings Q ,! C, Qv ,! C at each place v of Q, and identify the residue field of Qp

with Fp .

2. Shimura varieties with good reduction

Let G be a connected reductive group over Q, and X a G.R/-conjugacy class of
R-group morphisms ResC=RGm!GR. We say that .G;X/ is a Shimura datum if it satisfies
axioms (2.1.1.1)–(2.1.1.3) of [10]. Each .G;X/ determines a conjugacy class of cocharacters
� WGm! GC over C, whose field of definition is a number field E D E.G; X/� C. There
is an obvious notion of morphisms between Shimura data.

Thanks to Shimura, Deligne, Borovoi, and Milne, we have a G.A1/-scheme Sh
over E (in the sense of [10, 2.7.1], cf. [31, 1.5.1]), which is a projective limit of quasiprojective
varieties overE with aG.A1/-action. If .G;X/ is a Siegel datum, i.e.,G DGSp2n andX is
realized by the Siegel half-spaces of genus n for some n 2 Z�1, then we obtain (a projective
limit of) Siegel modular varieties as output. There is a hierarchy of Shimura data:

(PEL type) � (Hodge type) � (abelian type) � .all/:

Roughly speaking, Shimura varieties coming from PEL-type data are realized as moduli
spaces of abelian varieties with polarizations (P), endomorphisms (E), and level (L) struc-
tures.1 This case includes modular curves and, more generally, Siegel modular varieties. A
Shimura datum of Hodge type embeds in a Siegel datum by definition, and the correspond-
ing Shimura varieties embed in Siegel modular varieties. Abelian-type data are generalized
from those of Hodge type to cover the case when the Dynkin diagram of GQ consists of only
types A, B, C, and D, with a small exception in the type D case, cf. [10, §2.3].

Now we turn to integral models of Shimura varieties in the good reduction case.
A starting point is an unramified Shimura datum .G; X; p; G /, where .G; X/ is a Shimura
datum,p is a prime, andG is a reductivemodel ofG overZp . The existence ofG is equivalent
to the condition that GQp is an unramified group (i.e., quasisplit over Qp and split over an
unramified extension of Qp). Now we put Kp WD G .Zp/ and consider the G.A1;p/-scheme
ShKp over E, which is similar to Sh as above but has a fixed level Kp at p (while the level
subgroup away from p varies). Kisin [28] (p > 2) and Kim–Madapusi Pera [27] (p D 2)
proved the following fundamental result.

Theorem 2.1. If .G; X/ is of abelian type, then there exists a canonical integral model
SKp , which is an OE;.p/-scheme with a G.A1;p/-action, such that the generic fiber of SKp

is G.A1;p/-equivariantly isomorphic to ShKp .

Here “canonical” means that SKp is formally smooth over OE;.p/ and satisfies
the extension property of [28, (2.3.7)], which characterizes SKp uniquely up to a unique
isomorphism. The proof of the theorem reduces to the Hodge-type case and utilizes the

1 A caveat is that such a moduli space is in general a finite disjoint union of Shimura varieties
due to a possible failure of the Hasse principle for G. See [34, §8] for details.
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known canonical integral models in the Siegel case. Kisin constructs SKp by normalizing
the closure of ShKp in an ambient Siegel modular variety. The key point is to show formal
smoothness of SKp over OE;.p/ by deformation theory and integral p-adic Hodge theory.
The existence of canonical integral models is completely open beyond the abelian-type case.

3. The Langlands–Rapoport conjecture

Given an unramified Shimura datum, the Langlands–Rapoport (LR) conjecture con-
sists of two parts: (i) the existence of canonical integral models and (ii) a group-theoretic
description of Fp-points of such integral models. We already addressed (i) in Section 2,
which is a prerequisite for discussing (ii) in this section. There is an instructive analogy
between (ii) and a description of C-points [47, §16]. See Section 6.1 below for the case of bad
reduction. We recommend the introduction of [31] for a more detailed survey of the content
in this section.

3.1. Galois gerbs
Let k be a perfect field with an algebraic closure Nk. AGalois gerb over k consists of

a pair .G; G/, where G is a connected linear algebraic group over Nk, and G is a topological
group extension (with discrete topology on G. Nk/ and profinite topology on Gal. Nk=k/),

1! G. Nk/
i
! G

�
! Gal. Nk=k/! 1; (3.1)

such that (i) for every g 2G , the conjugation by g on G. Nk/ is induced by a Nk-group isomor-
phism �.g/�G

�
! G, and (ii) there exists a finite extension K=k in Nk such that � admits a

continuous section over Gal. Nk=K/. If G is a torus, then (ii) determines a model of G over
k. We often refer to .G; G/ as G and write G4 for G.

There is a natural notion of morphisms between Galois gerbs over k. Passing to
projective limits, we define pro-Galois gerbs .G; G/ over k, which still fit in (3.1) but with
G a pro-algebraic group over Nk. When G is a (pro-)Galois gerb over Q, we can localize it at
each place v of Q to obtain a (pro-)Galois gerb over Qv , to be denoted by G.v/.

The most basic example is the neutral Galois gerb GG which arises when G is
already defined over k. By definition, GG WD G. Nk/ Ì Gal. Nk=k/ as a semidirect product
with the natural action of Gal. Nk=k/ on G.k/.

We introduce a (pro-)Galois gerbGv overQv at each v. TakeG1 to be the realWeil
group (in particular, G4

1 D Gm;C); the definition of Gp is involved but intended to encode
isocrystals. For v ¤ p;1, put Gv WD Gal.Qv=Qv/, namely the trivial neutral Galois gerb.

Central to the LR conjecture is a quasimotivic pro-Galois gerb Q over Q whose
algebraic part Q4 is a pro-torus. The gerb Q comes equipped with morphisms �v W Gv !

Q.v/, and the datum .Q; ¹�vº/ is uniquely characterized up to a suitable equivalence. A
quasimotivic gerb (more precisely, its quotient called a pseudomotivic gerb) is devised as
a substitute for the Galois gerb which should arise via Tannaka duality from the category
of motives over Fp . The morphisms �v should come from the fiber functors on the latter
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category coming from cohomology and polarization structures. See Langlands–Rapoport
[41, §§3–4] (complemented by [56, §8]) and [58, B2.7, B2.8] for further information.

For each torus T over Q and each cocharacter � W Gm ! T (defined over a finite
extension of Q), there is a recipe [29, (3.1.10)] to define a morphism

‰T;� WQ! GT : (3.2)

As a special case, if .T; h/ is a toral Shimura datum, then we obtain ‰T;�h
with �h W Gm!

T coming from h. In terms of the heuristics for Q, the construction of ‰T;�h
mirrors the

operation of taking the mod p fiber of a CM abelian variety in characteristic 0.

3.2. Versions of the LR conjecture
Let .G;X;p;G / be an unramified Shimura datum.Write p for the prime ofE overp,

determined by the field embeddings in Section 1, with residue field k.p/. A canonical integral
model SKp over OEp is available in the abelian-type case (Theorem 2.1) and conjectured to
exist in general. For the moment, we assume .G; X/ to be of Hodge type. Then we can take
the partition

SKp .Fp/ D
a
I2I

S.I/ (3.3)

according to the set I of isogeny classes, and then parametrize the set S.I/ consisting of
points in each isogeny class I relative to a “base point” of choice in I. This was obtained
by Kisin [29, §1.4], where a subtlety in the notion of p-power isogenies was handled by a
result on the connected components of affine Deligne–Lusztig varieties [9]. Each S.I/ is
ˆZ �G.A1;p/-stable, where ˆ acts as the geometric Frobenius over k.p/, and

S.I/ Š lim
 �

Kp�G.A1;p/

II.Q/n
�
Xp.I/ �Xp.I/=Kp

�
; (3.4)

as a rightˆZ �G.A1;p/-set, whereXp.I/ andXp.I/ account for p-power and prime-to-p
isogenies (from a base point). The quotient by II.Q/ takes care of redundant counting up to
self-isogenies. Since .G; X/ is of Hodge type, (3.4) simplifies as II.Q/n.Xp.I/ �Xp.I//.

We return to general unramified Shimura data. Following [29, (3.3.6)], one defines
admissible morphisms as morphisms � W Q! GG satisfying certain conditions to ensure
that � contributes to SKp .Fp/. In analogy with isogeny classes above, � gives rise to a
right G.A1;p/-torsor Xp.�/ and a nonempty affine Deligne–Lusztig variety Xp.�/ with a
ˆZ-action, where ˆ is the Frobenius operator. Write I� for the Q-group of automorphisms
of �. Then I�.A1/ naturally acts on Xp.�/�Xp.�/. (This is analogous to the self-isogeny
of an abelian variety over Fp acting on its étale cohomology away from p and crystalline
cohomology at p.) Now let I ad

� denote the Q-group of inner automorphisms of I� . Each
� 2 I ad

� .A1/ can be used to twist the natural action of I.Q/ on Xp.�/ �Xp.�/:

I.Q/ � I
�
A1

� �
! I

�
A1

� 	
Xp.�/ �Xp.�/:

Taking the left quotient by this action (denoted n� below), we define a ˆZ �G.A1;p/-set

S� .�/ WD lim
 �

Kp�G.A1;p/

I�.Q/n�

�
Xp.�/ �Xp.�/=Kp

�
: (3.5)
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We just write S.�/ if � is trivial. The isomorphism class of S� .�/ depends only on Œ� � 2

H .�/ WD I ad
� .Q/nI ad

� .A1/=I�.A1/ represented by � . (The right quotient is taken with
respect to the multiplication through the natural map I�! I ad

� .) If �;�0 areG.Q/-conjugate,
then S� .�/ Š S� .�0/ and canonically H .�/ Š H .�0/. Denoting by J the set of G.Q/-
conjugacy classes of admissible morphisms, we write H .J/ and S� .J/ respectively for
H .�/ and S� .�/, when J is the G.Q/-conjugacy class of �.

It is convenient to name a “rationality” condition on the adelic element � 2 I ad
� .A1/

that is technical but useful. For each maximal torus T of I� over Q, we have the maps

I ad
� .A1/

@
! H 1

�
A1; ZI�

�
! H 1.A1; T /;

where @ is the connecting homomorphism, and the second map is induced by ZI� � T . We
say that � is tori-rational if the image of � in H 1.A1; T / lies in the subset of the image of
H 1.Q; T /! H 1.A1; T / which maps trivially into the abelianized cohomology of G, for
every T . This condition depends only on Œ� � 2 H .�/.

We are ready to state versions of the LR conjecture in increasing order of strength.
(To be precise, the conjecture requires extra compatibility conditions on �.J/ under coho-
mological twistings of J in .LR1/ and .LR0/, but we avoid mentioning them explicitly in
this exposition. See [31, §§2.6–2.7], where these conditions correspond to � 2 �.H /1 and
� 2 �.H /0, respectively. With this correction, the Langlands–Rapoport-� conjecture therein
is exactly .LR0/ below.)

Conjecture 3.1. The following assertions hold true:

.LR1/ There exists a ˆZ �G.A1;p/-equivariant bijection

SKp .Fp/ Š
a
J2J

S�.J/.J/;

for some family of elements ¹�.J/ 2 H .J/ºJ2J .

.LR0/ The conclusion of (LR1) holds with �.J/ tori-rational for every J 2 J .

.LR/ The conclusion of (LR1) holds with �.J/ trivial for every J 2 J .

Statement (LR) is nothing but the original LR conjecture. In the Hodge-type case (to
which the abelian-type case can be reduced in practice), a natural approach in view of (3.3)
is to establish a bijection I 2 I$ J 2 J such that there exists a ˆZ �G.A1;p/-equivariant
bijection S.I/ Š S�.J/.J/ with constraints on �.J/ as in the conjecture.

It is known ([31, §3], cf. [42,46]) that (LR) implies (3.7) below, which is the gateway
to applications, but (LR) remains to be completely open even for Siegel modular varieties (of
genus� 2). Milne proved that the original LR conjecture follows from the Hodge conjecture
for CM abelian varieties (see [48, p. 4] and the references therein), but the latter conjecture is
also wide open.

On a positive note, Kisin [29] made a major breakthrough to prove .LR1/ for all
unramified Shimura data .G; X; p; G / of abelian type. Unfortunately, .LR1/ by itself is not
strong enough for the next steps. This motivated us to formulate and prove the strengthening
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.LR0/ in [31], which suffices for the trace formula (Section 3.3) and applications (Section 4)
below.

Theorem 3.2. For every unramified Shimura datum .G;X;p;G / of abelian type, Conjecture
.LR0/ holds true.

Let us sketch some ideas of proof when .G; X/ is of Hodge type. The reduction to
this case is nontrivial and convoluted, cf. [31, §6]. Already in [29], Kisin proved a refinement
of .LR1/ in order to propagate .LR1/ through Deligne’s formalism of connected Shimura
varieties. With that said, we focus on the Hodge-type setting for simplicity.

The proof consists of two parts: (i) constructing a bijection I 2 I$ J 2 J and (ii)
showing that S.I/ Š S�.J/.J/ with some control over �.J/. A crucial idea is to use spe-
cial point data, namely toral Shimura data .T; hT / with embeddings into .G; X/, to probe
both sides of the bijection. Such data can be mapped into I by taking mod p of the corre-
sponding special points on ShKp , and to J by composing (3.2) with the induced embedding
GT ,! GG . The map to I is onto by Kisin [29], generalizing Honda’s result on CM lifting
of an abelian variety over Fp up to isogeny. The surjectivity onto J is due to Langlands–
Rapoport [41]:

¹.T; hT / ,! .G; X/º

special points data

Kisin // //

Langlands�Rapoport ** **

I D ¹isog: classesº //
OO

��

¹.0; ; ı/º= �

Kottwitz triples

J D ¹conj: classesº

66

(3.6)

From each of I and J , Kisin [29] constructed Kottwitz triples consisting of certain conjugacy
classes on G up to an equivalence, and showed that the outer diagram above commutes. This
determines a bijection I Š J up to a finite ambiguity since the maps to Kottwitz triples have
finite fibers. However, S.I/ and S.J/ need not be isomorphic through this bijection, since
Kottwitz triples forget part of their structures. The possible deviation is recorded by �.J/,
which is a priori under little control. This is still enough for deducing .LR1/.

To prove .LR0/, various refinements and improvements are made on both (i) and
(ii) of the argument. Since Shimura varieties from toral Shimura data have canonical base
points, a special point datum not only determines I 2 I but also a distinguished point on
S.I/. Similarly, we have a base point on S.J/ as well if J comes from the same special
point datum. The two points on S.I/ and S.J/ are difficult to relate, but they are shown to
be compatible on the level of the maximal abelian quotient Gab, based on integral p-adic
Hodge theory of crystalline lattices in G-valued Galois representations, among other things.
(A relevant technical issue is that the Qp-embedding T ,! G does not extend to a Zp-map
from the Néron model of T to G over Zp , but this is fine if G; G are replaced with Gab; G ab.)
Further arguments (sketched in [31, §0.5]) amplify this compatibility to .LR0/.

3.3. From the LR conjecture to a stabilized trace formula
Here we return to a general unramified Shimura datum .G; X; p; G / (possibly not

of abelian type). Set r 2 Z to be the inertia degree of p over p. As indicated above, .LR0/
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is designed as a substitute for (LR) to imply the following formula predicted by [32,41]. The
implication is shown in [31, §3] (refer to the latter for undefined notation):

tr
�
f 1;p

�ˆj
p

ˇ̌ �
Hc.ShKp ; Ql /

��
D

X
c

c.c/O.c/.f
1;p/TOı.c/.�

.j //; j � 1: (3.7)

Here �.j / is an explicit function in the unramified Hecke algebra ofG.Qpjr / (with respect to
G .Zpjr /), and the sum runs over certain group-theoretic data c (called Kottwitz parameters)
fibered over the set of stable conjugacy classes in G.Q/ which are elliptic in G.R/. Here
c determines an explicit constant c.c/ 2 Q, .c/ 2 G.A1;p/ up to conjugacy, and ı.c/ 2

G.Qpjr / up to � -conjugacy. In particular, the orbital integral O.c/.f
1;p/ on G.A1;p/

and the � -twisted orbital integral TOı.c/.�
.j // on G.Qpjr / are well defined. Stabilizing the

right-hand side, we arrive at the following, which is a rough version of [31, Thm. 3 and 4].

Theorem 3.3. Assume that .LR0/ is true. For every f 1;p 2 H .G.A1;p//, there exists a
constant j0 such that for every j � j0, a formula of the following form holds:

tr
�
f 1;p

�ˆj
ˇ̌ �

Hc.ShKp ; Ql /
��
D

X
e2Eell.G/

STe
ell

�
f e;1;pf e;.j /

p f e
1

�
; (3.8)

where Eell.G/ is the set of elliptic endoscopic data for G up to isomorphism, and STe
ell is the

stable elliptic distribution associated with the endoscopic datum e.

In light of Theorem 3.2, the conclusion of the theorem is unconditionally true for
.G; X/ of abelian type. We can easily allow a nonconstant coefficient as done in [31].

The proof of (3.7) from .LR0/ is mostly close to the deduction from (LR) (cf. [46]),
and starts from the fixed-point formula for (improper) varieties over finite fields due to Fuji-
wara and Varshavsky [13,70]; this explains the condition on j . To compute the cohomology of
the generic fiber via that of the special fiber, we apply Lan–Stroh’s result [39]. Tori-rationality
in .LR0/ is the main point to ensure that the fixed-point counting is not affected by the pres-
ence of �.J/ even if �.J/ is nontrivial. The stabilization from (3.7) to Theorem 3.3 follows
the argument in [32]with small improvements to work without technical hypotheses.We note
that f e;1;p is the Langlands–Shelstad transfer of f 1;p whereas f

e;.j /
p and f e

1 are con-
structed differently. (See [31, §8.2].) As usual in endoscopy, auxiliary z-extensions are chosen
if the derived subgroup of G is not simply connected, and the right-hand side of (3.8) should
be interpreted appropriately.

Remark 3.4. Sometimes it is possible to obtain (3.8) bypassing any version of the LR con-
jecture. When .G; X/ is of PEL type A or C, this is done by Kottwitz [34]; for Hodge-type
data, this is worked out by Lee [42]. It is unclear how their methods interact with connected
components of Shimura varieties, so their results do not easily extend to the abelian-type
setup. In contrast, the formalism of the LR conjecture is well suited to such extensions.

Remark 3.5. If the adjoint quotient G=ZG is isotropic over Q or, equivalently, if Sh is
not proper over E (at each fixed level), it is desirable to prove the analogue of (3.8) for the
intersection cohomology of the Satake–Baily–Borel compactification; see [51, §§4–5] for what
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new problems need to be solved. This has been carried out for certain unitary and orthogonal
Shimura varieties, as well as Siegel modular varieties, in [50,52,73].

4. Applications

4.1. The Hasse–Weil zeta functions and `-adic cohomology
As pioneered by Eichler, Shimura, Deligne, Kuga, Sato, and Ihara, a central problem

on Shimura varieties is to compute their �-functions and `-adic cohomology. The goals are
(i) to express the �-function as a quotient of products of automorphic L-functions (thereby
deduce a meromorphic continuation and a functional equation when the L-functions are
sufficiently understood), cf. [6, Conj. 5.2], and (ii) to decompose the `-adic cohomology
according to automorphic representations and identify the Galois action on each piece. To
this end, Langlands and Kottwitz developed a robust method in a series of papers in the
1970–1980s (from [40] to [32]). At the heart is a comparison between the Arthur–Selberg
trace formula and a conjectural trace formula for the Hecke–Frobenius action on the coho-
mology at good primes p, where the latter should come from a fixed-point formula for the
special fiber of Shimura varieties modulo p.

When G=ZG is anisotropic over Q (equivalently, when Sh is an inverse limit of
projective varieties), Theorem 3.3 should be sufficient for the goals (i) and (ii) (up to semisim-
plifying the Galois action), by following the outline in [32, §§8–10]. We say “should” for two
reasons. Firstly, we do not have enough knowledge about automorphic representations in
general (e.g., endoscopic classification, cf. [32, §8]). Thus complete details have not been
worked out apart from low-rank examples, some special cases such as [33], or under simpli-
fying hypotheses. Secondly, we typically need a positive answer to the following problem
to proceed.2 The reason is that STe should admit a relatively clean spectral expansion in
terms of the discrete automorphic spectrum of endoscopic groups for G, but the spectral
interpretation of STe

ell is expected to be quite complicated in general.

Problem 4.1. Assume that G=ZG is Q-anisotropic. In (3.8), prove that

STe
ell

�
f e;1;pf e;.j /

p f e
1

�
D STe

�
f e;1;pf e;.j /

p f e
1

�
; 8e 2 Eell.G/;

where STe stands for the stable distribution as defined in [52, §5.4].

Although this problem is open, there are quite a few examples where it is known
either by the nature ofG or under a simplifying hypothesis on the test function. This provides
a starting point for the Langlands correspondence (Section 4.2 below).

Now we remove the assumption on G=ZG . In fact, the argument outlined in [32,

§§8–10] is given in this generality, conditional on an affirmative answer to the following.

2 A shortcut getting around Problem 4.1 is possible when G has “no endoscopy,” e.g., if G is
a form of GL2 or a certain unitary similitude group as in [33].
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Problem 4.2. Prove a formula of the form

tr
�
f 1;p

�ˆj
ˇ̌ �
IH.Sh; Ql /

��
D

X
e2Eell.G/

STe
�
f e;1;pf e;.j /

p f e
1

�
; (4.1)

where IH.Sh; Ql / is the intersection cohomology of the Satake–Baily–Borel compactifica-
tion of Sh (see [51, 3.4–3.5], for instance).

To obtain (4.1) from Theorem 3.3, one has to match the nonelliptic terms in STe

with the contribution to ŒIH.Sh; Ql /� from the boundaries. As a special case, if G=ZG is Q-
anisotropic, then IHi .Sh; Ql /DH i

c .Sh; Ql / for each i � 0, and the identity of Problem 4.1
should hold since there are no boundaries. In this sense, Problem 4.2 generalizes Problem 4.1.
Problem 4.2 has been solved for Siegel modular varieties and certain unitary/orthogonal
Shimura varieties by Morel and Zhu [50,52,73].

4.2. The global Langlands correspondence
The computation of `-adic cohomology in Section 4.1 often leads to new instances

of the global Langlands correspondence satisfying a local–global compatibility in the direc-
tion from automorphic representations to Galois representations, roughly stated as follows.
Refer to Buzzard–Gee [7] for the definition of L-algebraicity and a full discussion of the
conjecture, including a variant conjecture for C -algebraic representations.

Conjecture 4.3. Let F be a number field, and � D ˝0
v�v an L-algebraic cuspidal auto-

morphic representation of G.AF /. Then for each prime ` and each isomorphism � WQl ŠC,
there exists a continuous representation �`;� W Gal.F =F /! LG.Ql / such that the restric-
tion of �`;� to Gal.F v=Fv/ is isomorphic to the unramified Langlands parameter of �v at
almost all finite places v of F (where �v is unramified).

The relevance of Shimura varieties to the conjecture is as follows. A Shimura datum
.G; X/ determines a representation rX W

LG ! GL.V / (up to isomorphism). Then one
expects that the Galois representation rX ı �`;� is realized in the `-adic cohomology of the
associated Shimura varieties (more precisely, the �1-isotypic part thereof), with several
caveats including normalization issues (e.g., C -algebraic vs L-algebraic), Arthur packets,
and endoscopic problems. These caveats often present much difficulty, and even if they are
ignored, it is generally a subtle group-theoretic problem to recover �`;� from r ı �`;� for a
set of representations r of LG. (Over global function fields, V. Lafforgue [38] solved the
analogous problem in a revolutionary way via generalized pseudocharacters.)

The most fundamental case of Conjecture 4.3 is when G D GLn. When F is a
totally real or CM field and � satisfies a suitable self-duality condition, then the conjec-
ture is proven in a series of papers making use of PEL-type Shimura varieties arising from
a unitary similitude group by Clozel, Kottwitz, and others. (See [67] for a discussion and
references.) The duality condition allows � to “descend” to an automorphic representation
on the unitary similitude group as first observed by Clozel. The self-duality condition was
later removed independently by Harris–Lan–Taylor–Thorne and Scholze [20,61], by exquisite
p-adic congruences which are beyond the scope of this article.
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The above results for GLn imply new cases of Conjecture 4.3 (or a weaker form) for
quasisplit unitary, symplectic, or special orthogonal groups G over a totally real or CM field
via twisted endoscopy by Arthur and Mok [1,49]. However, the conjecture for symplectic or
orthogonal similitude groups does not follow easily. To get a feel for the difference, note that
the dual groups of Sp2n;SO2n are SO2nC1;SO2n, which are embeddable in GL2nC1;GL2n.
In contrast, the dual groups of GSp2n and GSO2n are GSpin2nC1 and GSpin2n, whose
faithful representations have dimensions at least 2n (achieved by the spin representation).
In [35,37], Conjecture 4.3 is verified for GSp2n and a (possibly outer) form of GSO2n over a
totally real fieldF under a simplifying hypothesis on� . The basic input comes from Shimura
varieties of abelian type associated with a form of ResF=QGSp2n, resp. ResF=QGSO2n,
where rX is essentially the spin representation, resp. a half-spin representation. Both prob-
lems in Section 4.1 have positive answers in that setup.

5. Shimura varieties with bad reduction, Part I

Let .G; X/ be a Shimura datum. At each prime p such that .G; X/ can be promoted
to an unramified Shimura datum .G; X; p; G /, we discuss three methods to study the coho-
mology Hc.Sh; Ql / as a G.A1/�Gal.Ep=Ep/-module at each prime p of E over p.3 The
“bad reduction” in the section title means that the level subgroup K 0

p � Kp D G .Zp/ at p

is allowed to be arbitrarily small, in which case integral models typically have bad reduction
mod p. The complicated geometry may be understood better through stratifications.

There are several stratifications of interest on Shimura varieties (cf. [22]) but themost
relevant to us is the Newton stratification. In the Hodge-type case, this yields a partition of the
mod p Shimura variety into finitely many locally closed subsets, which can be equipped with
the reduced subscheme structure, according to the isogeny class of p-divisible groups with
additional structure. The unique closed stratum is called the basic stratum and corresponds
to the p-divisible group that is “most supersingular” under the given constraint.

The first method is a p-adic uniformization of Shimura varieties as pioneered
by Čerednik and Drinfeld, and further developed by Rapoport–Zink, Fargues, Kim, and
Howard–Pappas [11,23,26,57]. Let Shbasic

KpK0
p
denote the basic locus in the rigid analytification

of ShKpK0
p
over Ep, defined to be the preimage of the basic stratum under the specialization

map towards the special fiber. The fundamental result asserts that Shbasic
KpK0

p
is uniformized by

the Rapoport–Zink space with level K 0
p arising from the corresponding basic isogeny class.

A prominent application is to prove new cases of the Kottwitz conjecture on the cohomology
of basic Rapoport–Zink spaces and their generalizations [11,19,25]. Hansen’s work [19] points
to a synergy between the global method here and Fargues–Scholze’s purely local geometric
construction of the local Langlands correspondence [12].

3 Sometimes these methods extend beyond the stated hypotheses. For example, [18] also
works for Kisin–Pappas models (Section 6), and [26] proves a uniformization result also
in the nonbasic case. However, we will not try to present the methods in their maximally
general settings.
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Next we discuss the Harris–Taylor method [21, Chaps. IV–V] based on a product struc-
ture, namely coverings of Newton strata by the products of Igusa varieties and Rapoport–
Zink spaces. The outcome is known as Mantovan’s formula [44] (generalizing [21, Chap. IV]),
which expresses the cohomology of Newton strata in terms of that of Igusa varieties and
Rapoport–Zink spaces. In the basic case, this is closely related to the p-adic uniformization.
Hamacher–Kim [18] extended Mantovan’s formula and the product structure to Hodge-type
Shimura varieties.

To go further, it is desirable to understand the cohomology of Igusa varieties – we
address this problem in Section 7 below. Granting this, and putting different Newton strata
together, we have a formula relating ŒHc.Sh; Ql /� to the cohomology of Rapoport–Zink
spaces. Then our knowledge about ŒHc.Sh; Ql /� tells us something nontrivial about the
cohomology of Rapoport–Zink spaces, and vice versa. This observation turned out to be
useful for proving local–global compatibility, i.e., identifying the local Galois action for the
Galois representations in Conjecture 4.3 at ramified primes (see [21, Chap. VII], [65]) and also
for understanding the cohomology of basic/nonbasic Rapoport–Zink spaces [2–4,66].

Last but not least, there is Scholze’s extension of the Langlands–Kottwitz approach
from the hyperspecial level at p to arbitrarily small level subgroup at p. (See Section 6.2
below for another generalization.) One seeks for the following analogue of (3.7), where � 2

WEp is a Weil group element with positive valuation, h 2H .G.Qp// has support contained
in G .Zp/, and the sum is over the same set of c:

tr
�
f 1;p

� h � �
ˇ̌ �

Hc.Sh; Ql /
��
D

X
c

c.c/O.c/.f
1;p/TOı.c/.��;h/: (5.1)

This has been verified by Scholze [59] for PEL-type data and by Youcis [71] for abelian-
type data. As an application, Scholze gave a new proof and characterization of the local
Langlands correspondence for GLn over p-adic fields [60] via a base-change transfer of ��;h.
A generalization of the latter to other groups was conjectured in [62] and partially proved for
unitary groups by Bertoloni Meli and Youcis [5].

In the proof of (5.1), one can push-forward from arbitrarily small level K 0
p down

to hyperspecial level Kp at the expense of complicating the coefficient sheaf. Applying the
fixed-point formula to this, one can exploit knowledge of the fixed-points (coming from
results on the LR conjecture). The main problem is to identify the local terms, which are
shown to be encoded by a locally constant compactly supported function ��;h at p con-
structed from deformation spaces of p-divisible groups with additional structures.

6. Shimura varieties with bad reduction, Part II

Let .G; X/ be a Shimura datum, and p a prime. In this section, we survey gen-
eralizations of Sections 2–5 in the setup where GQp is allowed to be ramified (thus there
may be no unramified Shimura datum of the form .G; X; p; G /). We recommend the articles
[14,53,56] for introductions to the contents of this section.
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6.1. The LR conjecture in the parahoric case
From now until the end of Section 6, assume that .G; X/ is of abelian type. We

fix Kp � G.Qp/ a parahoric subgroup, and p a place of E over p. In this setting, Kisin–
Pappas [30] constructed an integral modelSKp over OEp under a mild hypothesis, which are
canonical in the sense of [54].

With the integral model as above, we can state versions of the Langlands–Rapoport
conjecture analogous to Conjecture 3.1, cf. [56, §9].4 One can extend the notion of isogeny
classes onSKp .Fp/ and admissible morphisms � WQ!GG to the parahoric setup, follow-
ing [30] and [56], respectively. Thus we can consider the set I of isogeny classes and the set
J of conjugacy classes of admissible morphisms. The set S.I/ of Fp-points in each isogeny
class I 2 I is still described by (3.4), with Xp.I/ a suitable affine Deligne–Lusztig variety
at the parahoric level Kp . Analogously we define S� .�/ and S� .J/ for each admissible �

and J 2 J , with Xp.�/ in (3.5) also adapted to the parahoric level Kp .

Conjecture 6.1. With the above definitions, there exists aG.A1;p/�ˆZ-equivariant bijec-
tion SKp .Fp/ Š

`
J2J S�.J/.J/ such that the exact analogue of .LR1/, resp. .LR0/ and

.LR/, holds true.

Van Hoften and Zhou [68,72] proved the following theorem.

Theorem 6.2. Statement .LR1/ of Conjecture 6.1 is true if GQp is quasisplit, under a mild
technical hypothesis.

The stronger statement .LR0/ is expected to be within reach under the same hypoth-
esis, by extending the argument from [31] to the parahoric setting.

To prove Theorem 6.2, the essential case is when .G; X/ is of Hodge type. Zhou
proves the very special parahoric case of the conjecture. Van Hoften deduces the case of
general parahoric subgroup K 0

p , contained in a very special parahoric Kp , by studying the
localization maps from Shimura varieties of level K 0

p and Kp , to their respective moduli
spaces of local Shtukas. The maps are roughly given by assigning to each abelian variety the
associated p-divisible group in terms of the moduli problems. Via the forgetful maps from
level K 0

p down to level Kp , one can form a commutative square diagram. The central claim
is that the diagram is Cartesian, from which the LR conjecture at level K 0

p can be deduced
from the known case at level Kp . The proof of the claim eventually rests on understanding
the irreducible components of Kottwitz–Rapoport strata in the situation of the diagram.

6.2. Semisimple zeta functions and Haines–Kottwitz’s test function conjecture
At primes of bad reduction, it is useful to compute the semisimple local zeta factor

at p instead of the (true) local factor of the Hasse–Weil zeta function (of Shimura varieties)
as the former is more amenable to computation. The latter can be recovered from the former
in the cases where the weight-monodromy conjecture is known [55].

4 One can remove the assumption in [56] that Gder is simply connected, by adopting Kisin’s
formulation in [29] via strictly monoidal categories.
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Just like the local zeta factor at p can be computed in terms of the trace of powers
of Frobenius on the Frobenius-invariant subspace of the cohomology with compact support,
the semisimple local factor can be described in terms of the trace of powers of Frobenius
on the derived Frobenius-invariants; such a trace is called the semisimple trace and will be
denoted by trss (see [55, §2], [15, §3.1]). Thus a key is to establish the following generalization
of (3.7), which recovers (3.7) if Kp is hyperspecial, due to Haines and Kottwitz [14, §6.1].
The summation is over the same set as in (3.7).

Conjecture 6.3. Let f 1;p 2H .G.A1;p//. For all sufficiently large integers j � 1, there
exist test functions �

.j /
HK 2 H .G.Qpjr // such that

trss
�
f 1;p

�ˆj
p

ˇ̌ �
Hc.ShKp ; Ql /

��
D

X
c

c.c/O.c/.f
1;p/TOı.c/

�
�

.j /
HK

�
: (6.1)

Moreover, �
.j /
HK may be given by an explicit recipe only in terms of local data at p.

When Kp is a parahoric subgroup of G.Qp/, one can be more concrete about �
.j /
HK

following [14, §7]: �
.j /
HK should admit a geometric construction via nearby cycles on local

models, as well as a representation-theoretic description in terms of the Langlands corre-
spondence. That the two descriptions for �

.j /
HK coincide is the test function conjecture verified

by Haines–Richarz [16, 17] under a very mild hypothesis. (See [14, §8] for prior and related
results.) The proof is based on geometry of mixed-characteristic affine Grassmanians and the
geometric Satake equivalence. It remains to combine their theorem with the results in Sec-
tion 6.1 to obtain new cases of Conjecture 6.3 and its stabilized form, so as to determine the
semisimple zeta factor at p. This requires an endoscopic understanding of �

.j /
HK , cf. [14, §6.2];

a simple exemplary case is demonstrated in [14, §6.3], where endoscopic problems disappear.
In a related but somewhat different direction (cf. the last two paragraphs in [14,

§8.4]), the Langlands–Kottwitz–Scholze approach discussed in Section 5 should extend to
the current setup despite the absence of hyperspecial subgroups at p, at least when the results
of Section 6.1 are available for some parahoric subgroups.

Problem 6.4. Prove the analogue of (5.1) for general Shimura data .G; X/ and primes p.

7. Igusa varieties

Igusa curves were introduced to understand the geometry of modular curves modulo
p when the level is divisible by a prime p [24]. The construction has been generalized by
Harris–Taylor [21] and Mantovan [44] in the PEL-type case, and most recently to the setup
of Kisin–Pappas models for Hodge-type Shimura varieties by Hamacher–Kim [18]. Igusa
varieties have a variety of applications to p-adic and mod p modular forms, cohomology of
Shimura varieties, the Langlands correspondence, and some more. We refer to the introduc-
tion of [36] for further details and references. In this section, we concentrate on computing
the `-adic cohomology of Igusa varieties via an analogue of the LR conjecture.
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7.1. The LR conjecture for Igusa varieties
Let .G; X; p; G / be an unramified Shimura datum of Hodge type, with a fixed

embedding of .G; X/ into a Siegel Shimura datum. Put Kp WD G .Zp/, a hyperspecial sub-
group of G.Qp/. Let A denote the abelian scheme over SKp pulled back from the universal
abelian scheme over the ambient Siegel moduli scheme. Thus we have a p-divisible group
AŒp1� over SKp with GQp -structure in some precise sense.

Now fix a p-divisible group † over Fp with GQp -structure. By Dieudonné theory,
this determines b 2G. MQp/ (up to replacing b with g�1bx�.g/ for g 2G . MZp/).Write Jb.Qp/

for the group of self-quasi-isogenies of † respecting the GQp -structure. As a Qp-algebraic
group, Jb is known to be an inner form of a Levi subgroup of GQp . We define Igb to be
the parameter space (in the category of perfect Fp-schemes) of GQp -structure-preserving
isomorphisms between AŒp1� and (the constant family of) † over SKp ;Fp

. The scheme
Igb is nonempty if and only if the image of b in Kottwitz’s set B.G/ lies in the finite subset
B.G;��1

X /, where �X is the Hodge cocharacter of G determined by .G;X/ up to conjugacy.
(The same set B.G; ��1

X / labels the Newton strata, cf. Section 5.) There is a natural action
of G.A1;p/ � Jb.Qp/ on Igb , thus also on its `-adic cohomology.

Wemay andwill replace†with an isogenousp-divisible groupwhich is completely
slope divisible, since the isomorphism class of Igb with the group action is invariant under
such a replacement. The advantage of doing so is that Igb can be written as the projective
limit of finite-type varieties (up to taking perfection, which does not affect cohomology) by
trivializing only a finite p-power torsion subgroup and by fixing a level subgroup Kp �

G.A1;p/ away from p at a time. With some care, the projective system of varieties can
be defined over a common finite field. This enables us to apply the Fujiwara–Varshavsky
fixed-point formula to compute the cohomology (with compact support) at each finite level,
provided that we understand the structure of Igb.Fp/. Thus we are prompted to think about
the analogue of the LR conjecture for Igusa varieties.

In analogy with (3.3) and (3.4), keeping the same definition of I and J , we have the
partition S Igb .Fp/ D

`
I2I S Igb .I/ according to isogeny classes of abelian varieties, with

S Igb .I/ Š II.Q/n
�
X

Igb
p .I/ �Xp.I/

�
: (7.1)

The G.A1;p/-set Xp.I/ is the same as before, but the difference from Section 3 is that
X

Igb
p .I/ is no longer an affine Deligne–Lusztig variety but a right Jb.Qp/-torsor. Turning

to the other side of the LR conjecture, let J 2 J . It is natural to impose the so-called b-
admissibility condition on J at p, which is the group-theoretic analogue of the condition
that a p-divisible group is isogenous to † (with GQp -structure). For b-admissible J, we set

S
Igb
� .J/ WD I�.Q/n�

�
X

Igb
p .J/ �Xp.J/

�
;

with the same Xp.J/ as in Section 3, and a suitably defined right Jb.Qp/-torsor X
Igb
p .J/,

where the � -twisted quotient can be defined again as in Section 3. We are ready to state ver-
sions of the LR conjecture for Igusa varieties in parallel with Conjecture 3.1, for unramified
Shimura data .G; X; p; G / of Hodge type.
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Conjecture 7.1. There is a bijection of right Jb.Qp/ �G.A1;p/-sets

Igb.Fp/ '
a
J2J
b-adm:

S
Igb

�.J/
.J/;

where ¹�.J/º over the set of b-admissible J satisfies the conditions in .LR1/, resp. .LR0/

and .LR/.

Mack-Crane proved the following theorem in his thesis [43], where c, c.c/, and .c/

are the same as in Section 3, but we impose a b-admissibility condition on the Kottwitz
parameter c inherited from the similar condition on J, and each c gives rise to a conjugacy
class of ı0.c/ in Jb.Qp/, along which we compute the (untwisted) orbital integralOı 0.c/.�

0
p/.

Theorem 7.2. The .LR0/-version of Conjecture 7.1 is true. Moreover, the following ana-
logue of (3.7) holds true for f 1;p 2 H .G.A1;p// and sufficiently many functions �0

p 2

H .Jb.Qp//:

tr
�
f 1;p

� �0
p

ˇ̌ �
Hc.Igb; Ql /

��
D

X
cW b-adm:

c.c/O.c/.f
1;p/Oı 0.c/

�
�0

p

�
: (7.2)

By “sufficiently many,” we mean that the traces for such a set of functions are
enough to determine ŒHc.Igb; Ql /� in the Grothendieck group of G.A1;p/ � Jb.Qp/-
representations. (The precise condition has to do with twisting by a high power of Frobenius
in the Fujiwara–Varshavsky formula.) The proof of the theorem proceeds by carefully adapt-
ing the methods of [29,31] but with significant changes occurring at p, thus often requiring
different techniques and arguments.

Formula (7.2) was obtained for some simple PEL-type Shimura varieties in [21, Chap.

5] and [63]without formulating and proving the LR conjecture. In contrast, the above theorem
represents the first LR-style approach to Igusa varieties, giving it two advantages. Firstly, the
new approach makes the similarities between Shimura and Igusa varieties transparent. An
important consequence is that the hard-won statement .LR0/ for Shimura varieties can be
transferred to the Igusa side. (If we had the full (LR) for Shimura varieties, then that would
carry over to Igusa varieties, too.) Going from .LR0/ for Igusa varieties to (7.2) is mostly
the same as for Shimura varieties. Secondly, just like for Shimura varieties, the LR-style
approach makes it feasible to extend the theorem to the abelian-type case, cf. Remark 3.4.
(This extension has not been worked out, yet.) It should also be possible to go beyond good
reduction and work in the setup of Kisin–Pappas models (Section 6). For the sake of propos-
ing a problem, we can be even more general but still stick to .LR0/ rather than .LR/ as this
should suffice for most applications:

Problem 7.3. Construct Igusa varieties modulo p for all Shimura data .G; X/ and all
primes p. Prove the .LR0/-version of Conjecture 7.1, thereby deduce formula (7.2).

Assuming a positive answer (known in the setting of Theorem 7.2), the next step is
to unconditionally stabilize (7.2) into the following form:

tr
�
f 1;p

� �0
p

ˇ̌ �
Hc.Igb; Ql /

��
D

X
e2Eell.G/

STe
ell

�
f e;1;pf e;0

p f e
1

�
: (7.3)
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The formula is an exact analogue of (3.8). Indeed, f e;1;p and f e
1 are constructed in the

same way. However, f
e;0

p is constructed from �0
p via a “nonstandard” transfer of functions –

this is the main novelty in the stabilization. Even when GQp is a product of general linear
groups so that local endoscopy at p disappears, the transfer goes to GQp from an inner form
of a Levi subgroup ofGQp . The transfer was constructed and studied in [64] in a somewhat ad
hoc manner, and later streamlined in [2]. Unfortunately, both papers make a set of technical
hypotheses, to be removed in the work in progress with Bertoloni Meli.

7.2. Applications
The stabilization (7.3) is a significant step towards the following:

Problem 7.4. Obtain a decomposition of ŒHc.Igb;Ql /� according to automorphic represen-
tations of G and its endoscopic groups, and describe each piece in the decomposition.

Just from the definition of Igusa varieties, it is not even clear whether the entirety of
ŒHc.Igb;Ql /� can be understood through automorphic representations. For Shimura varieties
over C, the connection is made through Matsushima’s formula and its generalizations, but
there is no analogue for Igusa varieties.

We have a concrete answer for some simple PEL-type Shimura varieties arising
from .G; X/ such that (i) endoscopy for G disappears over Q and Qp , (ii) G is anisotropic
modulo center over Q, and (iii) GQp is a product of general linear groups. Recall that Jb

is an inner form of a Qp-rational Levi subgroup, say Mb , of GQp . In fact, b determines a
particular parabolic subgroup P

op
b

containing Mb as a Levi component. Write Redb for the
composite morphism on the Grothendieck group of representations

Redb
W Groth

�
G.Qp/

�
! Groth

�
Mb.Qp/

�
! Groth

�
Jb.Qp/

�
; (7.4)

where the first map is the Jacquet module relative to P
op
b

(up to a character twist), and the
second is Badulescu’s Langlands–Jacquet map. The answer to Problem 7.4 in this setting is
given by [21, Thm. V.5.4] and [66, Thm. 6.7]:�

Hc.Igb; Ql /
�
D

�
RedbHc.Sh; Ql /

�
in Groth

�
G.A1;p/ � Jb.Qp/

�
: (7.5)

SinceHc.Sh;Ql / is well understood byMatsushima’s formula via relative Lie algebra coho-
mology, (7.5) is indeed a satisfactory answer for ŒHc.Igb; Ql /�. Through Mantovan’s for-
mula, (7.5) sheds light on the cohomology of Rapoport–Zink spaces [3,66], cf. Section 5.

When GQp is still a product of general linear groups but G exhibits endoscopy
overQ, the formula for ŒHc.Igb;Ql /� is no longer as simple as (7.5). Computing the formula
in certain endoscopic cases was crucial in the proof of local–global compatibility in [65],
cf. Section 5. (See [67, §6] for an expository account.)

In general, Problem 7.4 seems out of reach. Firstly, just like for Shimura varieties, the
lack of endoscopic classification is a major obstacle. Secondly, a new difficulty in the Igusa
setup is that the analogue of Problem 4.1 has no conceptual reason to have a positive answer
(cf. last paragraph of Section 4.1), and the analogue of Problem 4.2 is even less clear. (The
second point is related to the question at the end of this section.) Assuming that both issues
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go away, a conjectural formula for ŒHc.Igb;Ql /� has been given in [2] under some hypotheses
on G, resembling Kottwitz’s conjectural formula for ŒIH.Sh; Ql /� in [32, §10]. The formula
for ŒHc.Igb; Ql /� is far more complicated than (7.5) and involves endoscopic versions of
Redb . (In the stable case, which is the simplest, the correct analogue of (7.4) is the Jacquet
module followed by a stable transfer between inner forms.) A main observation in [2] is that
the endoscopic versions of Redb should interact with the cohomology of Rapoport–Zink
spaces (and their generalizations) in an interesting way by a global reason.

For an unconditional result towards Problem 7.4, we managed to compute the
G.A1;p/ � Jb.Qp/-module H 0.Igb; Ql / for unramified Shimura data .G; X; p; G / of
Hodge type in joint work with Kret [36], when b is nonbasic5 (in every Q-simple factor of
the adjoint group of G). In analogy with (7.5), the result may be expressed as

H 0.Igb; Ql / D RedbH 0.Sh; Ql / as G.A1;p/ � Jb.Qp/-modules: (7.6)

Here H 0.Sh; Ql / has a well-known description in terms of 1-dimensional automorphic rep-
resentations of G.A/, and Redb is unequivocally defined for 1-dimensional representations
of G.Qp/ (which are always stable). The proof starts from the results of Section 7.1. The
main point is to get around the two essential difficulties mentioned in the last paragraph, by
incorporating asymptotic and inductive arguments to extract the H 0-part from a very com-
plicated identity coming from (stabilized) trace formulas. The study ofH 0 was motivated by
geometric applications to the irreducibility of Igusa varieties and to the discrete Hecke orbit
conjecture. The reader is referred to [36] for details and further references. Similar geometric
results were independently obtained by van Hoften and Xiao [68, 69] via a more geometric
approach without using automorphic forms or trace formulas.

We conclude this section with an unrefined question. Igusa varieties (at finite
level) are almost never proper varieties, so the answer to Problem 7.4 does not determine
H i

c .Igb;Ql / for i � 0 due to possible cancelations in the Grothendieck group. (For improper
Shimura varieties, the intersection cohomology is free from such a cancelation thanks to
purity.) Thus we can ask whether there are useful compactifications of Igusa varieties to
help us understand the cohomology more precisely. This was undertaken by Mantovan [45]

in a special case (with a different goal). In general, it is unclear how to proceed even when
Shimura varieties are proper. If a strategy is found in that case, it may be possible to deal
with improperness of Shimura varieties by virture of Caraiani–Scholze’s partial compactifi-
cation [8].
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The congruent number
problem and elliptic
curves
Ye Tian

Abstract

The Birch and Swinnerton-Dyer (BSD) conjecture and Goldfeld conjecture are funda-
mental problems in the arithmetic of elliptic curves. The congruent number problem
(CNP) is one of the oldest problems in number theory which is, for each integer n, to
find all the rational right triangles of area n. It is equivalent to finding all rational points
on the elliptic curve E.n/ W ny2 D x3 � x. The BSD conjecture for E.n/ solves CNP, and
Goldfeld conjecture for this elliptic curve family solves CNP for integers with probability
one. In this article, we introduce some recent progress on these conjectures and problems.
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1. Congruent number problem

A positive rational number n is called a congruent number if the following equiva-
lent conditions hold:

(i) There exists a rational number x such that x2 ˙ n are squares of rational num-
bers.

(ii) There exists a right triangle with rational side lengths (called a rational right
triangle) whose area is n.

In his book Liber Quadratorum published in 1225, Fibonacci (1175–1250) named an integer
satisfying (i) a “congruum” from the Latin, which means to meet together, since the three
squares x2 � n; x2, and x2 C n are congruent modulo n.

The congruent number problem (CNP, for short) is to determine, in finitely many
steps, whether or not a given rational number is a congruent number, and, if it is, find all
the corresponding x in (i) or rational right triangles in (ii). No such algorithm has ever been
found. The Persian mathematician Al-Karaji (953–1029), perhaps the first mathematician,
stated this problem in terms of (i). A similar question appeared in his Arabic translation of
the work of Diophantus in Greek. In an Arab manuscript of the tenth century, Mohammed
Ben Alhocain realized the equivalence between (i) and (ii) and stated that this problem is
“the principal object of the theory of rational right triangles” (see Dickson’s book [20, Chap.

XVI, p. 459]).
Recall that any rational Pythagorean triple has the following form:

2abt;
�
a2
� b2

�
t;

�
a2
C b2

�
t

for a unique .a;b; t/, where t is a positive rational number and a > b are two coprime positive
integers with 2 − .a C b/. We call a rational Pythagorean triple primitive if t D 1, i.e., its
triangle has coprime integral side lengths. It follows that n is a congruent number if and
only if n has the same square-free part as ab.aC b/.a � b/, for some integers a and b. For
example, by taking .a;b/D .5; 4/; .2; 1/, and .16;9/, note that 5;6;7 are congruent numbers
with corresponding triangles .20=3; 3=2; 41=6/, .3; 4; 5/, and .24=5; 35=12; 337=60/. To
consider CNP, it is enough to consider square-free integers. In Liber Quadratorum, Fibonacci
constructed these right triangles and also claimed that 1 is not a congruent number, but did
not give a proof.

In 1640, Fermat discovered his infinite descent method to show that 1; 2; 3 are
noncongruent numbers. The same method could be employed to find more noncongruent
numbers, for example, any prime p � 3 .mod 8/. In fact, suppose such a prime p is a con-
gruent number, then there exists a primitive Pythagorean triple .a2 � b2; 2ab; a2 C b2/

whose area ab.aC b/.a � b/ has the square-free part p. Assume the area is minimal. Since
a; b; aC b; a � b are coprime to each other, by modulo 8 consideration, we have

a D r2; b D ps2; aC b D u2; a � b D v2

for some positive integers r; s; u; v. Note that the Pythagorean triple .u � v; uC v; 2r/ is
with smaller area, a contradiction.
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More examples of congruent and noncongruent numbers (gray for non-congruent
numbers) were found:

n mod 8 1 2 3 5 6 7

n 1 2 3 5 6 7

9 10 11 13 14 15

17 18 19 21 22 23

25 26 27 29 30 31

33 34 35 37 38 39

41 42 43 45 46 47
:::

:::
:::

:::
:::

:::

217 218 219 221 222 223
:::

:::
:::

:::
:::

:::

From the table, one may conjecture that all the positive integers congruent to 5;6;7modulo 8

are congruent numbers (conjectured by Alter, Curtz, and Kubota in [2]) and the density of
positive integers congruent to 1; 2; 3 modulo 8 being non-congruent is one.

The arithmetic of elliptic curves, in particular the BSD conjecture and the Goldfeld
conjecture, provides a systematical and deeper point of view to study CNP. We now recall
these conjectures to introduce notation.

For an elliptic curve A over a number field F , the set A.F / of rational points has
a finitely generated abelian group structure by Mordell–Weil theorem. Its rank is denoted
by rankZ A.F /. The Hasse–Weil L-function L.s; A=F / of A is defined as an Euler product
and conjectured to be entire and to satisfy a functional equation. The vanishing order of
L.s; A=F / at s D 1 denoted by ordsD1 L.s; A=F / is called the analytic rank of A=F . When
F DQ, the conjecture is known by the work of Wiles [54], et al., and the functional equation
is given by

ƒ.s; A=Q/ WD N
s=2

A � 2.2�/�s�.s/L.s; A=Q/ D �.A/ƒ.2 � s; A=Q/;

where NA 2 Z�1 is the conductor of A=Q, and �.A/ 2 ¹˙1º is the root number.

Conjecture 1 (BSD). Let A be an elliptic curve over a number field F . Then the following
holds:

(1) rankZ A.F / D ordsD1 L.s; A=F /.

(2) The Tate–Shafarevich group X.A=F / is finite. For r D ordsD1 L.s; A=F /,

L.r/.1; A=F /

rŠ�ARA=
p
jDF j

D

Q
v cv � #X.A=F /

#A.F /2
tors

:

Here DF is the discriminant of F , while �A; RA, and cv are the Néron period,
the regulator, and the Tamagawa number of A at place v, respectively.

For a prime p, we call the equality of p-valuation on both sides the p-part BSD formula.
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One significant fact related to the BSD conjecture for an elliptic curve A over Q is
that if it holds, then there will be an effective algorithm to compute generators of A.Q/ [39].
It is easy to see that a positive integer n is a congruent number if and only if the elliptic curve
(called a congruent elliptic curve)

E.n/
W ny2

D x3
� x

has Mordell–Weil group E.n/.Q/ of positive rank. There exists a one-to-one correspon-
dence between rational right triangles with area n and nontorsion rational points of E.n/. In
particular, the BSD conjecture for E.n/ would solve the CNP.

A fundamental result on the BSD conjecture was obtained by Coates–Wiles [18],
Rubin [43], Gross–Zagier [24], and Kolyvagin [36]: If ordsD1 L.s; A=Q/ � 1, then

rankZ A.Q/ D ordsD1 L.s; A=Q/

and #X.A=Q/ <1. There are several results on the p-part BSD formula, including Rubin
[43], Kato [33], Kolyvagin [36], Skinner–Urban [46], Zhang [56], Jetchev–Skinner–Wan [31].
The full BSD conjecture was verified for a subfamily of congruent elliptic curves, which
have both algebraic and analytic rank one.

Theorem 2 ([37]). Let n � 5 .mod 8/ be a square-free positive integer, all of whose prime
factors are congruent to 1modulo 4. Assume thatQ.

p
�n/ has no ideal class of order 4, then

E.n/ W y2 D x3 � n2x has both algebraic and analytic rank 1 and the full BSD conjecture
holds.

For the above congruent number elliptic curves, the 2-part of the BSD formula is
proved in [51], [50]. The p-part of the BSD formula, when p � 3, p − n, is the consequence
of works by Perrin-Riou [42], Kobayashi [35], etal. The p-part of the BSD formula, when
p � 1 .mod 4/, p j n, is proved in Li-Liu-Tian [37]. The generalization of Kobayashi’s work
to potential supersingular primes together with the argument of Perrin-Riou [42], also implies
the p-part BSD formula for primes p of potential supersingular reduction (see [41]).

There is a conjecture on statistical behaviors of analytic ranks for a quadratic twist
family of elliptic curves. For an elliptic curve y2 D f .x/ over F , its quadratic twist family
consists of elliptic curves ny2 D f .x/with n 2 F �. Based on minimalist principle, Goldfeld
proposed the following:

Conjecture 3 (Goldfeld [14,23]). Let " 2 ¹˙1º and A be a quadratic twist family of elliptic
curves over F . Then, ordered by norms of conductors, among the quadratic twists A 2 A

with �.A/ D ",

Prob
�
ordsD1 L.s; A=F / D 0

� �
resp. Prob

�
ordsD1 L.s; A=F / D 1

��
is one if "DC1 (resp. �1). In particular, if F DQ, as A runs over a quadratic twist family
of elliptic curves,

Prob
�
ordsD1 L.s; A=Q/ D r

�
is equal to 1=2 for r D 0; 1, and 0 for r � 2.
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We refer to � D 1 (resp. �1) case of the conjecture as the even (resp. odd) parity
Goldfeld conjecture. The significance of Goldfeld conjecture is that, together with the Gross–
Zagier formula (see Section 2), it solves the problem of finding generators of A.Q/ for
density-one elliptic curves A in a quadratic twist family.

Conjecture 4 (Goldfeld [23], Katz–Sarnak [34], etc.). Let A run over all elliptic curves over
a fixed number field F as ordered by height, then

Prob
�
ordsD1 L.s; A=F / D r

�
is equal to 1=2 for r D 0; 1, and 0 for r � 2.

For n 2 Z�0, we have

�
�
E.n/

�
D

8<:C1; n � 1; 2; 3 .mod 8/;

�1; n � 5; 6; 7 .mod 8/:

The central L-value of E.n/ is related to the following ternary quadratic equation by Tun-
nell [52]: For a positive square-free integer n, let a D 1 if n is odd and a D 2 if n is even.
Consider the equation

2ax2
C y2

C 8z2
D n=a; x; y; z 2 Z:

Let †.n/ be the set of its solutions and let

L.n/ D #
®
.x; y; z/ 2 †.n/ j 2 j z

¯
� #

®
.x; y; z/ 2 †.n/ j 2 − z

¯
:

It is easy to see that L.n/ D 0 for positive n � 5; 6; 7 .mod 8/. Tunnell proved that for n

positive square-free, L.n/ ¤ 0 if and only if L.1; E.n// ¤ 0. The BSD conjecture predicts
the following:

Conjecture A. A positive square-free integer n is a congruent number if and only if
L.n/ D 0. In particular, any positive integer n � 5; 6; 7 .mod 8/ is a congruent number.

One can determine whether L.n/ D 0 in finitely many steps, yet there is no algo-
rithm to find all the rational points of E.n/. Tunnell’s work was recently generalized to any
given quadratic twist family of elliptic curves over Q in [26].

The even Goldfeld conjecture for the family E.n/ can be stated as follows:

Conjecture B1. Among all square-free positive integers n � 1; 2; 3 .mod 8/, the subset of
n with L.n/ ¤ 0 has density one.

For an elliptic curve A=Q with root number �1, the BSD conjecture predicts that
A.Q/ has an infinite-order point. Heegner point construction provides a systematic method
to construct rational points.We now give a concrete construction for congruent elliptic curves
E.n/ with n� 5; 6; 7 .mod 8/. Denote by E the elliptic curve y2 D x3 � x that has conduc-
tor 32. The Abel–Jacobi map induces the complex uniformization

E.C/ ' C=ƒE ; z 7!

Z z

O

dx=2y;
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where ƒE D ¹
R


dx=2y j  2 H1.E.C/; Z/º � C is the period lattice. Denote by � the

newform of weight 2 and level �0.32/ associated to E. Let f be the analytic map

f W X0.32/.C/! E.C/

induced by the above complex uniformization E.C/ ' C=ƒE and

H ! C W � 7!

Z �

i1

2�i�.z/dz:

We now give a construction of Heegner points. For n a positive square-free integer
� 5; 6; 7 .mod 8/, let K D Q.

p
�n/, let O be its ring of integers, and H its Hilbert class

field. Let c be the complex conjugation and let E.K/cD�1 � E.K/ be the subgroup on
which c acts by �1, then we naturally have E.K/cD�1 ' E.n/.Q/.

Define the Heegner point, which lies in E.n/.Q/˝Q, as follows:

yn WD

8̂̂<̂
:̂
trH=K.1 � Œi �/ � f .�n/;

trH=K Œi � � f .�n/;

2 trH=K f .�n/;

whereH 3 �n D

8̂̂̂<̂
ˆ̂:

1

4.1�
p

�n/
;

�1

4
p

�n
;

�2

�C
p

�n
;

if n�

8̂̂<̂
:̂

5 .mod 8/;

6 .mod 8/;

7 .mod 8/:

Here � is an integer such that �2 � �n .mod 128/. The construction is natural from an
automorphic representation point of view, which will be described in Section 2.

Conjecture B2. Among all positive integers n � 5; 6; 7 .mod 8/, the subset of n with yn

being nontorsion has density one.

The Gross–Zagier formula (see Section 2) implies that yn is nontorsion if and only
if L0.1; E.n// ¤ 0. Furthermore, Kolyvagin’s work shows that if yn is nontorsion, then the
rank of E.n/.Q/ is one [36]. The Gross–Zagier formula also helps compute yn and therefore
a generator of E.n/.Q/ [19].

Remark 5. The combination of Conjectures B1 and B2 is equivalent to Goldfeld conjecture
for congruent elliptic curves, which would solve the CNP for integers with probability one.

Example 1. For n D 101; 102, and 103, the Heegner point yn is given by�
�3975302500

442723681
;

2808122994457950

9315348971921

�
; .5100; 364140/;

and �
�777848715219380607

8780605285453456
;

406939902409963977921570495

822785599723202981879104

�
:

And right triangles with area n corresponding to yn have side lengths�
267980280100

44538033219
;

44538033219

1326635050
;

2015242462949760001961

59085715926389725950

�
;

�
20

7
;

357

5
;

2501

35

�
;

and�
16286253110943816

441394452081515
;
45463628564396045

8143126555471908
;
134130664938047228374702001079697

3594330884182957394223708580620

�
:
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Heegner [28] in 1952 showed that any prime or double prime n � 5; 6; 7 .mod 8/

is a congruent number. Later on, based on Heegner’s method, Monsky [40] in 1990 proved
that for .p1; p2/ � .1; 5/ .mod 8/ (resp. .p1; p2/ � .1; 7/ .mod 8/), two primes such that
. p1

p2
/ D �1, the product p1p2 (resp. 2p1p2) is a congruent number. A natural question is

to seek congruent numbers with many prime factors. The following was first conjectured by
Monsky in [40].

Theorem 6 (Tian [50]). Let n be the product of an odd number of primes � 5 .mod 8/ that
are not quadratic residues to each other, then n is a congruent number.

Theorem 7 (Burungale–Tian [11]). Conjecture B1 is true, namely among all square-free
positive integers n � 1; 2; 3 .mod 8/, the subset of n with L.n/ ¤ 0 has density one.
In particular, the density of noncongruent numbers among square-free positive integers
� 1; 2; 3 .mod 8/ is one.

Let S be the subset of positive square-free integers n � 5; 6; 7 .mod 8/ so that
dimF2 Sel2.E.n/=Q/=E.Q/Œ2� D 1. By the results on distribution of 2-Selmer groups [27,

32,49], the density of S for all the positive square-free integers n � 5; 6; 7 .mod 8/ is

2
Y
j �1

�
1C 2�j

��1
:

Theorem 8 ([47,50,51]). There is a density-2
3
subset of S so that the analytic rank of E.n/

is one and the 2-part BSD formula holds. In particular, among all the square-free positive
integers n � 5; 6; 7 .mod 8/, the density of congruent numbers is greater than

4

3

Y
j �1

�
1C 2�j

��1
�

>
1

2

�
:

The strategy of the proof of Theorems 6 and 8 (resp. Theorem 7) will be given in
Section 2 (resp. Section 3).

2. Heegner point and explicit Gross–Zagier formula

Heegner points and Gross–Zagier formula play an important role in the study of
elliptic curves. The work of Yuan, Zhang, and Zhang [55] gives the general construction of
Heegner points on Shimura curves over totally real fields and establishes the general Gross–
Zagier formula. Some arithmetic applications require an explicit form of the formula such
as that in [24]. In this section, we introduce the explicit Gross–Zagier formula from [15] and
its application to CNP.

We assume as given:

• A—an elliptic curve over Q with conductor N ,

• K—an imaginary quadratic field with discriminant D,

• �—a ring class character of K with conductor c, which can be viewed as a char-
acter on Gal.Hc=K/, where Hc is the ring class field of K with conductor c,
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characterized by the reciprocity law

t W Gal.Hc=K/
�
! K�

n OK�= OO�
c :

Here, Oc D Z C cOK is an order of OK . For any abelian group M , denote
OM DM ˝Z OZ with OZ D

Q
p Zp .

Assume that the Rankin–Selberg L-series L.s; A; �/ associated to .A; �/ has sign �1 in its
function equation.

In the following, we shall introduce the construction of the Heegner points and the
explicit Gross–Zagier formula for .A; �/ under the assumption .c; N / D 1. Let B be the
unique indefinite quaternion algebra over Q whose ramified places are given by all p such
that

�p.A; �/ D ��p�p.�1/;

where �p.A; �/ is the local root number of L.s; A; �/ at p and �p is the quadratic character
of Q�

p associated to Kp=Qp . In particular, there exists an embedding of K into B . Fix such
an embedding once and for all. An order R of B is called admissible with respect to .A; �/

if the discriminant of R is N and R \ K D Oc . Such an order exists and is unique up to
conjugaction by OK�. Fix such an admissible order R.

Denote by X OR� the Shimura curve over Q associated to B of level OR�. Under an
isomorphism B.R/ 'M2.R/, it has the following complex uniformization:

X OR�.C/ D B�
nH ˙

� OB�= OR�
t ¹cuspsº:

Denote by Œz; g� OR� the image of .z; g/ 2 H ˙ � OB� in X OR�.C/. Let � OR� 2 Pic.X OR�/˝Q

be the normalized Hodge class with degree 1 on each connected component of X OR�; NQ (see
[55, Section 3.1.3]).

The following proposition follows from the modularity theorem and the Jacquet–
Langlands correspondence.

Proposition 9 ([15, Proposition 3.8]). Up to scalars, there is a unique nonconstant morphism
f W X OR� ! A over Q satisfying the following properties:

• f sends � OR� to the identity O of A in the sense that if � OR� is represented by a
divisor

P
ni xi on X OR�;Q, then

P
ni f .xi / D O .

• For each place pj.N; D/,

T$p f D ��1
p .$p/f:

Here, T$p is the automorphism of X OR� , which on X OR�.C/ is given by
Œz; g� OR� 7! Œz; g$p� OR� , with $p 2 K�

p being any uniformizer of Kp .

Let z 2 H be the unique point fixed by K� and let P D Œz; 1� OR� . By the theory of
complex multiplication, P is defined over the ring class field Hc of K with conductor c and
the Galois action is given by

Œz; 1��
OR�
D Œz; t� � OR� ; � 2 Gal.Hc=K/;

where � 7! t� is the reciprocity map.
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Define the Heegner point

P�.f / D
X

�2Gal.Hc=K/

f
�
P �
�
�.�/ 2 A.Hc/˝Q.�/:

Here Q.�/ is the field over Q generated by image of �.

Theorem 10 ([15,55]). Assume .N; c/ D 1. Then

L0.1; A; �/ D 2��.N;D/ 8�2.�; �/�0.N /

u2
p
jDc2j

�

OhK.P�.f //

degf
:

Here, � is the newform associated to A with

.�; �/�0.N / D

“
�0.N /nH

j�.x C iy/j2dxdy;

u D ŒO�
c W Z

��, �.N; D/ is the number of common prime factors of N and D, OhK is the
Néron–Tate height on A over K, and deg.f / is the degree of the morphism f .

Remark 11.

(1) To compute Heegner points (if non-torsion) via CM theory and modular param-
eterization, one only gets an approximation. The precise computation can be
carried out since one knows the height of Heegner point via the above formula
(see [53]).

(2) One may use different Heegner points to construct rational points on A by
choosing different K. The case .D; N / ¤ 1 sometimes provides points with
smaller height. The above formula with .D; N / ¤ 1 was conjectured by Gross
and Hayashi in [25] and employed in [53] for the computation of rational points.

Some arithmetic problems lead to the situation .c; N /¤ 1. Consider the following:
a nonzero rational number is called a cube sum if it is of form a3 C b3 with a; b 2 Q�. For
any n 2 Q�, consider the elliptic curve Cn W x

3 C y3 D 2n. If n is not a cube, then 2n is a
cube sum if and only if the rank of Cn.Q/ is positive.

Theorem 12 ([16]). For any odd integer k � 1, there exist infinitely many cube-free odd
integers n with exactly k distinct prime factors such that

rankZ Cn.Q/ D 1 D ordsD1 L.s; Cn/:

Here, a certain Heegner point is considered for the pair .A; �/ where A D X0.36/ W

x2 D y3 C 1 is an isogeny to C1 and � is a certain cubic ring class character over the imag-
inary quadratic field Q.

p
�3/ with conductor 3n� where n� is the product of prime factors

in n. In particular, the pair .A; �/ has joint ramification at the prime 3.
In fact, the explicit Gross–Zagier formula is proved for any pair .�; �/ where

• � is a cuspidal automorphic representation on GL2 over a totally real field F with
central character !� , discrete series of weight 2 at all archimedean places,
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• � W K�n OK� ! C� is a character of finite order for a totally imaginary quadratic
extension K over F such that

(i) !� � �jA�
F
D 1,

(ii) the root number of the Rankin–Selberg L-series L.s; �; �/ is �1.

Based on the work of Yuan–Zhang–Zhang [55], the above explicit formula is established via
generalizing Gross–Prasad local test vector theory.

The relevant problem in local harmonic analysis is the following. Let B be a quater-
nion algebra over a local field F with a quadratic sub-F -algebra K . Let � be an irreducible
smooth admissible representation on B� which is of infinite dimension if B is split. Let �

be a character of K� such that �jF � is the inverse of the central character of � . Consider
the functional space

P .�; �/ WD HomK�

�
�; ��1

�
:

In general, dimC P .�; �/ � 1. In the case P .�; �/ 6D 0, a vector ' is called a test vector for
.�; �/ if `.'/ 6D 0 for any nonzero ` 2 P .�; �/.

Moreover, for an unitary .�; �/, P .�; �/ is nonzero if and only if the bilinear form
˛ 2 P .�; �/˝P . N�; N�/ defined as the toric integral of matrix coefficients

˛.'1 ˝ '2/ D

Z
F �nK�

˝
�.t/'1; '2

˛
�.t/dt; '1 2 �; '2 2 N�

is nonzero. Here, N� (resp. N�) is the complex conjugate of � (resp. �) and h�; �i is a nondegen-
erate invariant pairing on � ˝ N� . In particular, if P .�; �/ 6D 0, ' is a test vector for .�; �/

if and only if ˛.'; N'/ 6D 0.
For any pair .�;�/ as above, in [15]we find an admissible orderR for .�;�/which is

unique up to K�-conjugacy. The invariant subspace �R� of � by R� is at most of dimen-
sion 2. By studying the toric integral ˛, there is a line in �R� containing test vectors for
.�; �/.

Our explicit Gross–Zagier formula satisfies the following properties: First, the test
vector only depends on the local type �v , �v , for v dividing the conductor of � . It is useful
when considering horizontal variation (quadratic twist, for example), see [7, 13], or vertical
variation (in Iwasawa theory) of the character �. We also have a so-called S -version formula
which says that for a different choice of a pure tensor test vector, for example, at a finite set
of places S , the new explicit formula can be obtained by modifying the original one by local
computations at S , for example, see [16].

In the rest of this section, we sketch a proofs of Theorems 6 and 8. InHeegner’s work,
the point yn is not 2-divisible. In [50,51], Heegner’s results were generalized to many prime
factors by induction on 2-divisibility of Heegner points via the Waldspurger and Gross–
Zagier formulas.

For E W y2 D x3 � x, K D Q.
p
�n/, n � 5; 6; 7 positive square-free, the explicit

Gross–Zagier formula for .E; K/ gives

OhQ.yn/ D 2a L0.1; E.n//

�E .n/
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where a D 1; 0; 1 in the case n� 5; 6; 7 .mod 8/, respectively. Now if yn is nontorsion, then
the BSD conjecture becomes�

E.n/.Q/=E.n/.Q/tor W Z � yn

�
D 2�.n/�1

q
#X

�
E.n/=Q

�
;

where �.n/ is the number of odd prime factors of n. If n is a prime then the 2-part of the
BSD conjecture is equivalent to 2-indivisibility of yn, this is exactly Heegner’s case. As�.n/

becomes large, the 2 divisibility of yn becomes high and the original Heegner’s argument
does not work directly. Whenever dimF2 Sel2.E.n/=Q/=E.n/.Q/Œ2� D 1, the 2-divisibility
of yn fully comes from Tamagawa numbers. The 2-divisibility can be proved via induction;
to do this, one employs various relations between different Heegner points.

We employ the induction method (see [50]) in the case n� 5 .mod 8/ with all prime
factors � 1 .mod 4/. Let zn WD f .�n/ and let yn be the Heegner points as in the Section 1.
Denote by H the Hilbert class field of K DQ.

p
�n/ and let H0 �H be the genus subfield

determined by Gal.H0=K/ ' 2Cl.K/. For each d jn with the same above property as n, let
y0 D trH=H0

zn and yd;0 D tr
H=K.

p
�d/

zn. Then these points satisfy the following relation:

yn C

X
1�d jn;d¤n;
d�5 .mod 8/

yd;0 D 2�.n/y0

�
mod EŒ2�

�
:

Furthermore, the Gross–Zagier formula implies that whenever yd;0 is nontorsion, both yd;0

and yd lie in the one-dimensional space E.Q.
p
�d//cD�1 ˝Q and

Œyd;0 W yd �2 D
Lalg.1; E.n=d//

Lalg.1; E/
; where Lalg.1; E.n=d// D

L.1; E.n=d//

�E .n=d/

:

By induction on the 2 divisibility of yd and 2 divisibility of Lalg.1;E .n=d//

Lalg.1;E/
, one gets the fol-

lowing 2 divisibility of yn whenever Cl.K/ has no element of order 4:

yn 2
�
2�.n/�1E.K/cD�1

CE.K/tor
�
n
�
2�.n/E.K/cD�1

CE.K/tor
�
:

Thus Theorem 6 follows.
The above induction argument was improved in [51] to handle the general case. For

a positive integer d , let g.d/ D #2Cl.Q.
p
�d// be the genus class number of Q.

p
�d/.

For n � 5; 6; 7 .mod 8/, let

L.n/ D

8<: ŒL0.1; E.n//=.22�.n/�2�a.n/ ��E .n/RE .n//�1=2; if ordsD1 L.1; E.n// D 1;

0; otherwise;

where a.n/ D 0 if n is even and a.n/ D 1 if n is odd.
Then the BSD conjecture forE.n/ is equivalent toL.n/2D #X.E.n/=Q/whenever

L0.1; E.n// ¤ 0. We have the following criterion for the 2-indivisibility of L.n/:
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Theorem 13 ([51]). For n � 5; 6; 7 .mod 8/ positive square-free, L.n/ is an integer and
2��.n/L.n/ is odd if8̂̂̂̂

ˆ̂̂̂̂̂̂
<̂
ˆ̂̂̂̂̂̂
ˆ̂̂:

P
nDd0���d`

di �1 .mod 8/;i>0

Q
i g.di / � 1 .mod 2/ orP

nDd0���d`;
d0�5;7 .mod 8/
d1�1;3 .mod 8/

di �1 .mod 8/;i>1

Q
i g.di / � 1 .mod 2/; if n � 5; 7 .mod 8/;

P
nDd0���d`;

d0�5;6;7 .mod 8/
d1�1;2;3 .mod 8/
di �1 .mod 8/;i>1

Q
i g.di / � 1 .mod 2/; if n � 6 .mod 8/;

where �.n/ is a positive integer (defined in [51]) arising from an isogeny between E.n/ and
2ny2 D x3 C x.

Let
s.n/ D dimF2 Sel2

�
E.n/=Q

�
=E.n/.Q/Œ2�

D rankZ E.n/.Q/C dimF2 X
�
E.n/=Q

�
Œ2�:

Consider the following sets for i D 5; 6; 7:

• †i—the set of all square-free positive integers n � i .mod 8/,

• †0
i � †i—the subset of n with s.n/ D 1,

• †00
i � †i—the subset of n satisfying the conditions in the Theorem 13.

Theorem 14 (Heath-Brown [27], Swinnerton-Dyer [49], Kane [32]). The density of †0
i in †i

is

2

1Y
kD1

�
1C 2�k

��1
D 0:8388 : : :

Theorem 15 (Smith [47]). The set †00
i is contained in †0

i with density
3
4
, 1

2
, 3

4
for i D 5; 6; 7,

respectively.

Observe that Theorem 8 is a consequence of Theorems 13, 14, and 15.

3. Selmer groups: p-converse and distribution

The n-Selmer group for an elliptic curve A over a number F is defined by

Seln.A=F / D ker
�

H 1
�
F; AŒn�

�
!

Y
v

H 1.Fv; A/

�
and fits into the short exact sequence

0! A.F /=nA.F /! Seln.A=F /!X.A=F /Œn�! 0:

The group Hom.Selp1.A=F /; Qp=Zp/ is known to be a finitely generated Zp-module, its
rank of free part is called p1-Selmer corank of A, denoted by corankZp Selp1.A=F /.
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Conjecture 16 (BSD, reformulation). Let A=F be an elliptic curve over a number field,
r 2 Z>0, and p be a prime. Then the following are equivalent:

(1) ordsD1 L.s; A=F / D r ,

(2) rankZA.F / D r and X.A=F / is finite,

(3) corankZp Selp1.A=F / D r .

Notation (p-converse). The implication

corankZp Selp1.A=F / D r H) ordsD1 L.s; A=F / D r

is referred to as rank r p-converse.

We can also consider a Selmer variant of Goldfeld’s Conjecture 3. The following
was conjectured by Bhargava–Kane–Lenstra–Poonen–Rains.

Conjecture 17 ([4]). LetF be a global field,p be a prime, andG a finite symplecticp-group.
If all elliptic curves A over F are ordered by height, then for r D 0; 1 we have

Prob
�
Selp1.A=F / ' .Qp=Zp/r

˚G
�
D

1

2
�

.#G/1�r

# Sp.G/
�

Y
i�r

�
1 � p1�2i

�
:

In particular, the density of rank 0 (or 1) elliptic curves over F is 1
2
.

3.1. Distribution of Selmer groups and Goldfeld conjecture
The following Smith’s result shows that even for a quadratic twist family, the distri-

bution follows the same pattern as the above conjecture.

Theorem 18 (Smith [48]). Let A=Q be an elliptic curve satisfying A has full rational 2-
torsion, but no rational cyclic subgroup of order 4. Then, among the quadratic twists A.d/

of A, a distribution law as in Conjecture 17 holds for p D 2.
In particular, among all quadratic twists A.d/ with sign C1 (resp. �1), there is a

subset of density one with corankZ2 Sel21.A.d/=Q/ D 0 (resp. 1).

Remark 19. Smith’s work is based on the following results of Heath-Brown, Swinnerton-
Dyer, and Kane on distribution of 2-Selmer groups, which is the first step to understand the
distribution of 21-Selmer groups.

Theorem 20 ([27,32,49]). Let A=Q be an elliptic curve satisfying

• A has full rational 2-torsion, but no rational cyclic subgroup of order 4.

Then for r 2 Z�0, among the quadratic twists A.d/ of A,

Prob
�
dimF2 Sel2

�
A.d/=Q

�
=A.d/.Q/Œ2� D r

�
D

1Y
j D0

�
1C 2�j

��1
rY

iD1

2

2i � 1
:

In general, for a quadratic twist family of elliptic curves over Q, its distribution of
2-Selmer groups may exhibit new behavior. For example, the quadratic twist family of Tiling
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number elliptic curves has

A.d/
W dy2

D x.x � 1/.x C 3/ with A.1/.Q/tor Š Z=2Z � Z=4Z.

Perhaps surprisingly, in light of the presence of such rational 4-torsion, the distri-
bution of 2-Selmer groups no longer seems to be as in Theorem 20. For example, if d ¤ 1,
d � 1 .mod 12/ is positive square-free, then

dimF2 Sel2
�
A.�d/=Q

�
=A.�d/.Q/Œ2� � 2:

A preliminary study suggests that for such elliptic curves, the distribution of 2-
Selmer groups may look more like that of the 4-ranks of ideal class groups of the underlying
imaginary quadratic fields.

Theorem 21 ([22]). Let A be the elliptic curve y2 D x.x � 1/.x C 3/. Among the set of
positive square-free integers d � 7 .mod 24/ (resp. d � 3 .mod 24/), the subset of d such
that both ofA.˙d/ have Sel2.A.˙d/=Q/=A.˙d/.Q/Œ2� trivial has density 1

2

Q1

iD1.1� 2�i / >

14:4% (resp. of density
Q1

iD1.1 � 2�i / > 28:8%).

In general, for r 2 Z�0, for the set of positive square-free integers d � 3 .mod 24/,

Prob
�
dimF2 Sel2

�
A.d/=Q

�
=A.d/.Q/Œ2� D 2r

�
D

 
rX

kD0

2�.rCk/.3rC3k�1/=2

rCkY
iD1

�
1 � 2�i

��2
2k�1Y
iD0

�
2rCk�i

� 1
� kY

iD1

4i�1

4i � 1

!
�

1Y
iD1

�
1 � 2�i

�
:

An approach to Goldfeld conjecture. The Goldfeld conjecture for a quadratic twist family
of elliptic curves over Q is a consequence of the following steps:

(1) Distribution of p1-Selmer groups in the quadratic twist family, which should
be a certain variant of general distribution law for all elliptic curves in [4].

(2) The rank zero and rank one p-converse.

Proof of Theorem 7. It is a direct consequence of Tunnell’s work on quadratic twist L-values
of congruent elliptic curves [52], Theorem 18 of Smith on distribution of 21-Selmer groups,
and Theorem 22 below on the rank zero p-converse for CM elliptic curves for p D 2.

3.2. Recent progress: p-converse
In the remaining part of this section, we discuss the p-converse theorem in the CM

case. For a few other p-converse theorems, see [6,8–10]. Fix a prime p.

Theorem 22 (Rubin [43,44], Burungale–Tian [11]). Let A=Q be a CM elliptic curve. Then,

corankZp Selp1.A=Q/ D 0 H) ordsD1 L.s; A=Q/ D 0:

Remark 23. Assume that A=Q has CM by K and p − #O�
K . Then the above theorem is due

to Rubin [43,44].

Remark 24. Skinner–Urban [46] established the rank zero p-converse for certain elliptic
curves over Q without CM.
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Theorem25 (W. Zhang [56], Skinner [45], Castella–Wan [17]). LetA=Q be a non-CMelliptic
curve and p � 3. Then,

corankZp Selp1.A=Q/ D 1 H) ordsD1 L.s; A=Q/ D 1;

under certain assumptions.

Their methods essentially excludes the CM case. For CM elliptic curves:

Theorem 26 (Burungale–Tian [12], Burungale–Skinner–Tian [8]). Let A be a CM elliptic
curve over Q and p − 6NA a prime. Then

corankZp Selp1.A=Q/ D 1 H) ordsD1 L.s; A=Q/ D 1:

3.2.1. Rank zero CM p-converse
We outline the proof of Theorem 22. Unconventionally for the CM elliptic curves,

this approach is based on Kato’s main conjecture [33], which we recall now.
Let f 2 Sk.�0.N // be an elliptic newform of even weight k � 2, level �0.N /, and

Hecke field F . Fix an embedding �p WQ!Qp . Let � be the place of F induced by �p , F� be
the completion of F at �, andO� the integer ring. Let VF�

.f / be the two-dimensional repre-
sentation ofGQ overF� associated to f . We first introduce the related Iwasawa cohomology.
For n 2 Z�0, let

Gn D Gal
�
Q.�pn/=Q

�
; G1 D lim

 �
n

Gn D Gal
�
Q.�p1/=Q

�
:

Let ƒ D O�ŒŒG1�� be a two-dimensional complete semilocal ring. For q 2 Z�0, consider
the ƒQp D ƒ˝Q-module

Hq
�
VF�

.f /
�
D lim
 �

n

H q
�
ZŒ�pn ; 1=p�; T

�
˝Q;

where T � VF�
.f / is any GQ-stable O�-lattice and H q denotes the étale cohomology. The

following holds [33]:

(1) H2.VF�
.f // is a torsion ƒQp -module, and

(2) H1.VF�
.f // is a free ƒQp -module of rank one.

Nowwe introduce the submodule ofH1.VF�
.f // generated by Beilinson–Kato ele-

ments. We have the following existence of zeta elements for the p-adic Galois representation
corresponding to an elliptic newform [33, Thm. 12.5]:

(1) There exists a nonzero F�-linear morphism

VF�
.f /! H1

�
VF�

.f /
�
I  7! z .f /:

(2) Let Z.f / be the ƒQp -submodule of H1.VF�
.f // generated by z .f / for all

 2 VF�
.f /. Then H1.VF�

.f //=Z.f / is a torsion ƒQp -module.

Remark 27. For a characterizing property of the morphism  7! z .f / in terms of the
underlying critical L-values, we refer to [33, Thm. 12.5 (1)].
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Conjecture 28 (Kato’sMainConjecture [33]). The following equality of ideals holds inƒQp :

Char
�
H2
�
VF�

.f /
��
D Char

�
H1
�
VF�

.f /
�
=Z.f /

�
:

Theorem 29 (Burungale–Tian [11]). Kato’s main conjecture holds for any CMmodular form
f and any prime p.

As observed by Kato [33], the CM case of Kato’s main conjecture is closely related to an
equivariant main conjecture for the underlying imaginary quadratic field. This is based on
an intrinsic relation between the Beilinson–Kato elements and elliptic units.

As a consequence of Theorem 29, we have the following result, which implies The-
orem 22.

Theorem 30 ([11]). Assume that f is CM. Let H 1
f .Q; VF�

.f /.k=2// be the corresponding
Bloch–Kato Selmer group (see Kato [33]). Then,

H 1
f
�
Q; VF�

.f /.k=2/
�
D 0 H) ordsDk=2 L.s; f / D 0:

3.3. Rank one CM p-converse
In the following, we focus on the proof of the rank one CM p-converse theorem

for ordinary primes p. The key is an auxiliary Heegner point main conjecture (HPMC, for
short).

Classically, HPMC is only formulated for pairs .A; K 0/ where A=Q is an elliptic
curve and K 0 is an imaginary quadratic field satisfying the Heegner hypothesis. To show the
rank 1 p-converse for a CM elliptic curve, we utilize a certain anticyclotomic Iwasawa theory
over the CM field. The key is to construct relevant Heegner points for auxiliary Rankin–
Selberg pairs, and consider the underlying HPMC.

Let A=Q be a CM elliptic curve with CM by K and with p1-Selmer corank one.
Let � be the associated Hecke character over K and �� the corresponding theta series.

Lemma 31. There exists a finite order Hecke character � over K such that
L.1; ��=�� � �/ ¤ 0, where � is the involution given by nontrivial automorphism of K,
so that the L-function for the Rankin pair .f WD ��=�; �/,

L.s; f � �/ D L.s; �/L
�
s; ��=��

� �
�
;

has sign �1 and the same vanishing order at the center as L.s; �/ D L.s; A=Q/.

We have the relevant Heegner point P0 2 B.K/ ˝ Q on the abelian variety
B WD Af �� associated to the pair .f D ��=�; �/. The Gross–Zagier formula of Yuan–
Zhang–Zhang [55] implies that 0¤ P0 2 B.K/˝Q if and only if ordsD1 L.s; f � �/D 1.

Note that p is split in K. Let K1=K be the anticyclotomic extension with Galois
group � Š Zp . For each n � 1, let Kn � K1 be the degree pn subextension over K.

One can construct a family of norm compatible Heegner pointsPn 2B.Kn/. Denote
by ƒ D OpŒŒ��� and ƒQp D ƒ˝Q. Here O is the endomorphism ring of B (viewed as a
subring of Q), pjp the prime ideal of O induced by �p , and Op the completion of O at p.
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Proposition 32. The ƒQp -modules

S.B=K1/ WD
�
lim
 �

n

lim
 �
m

Selpm.B=Kn/
�

Qp
; X.B=K1/ WD

�
lim
�!

n

lim
�!
m

Selpm.B=Kn/
�_

Qp

are finitely generated ƒQp -modules of rank one. Moreover, the element

� D .Pn/ 2 S.B=K1/

is not ƒQp -torsion so that S.B=K1/=ƒQp � � is a finitely generated torsion ƒQp -module.

Conjecture 33 (HPMC). With the above notations,�
Char

�
S.B=K1/=.�/

��2
D Char

�
X.B=K1/tor

�
:

The control theorem gives

#
�
S.B=K1/=.�/

�
�

<1) 0 ¤ P0 2 B.K/;

corankOp Selp1.B=K/ D 1) #
�
X.B=K1/tor

�
�

<1:

The rank one p-converse in the CM case is a consequence of HPMC. In fact, by
descent,

#
�
X.B=K1/tor

�
�

<1, #
�
S.B=K1/=.�/

�
�

<1: .�/

Now corankZp Selp1.A=Q/ D 1 implies that the left-hand side of .�/ holds. On the other
hand, under the Gross–Zagier formula, ordsD1 L.s;A=Q/D 1 is a consequence of the right-
hand side of .�/.

First proof of HPMC. The two variable Rankin–Selberg p-adic L-function Lp.f � �/ (see
[21]) associated to .f; �/ has a decomposition in terms of Lp.�/ and Lp.��=�� � �/, where
Lp.�/,Lp.��=�� � �/ are the Katz p-adic L-functions (see [29]) associated to � and ��=�� �

�, respectively. Note that Lp.f � �/ and Lp.�/ vanish along the anticyclotomic line, thus
we may consider their derivatives with respect to the cyclotomic variable, i.e.,�

L0
p.f � �/

�
D
�
L0

p.�/
��

Lp

�
��=��

� �
��

:

The HPMC is based on ƒ-adic Gross–Zagier formula and Rubin’s main conjecture.
On the one hand, theƒ-adic Gross–Zagier formula [21] connects Heegner point with

L0
p.f � �/ as �

L0
p.f � �/

�
D
�
h�; �i

�
D Char

�
S.B=K1/=.�/

�
R.f � �/;

where h �; � i is the ƒ-adic height pairing and R.f � �/ is the ƒ-adic regulator of f � �

which is nonzero by the rigidity principle [5]. On the other hand, Rubin’s main conjecture
[1,43] implies�

L0
p.�/

�
D Char

�
X.�/tor

�
R.�/;

�
Lp

�
��=��

� �
��
D Char

�
X
�
��=��

� �
��

;

where R.�/ is the ƒ-adic regulator which is nonzero [5], X.�/ and X.��=�� � �/ are certain
anticyclotomic Selmer groups. Then, the HPMC follows from the decomposition

Char
�
X.B=K1/tor

�
D Char

�
X.�/tor

�
Char

�
X
�
��=��

� �
��

and the comparison of ƒ-adic regulators, R.�/ D R.f � �/.
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Second proof of HPMC. Viaƒ-adicWaldspurger formula and nontriviality of �, the HPMC
is equivalent to the BDP main conjecture [45]. Let p D vv where v is determined by �p .

Proposition 34. The ƒQp -modules

Sv.B=K1/ WD
�
lim
 �

n

lim
 �
m

Selpm;v.B=Kn/
�

Qp
;

Xv.B=K1/ WD
�
lim
�!

n

lim
�!
m

Selpm;v.B=Kn/
�_

Qp

are finitely generated torsion ƒQp -modules. Here Selpm;v is the pm-Selmer group with v-
relaxed and v-strict local Selmer condition [45].

Let Lv.B=K1/ be the anticyclotomic BDP p-adic L-function in [3,38].

Conjecture 35 (BDP Main Conjecture). Char.Xv.B=K1// D .Lv.B=K1//.

The ƒQp -modules Sv.B=K1/, Xv.B=K1/, .Lv.B=K1// can be decomposed in
terms of Selmer groups and p-adic L-functions of �, ��=�� � �. Then, we approach the BDP
main conjecture based on Iwasawa main conjecture for imaginary quadratic fields proved by
Rubin [43].

The second approach generalizes to CM elliptic curves over totally real field [6,30].
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The classical Langlands program, originated by Langlands in 1960s [41], system-
atically studies reciprocity laws in the framework of representation theory. Very roughly
speaking, it predicts the following deep relations between number theory and representation
theory:

Galois representations oo
Reciprocity law

//

��

automorphic representations

��

Arithmetic data oo
Satake isomorphism

// Spectral data

A special case of this correspondence, known as the Shimura–Tanniyama–Weil conjecture,
implies Fermat’s last theorem (see [62]).

The geometric Langlands program [42], initiated by Drinfeld and Laumon, arose as
a generalization of Drinfeld’s approach [20] to the global Langlands correspondence for GL2

over function fields. In the geometric theory, the fundamental object to study shifts from the
space of automorphic forms of a reductive groupG to the category of sheaves on the moduli
space of G-bundles on an algebraic curve.

For a long time, developments of the geometric Langlands were inspired by prob-
lems and techniques from the classical Langlands, with another important source of inspira-
tion from quantum physics. The basic philosophy is known as categorification/geometriza-
tion. In recent years, however, the geometric theory has found fruitful applications to the clas-
sical Langlands program and some related arithmetic problems. Traditionally, one applies
Grothendieck’s sheaf-to-function dictionary to “decategorify” sheaves studied in geometric
theory to obtain functions studied in arithmetic theory. This was used in Drinfeld’s approach
to the Langlands correspondence for GL2, as mentioned above. Another celebrated example
is Ngô’s proof of the fundamental lemma [55]. In recent years, there appears another pas-
sage from the geometric theory to the arithmetic theory, again via a trace construction, but
is of different nature and is closely related to ideas from physics. V. Lafforgue’s work on the
global Langlands correspondence over function fields [39] essentially (but implicitly) used
this idea.

In this survey article, we review (a small fraction of) the developments of the geo-
metric Langlands program, and discuss some recent new prospectives of the classical Lang-
lands inspired by the geometric theory, which in turn lead solutions of some concrete arith-
metic problems. The following diagram can be regarded as a road map:
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Number theory, arithmetic geometry, harmonic analysis
OO

��

Arithmetic Langlands

Categorification/Geometrization

x�

Geometric Langlands

Decategorification/Trace

7?

Representation theory, geometry, quantum physics

��

OO

Notations. We use the following notations throughout this article. For a field F , let � QF =F

be the Galois group of a Galois extension QF=F . Write �F D �F =F , where F is a separable
closure of F . Often in the article F will be either a local or a global field. In this case, let
WF denote the Weil group of F . Let cycl denote the cyclotomic character.

For a group A of multiplicative type over a field F , let X�.A/ D Hom.AF ;Gm/

denote the group of its characters, andX�.A/DHom.Gm;AF / the group of its cocharacters.
For a prime `, let ƒ be F`, Z`, Q` or a finite (flat) extension of such rings. It will

serve as the coefficient ring of our sheaf theory.

1. From classical to geometric Langlands correspondence

In this section, we review some developments of the geometric Langlands theory
inspired from the classical theory, with another important source of inspiration from quantum
physics. The basic idea is categorification/geometrization, which is a process of replacing
set-theoretic statements with categorical analogues

Numbers Ü Vector spaces Ü Categories Ü 2-Categories Ü � � � : (1.1)

We illustrate this process by some important examples.

1.1. The geometric Satake
The starting point of the Langlands program is (Langlands’ interpretation of) the

Satake isomorphism, in which the Langlands dual group appears mysteriously. Similarly,
the starting point of the geometric Langlands theory is the geometric Satake equivalence,
which is a tensor equivalence between the category of perverse sheaves on the (spherical)
local Hecke stack of a connected reductive group and the category of finite-dimensional alge-
braic representations of its dual group. This is a vast generalization of the classical Satake
isomorphism (via the sheaf-to-function dictionary), and arguably gives a conceptual expla-
nation why the Langlands dual group (in fact, the C -group) should appear in the Langlands
correspondence.
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We follow [83, Sect. 1.1] for notations and conventions regarding dual groups. LetG
denote a connected reductive group over a field F . Let . OG; OB; OT ; Oe/ be a pinned Langlands
dual group of G over Z. There is a finite Galois extension QF=F , and a natural injective map
� W � QF =F � Aut. OG; OB; OT ; Oe/, induced by the action of �F on the
root datum of G. Let LG D OG Ì � QF =F denote the usual L-group of G, and
cG D OG Ì .Gm � � QF =F / the group defined in [83], which is isomorphic to the C -group
of G introduced by Buzzard–Gee. We write d W cG ! Gm � � QF =F for the projection with
the kernel OG.

Now let F be a nonarchimedean local field with O being its ring of integers and
k D Fq its residue field. That is, F is a finite extension of Qp or is isomorphic to Fq..$//.
Let � be the geometric q-Frobenius of k. Assume that G can be extended to a connected
reductive group over O (such G is called unramified), and we fix such an extension to have
G.O/�G.F /, usually called a hyperspecial subgroup ofG.F /. With a basis of open neigh-
borhoods of the unit given by finite-index subgroups of G.O/, the group G.F / is a locally
compact topological group. The classical spherical Hecke algebra is the space of compactly
supported G.O/-biinvariant C-valued functions on G.F /, equipped with the convolution
product

.f � g/.x/ D

Z
G.F /

f .y/g
�
y�1x

�
dy; (1.2)

where dy is the Haar measure on G.F / such that G.O/ has volume 1. Note that if both f
and g are Z-valued, so is f � g. Therefore, the subset H cl

G.O/
of Z-valued functions forms

a Z-algebra.1

On the dual side, under the unramifiedness assumption,� QF =F is a finite cyclic group
generated by � . Note that OG acts on cGjdD.q;�/, the fiber of d at .q; �/ 2 Gm � � QF =F , by
conjugation. Then the classical Satake isomorphism establishes a canonical isomorphism of
ZŒq�1�-algebras

Satcl W Z
�
q�1

��
cGjdD.q;�/

� OG
Š H cl

G.O/ ˝ Z
�
q�1

�
: (1.3)

Remark 1.1.1. In fact, as explained in [83], there is a Satake isomorphism over Z (without
inverting q), in which the C -group cG is replaced by certain affine monoid containing it as
the group of invertible elements. On the other hand, if we extend the base ring from ZŒq�1�

to ZŒq˙ 1
2 �, one can rewrite (1.3) as an isomorphism

Z
�
q˙ 1

2
�
Œ OG��

OG
Š H cl

G.O/ ˝ Z
�
q˙ 1

2
�
; (1.4)

where OG acts on OG� � LG by the usual conjugation (e.g., see [83] for the discussion). This is
the more traditional formulation of the Satake isomorphism, which is slightly noncanonical,
but suffices for many applications.

In the geometric theory, where instead of thinkingG.F / as a topological group and
considering the space ofG.O/-biinvariant compactly supported functions on it, one regards

1 Here .�/cl stands for the classical Hecke algebra, as opposed to the derived Hecke algebra
mentioned in (2.2).
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G.F / as a certain algebro-geometric object and studies the category of G.O/-biequivariant
sheaves on it. In the rest of the section, we allow F to be slightly more general. Namely,
we assume that F is a local field complete with respect to a discrete valuation, with ring of
integersO and a perfect residue field k of characteristic p > 0.2 Let$ 2O be a uniformizer.

We work in the realm of perfect algebraic geometry. Recall that a k-algebra R is
called perfect if the Frobenius endomorphism R ! R, r 7! rp , is a bijection. Let Aff pf

k

denote the category of perfect k-algebras. By a perfect presheaf (or, more generally, a perfect
prestack), we mean a functor from Aff pf

k
to the category Sets of sets (or, more generally, a

functor from Aff pf
k
to the1-category Spc of spaces). Many constructions in usual algebraic

geometry work in this setting. For example, one can endow Aff pf
k
with Zariski, étale, or fpqc

topology as usual and talk about corresponding sheaves and stacks. One can then define
perfect schemes, perfect algebraic spaces, perfect algebraic stacks, etc., as sheaves (stacks)
with certain properties. It turns out that the category of perfect schemes/algebraic spaces
defined this way is equivalent to the category of perfect schemes/algebraic spaces in the usual
sense. Some foundations of perfect algebraic geometry can be found in [78, Appendix A], [13]
and [64, Sect. A.1].

For a perfect k-algebra R, let WO.R/ denote the ring of Witt vectors in R with
coefficient in O. If char F D char k, then WO.R/ ' RŒŒ$��. If char F ¤ char k, see
[78, Sect. 0.5]. If R D k, we denote WO.k/ by O MF and WO.k/Œ1=$� by MF . We write
DR D SpecWO.R/ and D�

R D SpecWO.R/Œ1=$� which are thought as a family of (punc-
tured) discs parameterized by SpecR.

We denote byLCG (resp.LG) the jet group (resp. loop group) ofG. As presheaves
on Aff pf

k
,

LCG.R/ D G
�
WO.R/

�
; LG.R/ D G

�
WO.R/Œ1=$�

�
:

Note that LCG.k/ D G.O/ and LG.k/ D G.F /. Let

HkG WD L
CGnLG=LCG

be the étale stack quotient of LG by the left and right LCG-action, sometimes called the
(spherical) local Hecke stack of G. As a perfect prestack, it sends R to triples .E1;E2; ˇ/,
where E1, E2 are two G-torsors onDR, and ˇ W E1jD�

R
' E2jD�

R
is an isomorphism.

For ` ¤ p, the modern developments of higher category theory allow one to
define the 1-category of étale F`-sheaves on any prestack (e.g., see [35]). In particular,
for ƒ D F`; Z`;Q` (or finite extension of these rings), it is possible to define the 1-
category Shv.HkG ; ƒ/ of ƒ-sheaves on HkG , which is the categorical analogue of the
space of G.O/-biinvariant functions on G.F /. But without knowing some geometric prop-
erties of HkG , very little can be said about Shv.HkG ;ƒ/. The crucial geometric input is the
following theorem.

2 If char F D char k (the equal characteristic case), this assumption on k is not necessary.
We impose it here to have a uniform treatment of both equal and mixed characteristic (i.e.,
charF ¤ chark) cases. For the same reason, we work with perfect algebraic geometry below
even in equal characteristic.
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Theorem 1.1.2. Let GrG WD LG=LCG be the étale quotient of LG by the (right) LCG-
action, which admits the left LCG-action. Then GrG can be written as an inductive limit
of LCG-stable subfunctors lim

�!
Xi , with each Xi being a perfect projective variety and

Xi ! XiC1 being a closed embedding.

The space GrG is usually called the affine Grassmannian of G. See [4, 23] for the
equal characteristic case and [13, 78] for the mixed characteristic case, and see [77, 80] for
examples of closed subvarieties in GrG . The theorem allows one to define the category of
constructible and perverse sheaves on HkG , and to formulate the geometric Satake, as we
discuss now.

First, the (left) quotient byLCG-action induces a mapGrG!HkG . Roughly speak-
ing, a sheaf on HkG is perverse (resp. constructible) if its pullback to GrG comes from a
perverse (resp. constructible) sheaf on some Xi . Then inside Shv.HkG ;ƒ/ we have the cat-
egoriesPerv.HkG ;ƒ/� Shvc.HkG ;ƒ/ of perverse and constructible sheaves onHkG . They
can be regarded as categorical analogues of the space of G.O/-biinvariant compactly sup-
ported functions on G.F /. In addition, Perv.HkG ; ƒ/ is an abelian category, semisimple if
ƒ is a field of characteristic zero, called the Satake category ofG. For simplicity, we assume
that ƒ is a field in the sequel.3

There is also a categorical analogue of the convolution product (1.2). Namely, there
is the convolution diagram

HkG � HkG

pr
 � LCGnLG �LCG LG=LCG

m
�! HkG ;

and the convolution of two sheaves A;B 2 Shv.HkG ; ƒ/ is defined as

A ?B WD mŠpr�.A � B/: (1.5)

This convolution product makes Shv.HkG ; ƒ/ into a monoidal 1-category containing
Perv.HkG ; ƒ/ � Shvc.HkG ; ƒ/ as monoidal subcategories.

Remark 1.1.3. The above construction of the Satake category as a monoidal category is
essentially equivalent to the more traditional approach, in which the Satake category is
defined as the category of LCG-equivariant perverse sheaves on GrG (e.g., see [80] for an
exposition).

Let Coh.B OGƒ/
~ denote the abelian monoidal category of coherent sheaves on the

classifying stack B OGƒ over ƒ4, which is equivalent to the category of algebraic representa-
tions of OG on finite dimensional ƒ-vector spaces. This following theorem is usually known
as the geometric Satake equivalence.

Theorem 1.1.4. There is a canonical equivalence of monoidal abelian categories

SatG W Coh.B OGƒ/
~
Š Perv.HkG ˝ k;ƒ/:

3 The formulation for ƒ D Z` is slightly more complicated, as the right-hand side of (1.5)
may not be perverse when A and B are perverse.

4 In the dual group side, we always work in the realm of usual algebraic geometry, so B OG is
an Artin stack in the usual sense.
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Geometric Satake is really one of the cornerstones of the geometric Langlands pro-
gram, and has found numerous applications to representation theory, mathematical physics,
and (arithmetic) algebraic geometry. When F D k..$//, this theorem grew out of works of
Lusztig, Ginzburg, Beilinson–Drinfeld and Mirković–Vilonen (cf. [5,51,53]). In mixed char-
acteristic, it was proved in [69,78], with the equal characteristic case as an input, and in [25]

by mimicking the strategy in equal characteristic. We conclude this subsection with a few
remarks.

Remark 1.1.5. (1) As mentioned before, the geometric Satake can be regarded as the con-
ceptual definition of the Langlands dual group OG of G, namely as the Tannakian group of
the Tannakian category Perv.HkG ˝ k; ƒ/. In addition, as explained in [72, 76], the group
OG is canonically equipped with a pinning . OB; OT ; Oe/. In the rest of the article, by the pinned
Langlands dual group . OG; OB; OT ; Oe/ of G, we mean the quadruple defined by the geometric
Satake.

(2) For arithmetic applications, one needs to understand the �k-action on
Perv.HkG ˝ k; ƒ/ in terms of the dual group side. It turns out that such an action is
induced by an action of �k on OG, preserving . OB; OT / but not Oe. See [76, 80], or [77] from
the motivic point of view. This leads to the appearance of the group cG. See [76,80,83] for
detailed discussions.

(3) There is also the derived Satake equivalence [11], describing Shvc.HkG ˝ k;ƒ/

in terms of the dual group, at least when ƒ is a field of characteristic zero. We mention that
the category in the dual side is not the derived category of coherent sheaves on B OGƒ.

(4) In fact, for many applications, it is important to have a family version of the geo-
metric Satake. For a (nonempty) finite set S , there is a local Hecke stack HkG;DS overDS ,
the self-product of the discD D SpecO over S , which, roughly speaking, classifies quadru-
ples .¹xsºs2S ; E; E

0; ˇ/, where ¹xsºs2S is an S -tuple of points of D, E and E 0 are two
G-torsors onD, and ˇ is an isomorphism between E and E 0 onD �

S
s¹xsº. In equal char-

acteristic, one can regard D as the formal disc at a k-point of an algebraic curve X over k
and HkG;DS is the restriction alongDS ! XS of the stack

HkG;XS D
�
LCG

�
XS n.LG/XS =

�
LCG

�
XS ;

where .LG/XS and .LCG/XS are family versions of LG and LCG over XS (e.g., see [80,

Sect. 3.1] for precise definitions). In mixed characteristic, the stack HkG;DS (and in factDS

itself) does not live in the world of (perfect) algebraic geometry, but rather in the world of per-
fectoid analytic geometry as developed by Scholze (see [25,59]). In both cases, one can con-
sider certain categoryPervULA.HkG;DS ˝ k;ƒ/ of (ULA) perverse sheaves onHkG;DS ˝ k.
In addition, for a map S ! S 0 of finite sets, restriction along HkG;DS 0 ! HkG;DS gives a
functor PervULA.HkG;DS ˝ k; ƒ/ ! PervULA.HkG;DS 0 ˝ k; ƒ/.5 We refer to the above
mentioned references for details.

5 Such restriction functor defines the so-called fusion product, a key concept in the geo-
metric Satake equivalence. The terminology “fusion” originally comes from conformal
field theory.
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On the other hand, let OGS be the S -power self-product of OG over ƒ. Then for
S ! S 0, the restriction along B OGS 0

! B OGS gives a functorCoh.B OGS
ƒ/

~!Coh.B OGS 0

ƒ /
~.

Now a family version of the geometric Satake gives a system of functors

SatS W Coh
�
B OGS

ƒ

�~
! PervULA.HkG;DS ˝ k;ƒ/; (1.6)

compatible with restriction functors on both sides induced by maps between finite sets (see
[28,80]).

(5) For applications, it is important to have the geometric Satake in different sheaf-
theoretic contents over different versions of local Hecke stacks. Besides the above mentioned
ones, we also mention aD-module version [5], and an arithmeticD-module version [66].

1.2. Tamely ramified local geometric Langlands correspondence
We first recall the classical theory. Assume that F is a finite extension of Qp or is

isomorphic to Fq..$//, and for simplicity assume that G extends to a connected reductive
group over O. (In fact, results in the subsection hold in appropriate forms for quasi-split
groups that are split over a tamely ramified extension of F .) In addition, we fix a pinning
.B; T; e/ of G over O.

The classical local Langlands program aims to classify (smooth) irreducible rep-
resentations of G.F / (over C) in terms of Galois representations. From this point of view,
the Satake isomorphism (1.3) gives a classification of irreducible unramified representa-
tions of G.F /, i.e., those that have nonzero vectors fixed by G.O/, as such representations
are in one-to-one correspondence with simple modules ofH cl

G.O/
˝C, which via the Satake

isomorphism (1.3) are parameterized by semisimple OG-conjugacy classes in cG. (For an irre-
ducible unramified representation � , the corresponding OG-conjugacy class in cG is usually
called the Satake parameter of � .)

The next important class of irreducible representations are those that have nonzero
vectors fixed by an Iwahori subgroup G.F /. For example, under the reduction mod$ map
G.O/! G.k/, the preimage I of B.k/ � G.k/ is an Iwahori subgroup of G.F /. As in the
unramified case, the Z-valued I -biinvariant functions form a Z-algebra H cl

I with multipli-
cation given by convolution (1.2) (with the Haar measure dg chosen so that the volume of I
is one), and the set of irreducible representations of G.F / that have nonzero I -fixed vectors
are in bijection with the set of simple .H cl

I ˝C/-modules. Just as the Satake isomorphism,
Kazhdan–Lusztig gave a description of H cl

I ˝ C in terms of geometric objects associated
to OG.

Let OU � OB denote the unipotent radical of OB . The natural morphism OU= OB! OG= OG

is usually called the Springer resolution. Let

S
unip
OG
D . OU= OB/ � OG= OG

. OU= OB/;

which we call the (unipotent) Steinberg stack of OG6. Over C, there is a Gm;C-action on OUC

and therefore on Sunip
OG;C

, by identifying OUC with its Lie algebra via the exponential map. Then

6 As OU= OB ! OG= OG is not flat, the fiber product needs to considered in derived sense so Sunip
OG

should be understood as a derived algebraic stack.
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one can form the quotient stack Sunip
OG;C
=Gm;C . In the sequel, for an Artin stack X (of finite

presentation) over C, we let K.X/ denote the K-group of the (1-)category of coherent
sheaves on X .

Kazhdan–Lusztig [36] constructed (under the assumption that G is split with con-
nected center) a canonical isomorphism (after choosing a square root ofpq of q)

K
�
S
unip
OG;C
=Gm;C

�
˝K.BGm;C/ C Š H cl

I ˝C; (1.7)

where the mapK.BGm;C/! C sends the class corresponding to the tautological represen-
tation of Gm;C topq. In addition, the isomorphism induces the Bernstein isomorphism

K.B OGC/˝C Š Z
�
H cl

I ˝C
�
; (1.8)

where Z.H cl
I ˝ C/ is the center of H cl

I ˝ C, and the map K.B OGC/! K.S
unip
OG;C
=Gm;C/ is

induced by the natural projection Sunip
OG
=Gm ! B OG.

Remark 1.2.1. It would be interesting to give a description of the Z-algebra H cl
I in terms

of the geometry involving OG, which would generalize the integral Satake isomorphism from
[83].

It turns out that the Kazhdan–Lusztig isomorphism (1.7) also admits a categorifi-
cation, usually known as the Bezrukavnikov equivalence, which gives two realizations of
the affine Hecke category. Again, when switching to the geometric theory, we allow F to
be a little bit more general as in Section 1.1. We also assume that G extends to a con-
nected reductive group over O and fix a pinning of G over O. Let LCG ! Gk be the
natural “reduction mod $” map, and let Iw � LCG be the preimage of Bk � Gk . This
is the geometric analogue of I . Then as in the unramified case discussed in Section 1.1, one
can define the Iwahori local Hecke stack HkIw D IwnLG=Iw and the monoidal categories
Shvc.HkIw ˝ k;ƒ/ � Shv.HkIw ˝ k;ƒ/. The category Shvc.HkIw ˝ Nk;ƒ/ can be thought
as a categorical analogue ofH cl

I , usually called the affine Hecke category.
Recall that we let MF DWO.k/Œ1=$�. The inertia IF WD � MF ofF has a tame quotient

I t
F isomorphic to

Q
`¤p Z`.1/.

Theorem 1.2.2. For every choice of a topological generator � of the tame inertia I t
F , there

is a canonical equivalence of monoidal1-categories

BezunipG W Coh
�
S
unip
OG;Q`

�
Š Shvc.HkIw ˝ k;Q`/:

In fact, Bezrukavnikov proved such equivalence when F D k..$// in [9]. Yun and
the author deduced the mixed characteristic case from the equal characteristic case. It would
be interesting to know whether the new techniques introduced in [25, 59] can lead a direct
proof of this equivalence in mixed characteristic. (See [1] for some progress in this direction.)

Remark 1.2.3. Again, for arithmetic applications, one needs to describe the action of �k on
Shvc.HkIw ˝ Nk;ƒ/ in terms of the dual group side. See [9,35] for a discussion.

We explain an important ingredient in the proof of Theorem 1.2.2 (when
F D k..$//). There is a smooth affine group scheme G (called the Iwahori group scheme)
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over O such that G ˝ F D G and LCG D Iw. Then there is a local Hecke stack HkG ;D

over D, analogous to HkG;DS as discussed at the end of Section 1.1 (here S D ¹1º). In
addition, HkG ;DjD� Š HkG;DjD� and HkG ;Dj0 D HkIw, where 0 2 D is the closed point.
Then taking nearby cycles gives

Z W Coh.B OGƒ/
~

Sat¹1º

���! Perv.HkG ;DjD�
Nk
; ƒ/

‰
�! Perv.HkIw ˝ Nk;ƒ/: (1.9)

This is known as Gaitsgory’s central functor [27,75], which can be regarded as a categorifica-
tion of (1.8). We remark this construction is motivated by the Kottwitz conjecture originated
from the study of mod p geometry of Shimura varieties. See Section 3.1 for some discus-
sions.

Theorem 1.2.2 admits a generalization to the tame level. We consider the following
diagram:

OG= OG  OB= OB
q OB
�! OT = OT ;

where the left morphism is the usual Grothendieck–Springer resolution. Let � be a ƒ-point
of OT = OT , where ƒ is a finite extension of Q`. Let . OB= OB/� D q�1

OB
.�/, and let

S
�

OG;ƒ
WD . OB= OB/� � OG= OG

. OB= OB/�:

Note that if � D 1, this reduces to Sunip
OG;ƒ

. On the other hand, a (torsion) ƒ-point � 2 OT = OT
defines a one-dimensional character sheaf L� on Iw˝ k. Then one can define the monoidal
category of bi-.Iw; L�/-equivariant constructible sheaves on LG Nk , denoted as
Shvcons.�.HkIw/�;ƒ/. If �D 1, so L� is the trivial character sheaf on Iw, this reduces to the
affine Hecke category Shvc.HkIw ˝ k; ƒ/. The following generalization of Theorem 1.2.2
is conjectured in [9] and will be proved in a forthcoming joint work with Dhillon–Li–Yun
[18].

Theorem 1.2.4. Assume that charF D char k. There is a canonical monoidal equivalence

Bez�

OG
W Coh. OS�

OG;ƒ
/ Š Shvc

�
�.HkIw/�; ƒ

�
:

Remark 1.2.5. It is important to establish a version of equivalences in Theorems 1.2.2
and 1.2.4 for Z`-sheaves.

Remark 1.2.6. The local geometric Langlands correspondence beyond the tame ramifica-
tion has not been fully understood, although certain wild ramifications have appeared in
concrete problems (e.g., [31,79]). It is widely believed that the general local geometric Lang-
lands should be formulated as 2-categorical statement, predicting the 2-category of module
categories under the action of (appropriately defined) category of sheaves on LG is equiva-
lent to the 2-category of categories over the stack of local geometric Langlands parameters.
The precise formulation is beyond the scope of this survey, but, roughly speaking, it implies
(and is more or less equivalent to saying) that the Hecke category for appropriately chosen
“level” of LG is (Morita) equivalent to the category of coherent sheaves on some stack of
the form X �Y X , where Y is closely related to the moduli of local geometric Langlands
parameters.
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1.3. Global geometric Langlands correspondence
As mentioned at the beginning of the article, the (global) geometric Langlands pro-

gram originated from Drinfeld’s proof of Langlands conjecture for GL2 over function fields.
Early developments of this subject mostly focused on the construction of Hecke eigensheaves
associated to Galois representations of a global function field F (or, equivalently, local sys-
tems on a smooth algebraic curve X ), e.g., see [20,26,42].

The scope of the whole program then shifted after the work [5], in which Beilinson–
Drinfeld formulated a rough categorical form of the global geometric Langlands corre-
spondence. The formulation then was made precise by Arinkin–Gaitsgory in [2], which we
now recall. Let X be a smooth projective curve over F D C. On the automorphic side, let
Dc.BunG/ be the1-category of coherent D-modules on the moduli stack BunG of principal
G-bundles onX . On the Galois side, let Coh.Loc OG

/ be the1-category of coherent sheaves
on the moduli stack Loc OG

of de Rham OG-local systems (also known as principal OG-bundles
with flat connection) on X .

Conjecture 1.3.1. There is a canonical equivalence of1-categories

LG W Coh.Loc OG
/ Š Dc.BunG/;

satisfying a list of natural compatibility conditions.

We briefly mention the most important compatibility condition, and refer to [2] for
the rest. Note that both sides admit actions by a family of commuting operators labeled by
x 2 X and V 2 Coh.B OGC/

~. Namely, for every point x 2 X , there is the evaluation map
Loc OG

! B OGC so every V 2 Coh.B OGC/
~ gives a vector bundle QVx on Loc OG

by pullback,
which then acts on Coh.Loc OG

/ by tensoring. On the other hand, there is the Hecke operator
HV;x that acts on Dc.BunG/ by convolving the sheaf Sat¹1º.V /jx from the (D-module ver-
sion of) the geometric Satake (1.6). Then the equivalence LG should intertwine the actions
of these operators.

Although the conjecture remains widely open, it is known that the category of per-
fect complexes Perf.Loc OG

/ on Loc OG
acts onDc.BunG/, usually called the spectral action, in

a way such that the action of QVx 2 Perf.Loc OG
/ on Dc.BunG/ is given by the Hecke operator

HV;x .
Nowadays, Conjecture 1.3.1 sometimes is referred as the de Rham version of the

global geometric Langlands conjecture, as there are some other versions of such conjectural
equivalences, which we briefly mention.

First, in spirit of the nonabelian Hodge theory, there should exist a classical limit of
Conjecture 1.3.1, sometimes known as the Dolbeault version of the global geometric Lang-
lands.While the precise formulation is unknown (to the author), generically, it amounts to the
duality of Hitchin fibrations for G and OG (in the sense of mirror symmetry), and was estab-
lished “generically” in [15,19]. By twisting/deforming such duality in positive characteristic,
one can prove a characteristic p analogue of Conjecture 1.3.1 (of course, only “generically,”
see [10,14,15]). Interestingly, this “generic” characteristic p equivalence can be used to give
a new proof of the main result of [5] (at least for G D GLn, see [12]).
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The work [5] (and therefore the de Rham version of the global geometric Langlands)
was strongly influenced by conformal field theory. On the other hand, motivated by topolog-
ical field theory, Ben-Zvi and Nadler [7] proposed a Betti version of Conjecture 1.3.1, where
on the automorphic side the category ofD-modules on BunG is replaced with the category
of sheaves of C-vector spaces on (the analytification of) BunG and on the Galois side Loc OG

is replaced by the moduli of Betti OG-local systems (also known as OG-valued representations
of fundamental group of X ).

The Riemann–Hilbert correspondence allows passing between the de Rham OG-local
systems and Betti OG-local systems, but in a transcendental way. So Conjecture 1.3.1 and
its Betti analogue are not directly related. Recently, Arinkin et al. [3] proposed yet another
version of Conjecture 1.3.1, which directly relates both de Rham and Betti versions, and at
the same time includes a version in terms of `-adic sheaves. So it is more closely related to the
classical Langlands correspondence over function fields, as will be discussed in Section 2.2.

2. From geometric to classical Langlands program

In the previous section, we discussed how the ideas of categorification and geome-
trization led to the developments of the geometric Langlands program. On the other hand, the
ideas of quantum physics allow one to reverse arrows in (1.1) by evaluating a (topological)
quantum field theory at manifolds of different dimensions. Such ideas are certainly not new
in geometry and topology. But, surprisingly, they also lead to a new understanding of the
classical Langlands program. Indeed, it has been widely known that there is an analogy
between global fields and 3-manifolds, and under such analogy Frobenius corresponds to
the fundamental group of a circle. Then “compactification of field theories on a circle” leads
to the categorical trace method (e.g., see [3,6, 77]), which plays a more and more important
role in the geometric representation theory.

2.1. Categorical arithmetic local Langlands
In this subsection, letF be either a finite extension ofQp or isomorphic to Fq..$//.

The classical local Langlands correspondence seeks a classification of smooth irreducible
representations of G.F / in terms of Galois data. The precise formulation, beyond the
G D GLn case (which is a theorem by [30, 43]), is complicated. However, the yoga that
the local geometric Langlands is 2-categorical (see Remark 1.2.6) suggests that the even the
classical local Langlands correspondence should and probably needs to be categorified.

The first ingredient needed to formulate the categorical arithmetic local Langlands
is the following result, due independently to [17, 25, 82]. We take the formulation from [82]

and refer for the notion of (strongly) continuous homomorphisms to the same reference.

Theorem 2.1.1. The prestack sending a Z`-algebra A to the space of (strongly) continuous
homomorphisms � W WF !

cG.A/ such that d ı � D .cycl�1; pr/ is represented by a (clas-
sical) scheme Loc�

cG , which is a disjoint union of affine schemes that are flat, of finite type,
and of locally complete intersection over Z`.
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The conjugation action of OG on cG induces an action of OG on Loc�
cG , and we call the

quotient stack LoccG D Loc�
cG=
OG the stack of local Langlands parameters, which, roughly

speaking, classifies the groupoid of the above �’s up to OG-conjugacy.
In the categorical version of the local Langlands correspondence, on the Galois side

it is natural to consider the (1-)categoryCoh.LoccG/ of coherent sheaves on LoccG . On the
representation side, one might naively consider the (1-)category Rep.G.F /;ƒ/ of smooth
representations of G.F /. But in fact, this category needs to be enlarged. This can be seen
from different point of view. Indeed, it is a general wisdom shared by many people that in the
classical local Langlands correspondence, it is better to study representations of G together
with a collection of groups that are (refined version of) its inner forms. There are various
proposals of such collections. Arithmetic geometry (i.e., the study of p-adic and mod p
geometry of Shimura varieties and moduli of Shtukas) and geometric representation theory
(i.e., the categorical trace construction) suggest studying a category glued from the categories
of representations of a collection of groups ¹Jb.F /ºb2B.G/ arising from the Kottwitz set

B.G/ D G. MF /= �; where g � g0 if g0
D h�1g�.h/ for some h 2 G. MF /:

Here for b 2 B.G/ (lifted to an element in G. MF /), the group Jb is an F -group defined
by assigning and F -algebra the group Jb.R/ D ¹h 2 G. MF ˝F R/ j h�1b�.h/ D bº. In
particular, if b D 1 then Jb DG. In general, there is a well-defined embedding .Jb/F !GF

up to conjugacy, making Jb a refinement of an inner form of a Levi subgroup ofG (say,G is
quasisplit).

There are two ways to make this idea precise. One is due to Fargues–Scholze [25],
who regard B.G/ as the set of points of the v-stack BunG of G-bundles on the Fargues–
Fontaine curve and consider the category Dlis.BunG ; ƒ/ of appropriately defined étale
sheaves on BunG , which indeed glues all Rep.Jb.F /; ƒ/’s together. We mention that this
approach relies on Scholze’s work on `-adic formalism of diamond and condensed mathe-
matics.

In another approach [35,64,77,82], closely related to the idea of categorical trace, the
set B.G/ is regarded as the set of points of the (étale) quotient stack

B.G/ WD LG=Ad�LG;

where Ad� denotes the Frobenius twisted conjugation given by

Ad� W LG � LG ! LG; .h; g/ 7! hg�.h/�1:

Then we have the category ofƒ-sheaves Shv.B.G/˝ Nk;ƒ/ as mentioned before. Although
B.G/ is a wild object in the traditional algebraic geometry, there are still a few things one
can say about its geometry, and the category Shv.B.G/ ˝ Nk; ƒ/ is quite reasonable. In
addition, it is possible to define the category Shvc.B.G/˝ Nk;ƒ/ of constructible sheaves
on B.G/˝ Nk, as we now briefly explain and refer to [35] for careful discussions.

For every algebraically closed field � over k, the groupoid of �-points of B.G/ is
the groupoid of F -isocrystals withG-structure over� and the set of its isomorphism classes
can be identified with the Kottwitz set B.G/. However, B.G/ is not merely a disjoint union
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of its points. Rather, it admits a stratification, known as the Newton stratification, labeled
by B.G/. Namely, the set B.G/ has a natural partial order and, roughly speaking, for each
b 2 B.G/ those �-points corresponding to b0 � b form a closed substack i�b W B.G/�b �

B.G/ ˝ Nk and those �-points corresponding to b form an open substack jb W B.G/b �

B.G/�b . In particular, basic elements in B.G/ (i.e., minimal elements with respect to the
partial order �) give closed strata. We also mention that if b is basic, Jb is a refinement of
an inner form of G, usually called an extended pure inner form of G.

In the rest of this subsection, we simply denote B.G/ ˝ Nk by B.G/. We write
ib D i�bjb WB.G/b ,!B.G/ for the locally closed embedding. For b, letRepf:g:.Jb.F /;ƒ/

be the full subcategory of Rep.Jb.F /; ƒ/ generated (under finite colimits and retracts) by
compactly induced representations

ıK;ƒ WD c-indJb.F /

K .ƒ/

from the trivial representation of open compact subgroups K � Jb.F /. The following the-
orem from [35] summarizes some properties of Shvc.B.G/;ƒ/.

Theorem 2.1.2. (1) An object in Shv.B.G/; ƒ/ is constructible if and only if its
Š-restriction to each B.G/b is constructible and is zero for almost all b’s. If ƒ
is a field of characteristic zero, Shvc.B.G/; ƒ/ consist of compact objects in
Shv.B.G/;ƒ/.

(2) For every b 2 B.G/, there is a canonical equivalence Shvc.B.G/b; ƒ/ Š

Repf:g:.Jb.F /; ƒ/. There are fully faithful embeddings ib;�; ib;Š W

Shvc.B.G/b; ƒ/! Shvc.B.G/;ƒ/ (which coincide when b is basic), induc-
ing a semiorthogonal decomposition of Shvc.B.G/; ƒ/ in terms of
¹Shvc.B.G/b; ƒ/ºb .

(3) There is a self-duality functor DcohW Shvc.B.G/; ƒ/ ' Shvc.B.G/; ƒ/
_ ob-

tained by gluing cohomological dualities (in the sense of Bernstein–Zelevinsky)
on various Repf:g:.Jb.F /;ƒ/’s.

(4) There is a natural perverse t -structure obtained by gluing (shifted) t -structures
on various Repf:g:.Jb.F /;ƒ/’s, preserved by Dcoh if ƒ is a field.

The following categorical form of the arithmetic local Langlands conjecture [82,

Sect. 4.6] is inspired by the global geometric Langlands conjecture as discussed in Sec-
tion 1.3.

Conjecture 2.1.3. Assume thatG is quasisplit overF equipped with a pinning .B;T; e/ and
fix a nontrivial additive character  W F ! Z`Œ�p1 ��. There is a canonical equivalence of
categories

LG W Coh.LoccG ˝ƒ/ Š Shvc

�
B.G/;ƒ

�
:

Remark 2.1.4. (1) There is a closely related version of the conjecture, with Shvc.B.G/;ƒ/

replaced by Shv.B.G/;ƒ/ and with Coh.LoccG ˝ƒ/ replaced by its ind-completion (with
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certain support condition imposed) (see [82, Sect. 4.6]). Fargues–Scholze [25]make a conjec-
ture parallel to this version, with the category Shv.B.G/;ƒ/ replaced byDlis.BunG ; ƒ/ as
mentioned above.

(2) It is also explained in [82] a motivic hope to have a version of such equivalence
over Q.

One consequence of the conjecture is that for every b there should exist a fully
faithful embedding

AJb
W Repf:g:

�
Jb.F /;ƒ

�
! Coh.LoccG ˝ƒ/;

obtained as the restriction of a quasiinverse of LG to ib;Š.Repf:g:.Jb.F /;ƒ//. The existence
of such functor is closely related to the idea of local Langlands in families and has also been
considered (in the case Jb D G is split and ƒ is a field of characteristic zero) in [6,32].

In particular, for every open compact subgroup K � Jb.F / there should exist a
coherent sheaf

AK;ƒ WD AJb
.ıK;ƒ/ (2.1)

on LoccG ˝ƒ such that

.REndCoh.Locc G˝ƒ/AK;ƒ/
op
Š .REndRep.G.F /;ƒ/ıK;ƒ/

op
DW HK;ƒ: (2.2)

The algebraHK;ƒ is sometimes called the derived Hecke algebra as it might not concentrate
on cohomological degree zero (when ƒ D Z` or F`). See [82, Sects. 4.3–4.5] for conjectural
descriptions of AK;ƒ in various cases.

As in the global geometric Langlands conjecture, the equivalence from Conjec-
ture 2.1.3 should satisfy a set of compatibility conditions. For example, it should be compat-
ible with parabolic inductions on both sides, and should be compatible with the duality Dcoh

on Shvc.B.G/;ƒ/ and the (modified) Grothendieck–Serre duality ofCoh.LoccG ˝ƒ/. We
refer to [35,82] for more details.

On the other hand, Conjecture 2.1.3 predicts an action of the category
Perf.LoccG ˝ƒ/ of perfect complexes on LoccG ˝ ƒ on Shvc.B.G/; ƒ/, analogous to
the spectral action as mentioned in Section 1.3. One of the main results of [25] is the con-
struction of such action in their setting. Currently the existence of such a spectral action
on Shvc.B.G/;ƒ/ is not known. But there are convincing evidences that Conjecture 2.1.3
should still be true.

We assume that G extends to a reductive group over O as before. Then there are
closed substacks

LocurcG � LocunipcG � LoccG ;

usually called the stack of unramified parameters (resp. unipotent parameters), classifying
those � such that �.IF / is trivial (resp. �.IF / is unipotent). For ƒ D Q`, Loc

unip
cG ˝Q` is a

connected component of LoccG ˝Q`.
On the other hand, there is the unipotent subcategory Shvunipc .B.G/; Q`/ �

Shvc.B.G/;Q`/, which roughly speaking is the glue of categories Repunipf:g: .Jb.F /;Q`/
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of unipotent representations of Jb.F / (introduced in [52]) for all b 2 B.G/. We have the
following theorem from [35], deduced from Theorem 1.2.2 by taking the Frobenius-twisted
categorical trace.

Theorem 2.1.5. For a reductive group G over O with a fixed pinning .B; T; e/, there is a
canonical equivalence

Lunip
G W Coh

�
LocunipcG ˝Q`

�
Š Shvunipc

�
B.G/;Q`

�
:

For arithmetic applications, it is important to match specific objects under the equiv-
alence. We give a few examples and refer to [35] for many more of such matchings (see also
[82, Sects. 4.3–4.5]).

Example 2.1.6. The equivalence Lunip
G gives the the conjectural coherent sheaf in (2.1) for

all parahoric subgroups K � G.F / (in the sense of Bruhat–Tits) such that (2.2) holds. For
example, we have AG.O/;Q`

Š OLocurc G
˝Q`, which gives

.REndCoh.Locc G/OLocurc G
/op˝Q`Š .REnd ıG.O/;Q`

/opDHG.O/;Q`
ŠH cl

G.O/˝Q`: (2.3)

As LocurcG Š .cGjdD.q;�//= OG, taking the 0th cohomology recovers the Satake isomor-
phism (1.3). In addition, it implies that the left-hand side has no higher cohomology, which
is not obvious. We mention that it is conjectured in [82, Sect. 4.3] that AG.O/;Z`

Š OLocurc G

so the first isomorphism in (2.3) should hold over Z`, known as the (conjectural) derived
Satake isomorphism. (ButHG.O/;Z`

¤ H cl
G.O/
˝ Z` in general.)

There is also a pure Galois side description of AI;Q`
, known as the unipotent coher-

ent Springer sheaf as defined in [6,82] (see also [32]).

Example 2.1.7. By construction, there is a natural morphism of stacks LoccG ! B OG

over Z`. For a representation of OG on a finite projective ƒ-module, regarded as a vector
bundle on B OGƒ, let QV be its pullback to LoccG ˝ƒ, and let QV ‹ 2 Perf.Loc‹

cG ˝ƒ/ be its
restriction of Loc‹

cG ˝ƒ for ‹ D ur or unip. Note that for ƒ D Q`, QV ur Š QV ˝AG.O/;Q`
.

We have
Lunip

G

�
QV ur�
Š NtŠ r ŠSat.V / DW �V ;

where r and Nt are maps in the following correspondence:

HkG D L
CGnLG=LCG

r
 � LG=Ad�L

CG
Nt
�! LG=Ad�LG D B.G/:

In particular, for two representations V and W of OG, there is a morphism

RHomLocurc G
˝Q`

�
QV ur; QW ur�

! RHomShvc.B.G/;Q`
/.�V ; �W / (2.4)

compatible with compositions. Such map was first constructed in [64, 77] and (the version
for underived Hom spaces) was then extended to Z`-coefficient in [70]. It has significant
arithmetic applications, as will be explained in Section 3.

Remark 2.1.8. It is likely that Theorem 2.1.5 can be extended to the tame level by taking
the Frobenius-twisted categorical trace of the equivalence from Theorem 1.2.4. On the other
hand, as mentioned in Remark 1.2.5, it is important to extend these equivalences to Z`-
coefficient.
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2.2. Global arithmetic Langlands for function fields
Next we turn to global aspects of the arithmetic Langlands correspondence. As

mentioned at the beginning, its classical formulation, very roughly speaking, predicts a nat-
ural correspondence between the set of (irreducible) Galois representations and the set of
(cuspidal) automorphic representations. As in the local case, beyond the GLn case (which
is a theorem by [38]), such a formulation is not easy to be made precise. On the other
hand, the global geometric Langlands conjecture from Section 1.3 and philosophy of decat-
egorification/trace suggest that the global arithmetic Langlands can and probably should be
formulated as an isomorphism between two vector spaces, arising from the Galois and the
automorphic side, respectively. In this subsection, we formulate such a conjecture in the
global function field case.

LetF D Fq.X/ be the function field of a geometrically connected smooth projective
curveX over Fq . We write �D SpecF for the generic point ofX and � for a geometric point
over �. Let jX j denote the set of closed points ofX . For v 2 jX j, let Ov denote the complete
local ring of X at v and Fv its fractional field. Let OF D

Q
v2jX j Ov be the integral adèles,

and AF D
Q0

v2jX j Fv the ring of adèles. For a finite nonempty set of places Q, let WF;Q

denote the Weil group of F , unramified outsideQ.
Let G be a connected reductive group over F . Similarly to the local situation, the

first step to formulate our global conjecture is the following theorem from [82].

Theorem 2.2.1. Assume that ` − 2p. The prestack sending a Z`-algebra A to the space of
(strongly) continuous homomorphisms � WWF;Q!

cG.A/ such that d ı � D .cycl�1;pr/ is
represented by a derived scheme Loc�

cG;Q, which is a disjoint union of derived affine schemes
that are flat and of finite type over Z`. IfQ ¤ ;, Loc�

cG;Q is quasismooth.

We then define the stack of global Langlands parameters as LoccG;Q D Loc�
cG;Q=

OG.
Similar to the local case (see Example 2.1.7), for a representation of OGƒ on a finite projective
ƒ-module, regarded as a vector bundle on B OGƒ, let QV be its pullback to LoccG;Q ˝ƒ. If V
is the restriction of a representation of .cG/S along the diagonal embedding OG ! .cG/S ,
then there is a natural (strongly) continuous W S

F;Q-action on QV (see [82, Sect. 2.4]). For a
place v of F , let LoccG;v denote the stack of local Langlands parameters for GFv . Let

res W LoccG;Q !

Y
v2Q

LoccG;v

denote the map by restricting global parameters to local parameters (induced by the map
WFv ! WF;Q). Later on, we will consider the Š-pullback of coherent sheaves onQ

v2Q LoccG;v along this map.

Remark 2.2.2. (1) In fact, when Q D ;, the definition of LoccG;Q needs to be slightly
modified.

(2) Unlike the local situation, LoccG;Q has nontrivial derived structure in general
(see [82, Remark 3.4.5]). Let clLoccG;Q denote the underlying classical stack.

(3) A different definition of LoccG;Q ˝Q` is given by [3].
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Next we move to the automorphic side. For simplicity, we assume that G is split
over Fq in this subsection. Fix a level, i.e., an open compact subgroup K � G.OF /. Let
Q be the set of places consisting of those v such that Kv ¤ G.Ov/. For a finite set S , let
ShtK.G/.X�Q/S denote the ind-Deligne–Mumford stack over .X �Q/S of the moduli of
G-shtukas on X with S -legs in X � Q and K-level structure. (For example, see [39] for
basic constructions and properties of this moduli space.) Its base change along the diagonal
map �! .X �Q/

�
�! .X �Q/S is denoted by ShtK.G/�.�/. For every representation V

of .cG/S on a finite projective ƒ-module, the geometric Satake (1.6) (with D replaced by
X �Q and with ƒ D Z` allowed) provides a perverse sheaf SatS .V / on ShtK.G/.X�Q/S .
Let Cc.ShtK.G/�.�/, SatS .V // denote the (cochain complex of the) total compactly sup-
ported cohomology of ShtK.G/�.�/ with coefficient in SatS .V /. It admits a (strongly) con-
tinuous action ofW S

F;Q (see [34] for the construction of such action at the derived level, based
on [67,68]), as well as an action of the corresponding global (derived) Hecke algebra (with
coefficients in ƒ)

HK;ƒ D
�
REnd

�
c-indG.AF /

K .ƒ/
��op

: (2.5)

For example, if V D 1 is the trivial representation, then (under our assumption that G is
split)

Cc

�
ShtK.G/�.�/;Sat¹1º.1/

�
D Cc

�
G.F /nG.A/=K;ƒ

�
:

HereG.F /nG.A/=K is regarded as a discrete DM stack over �, andCc.G.F /nG.A/=K;ƒ/

denotes its compactly supported cohomology. WhenƒDQ`, this is the space of compactly
supported functions on G.F /nG.A/=K.

We will fix a pinning .B; T; e/ of G and a nondegenerate character  W F nA!
Z`Œ�p�

�, which gives the conjectural equivalenceLv as in Conjecture 2.1.3 for every v 2 Q.
In particular, corresponding to Kv � G.Fv/ there is a conjectural coherent sheaf AKv

(see (2.1)) on LoccG;v .

Conjecture 2.2.3. There is a natural .W S
F;Q �HK;ƒ/-equivariant isomorphism

R�
�
LoccG;Q˝ƒ; QV ˝ resŠ.�v2QAKv /

�
Š Cc

�
ShtK.G/�.�/;SatS .V /

�
:

We refer to [82, Sect. 4.7] for more general form of the conjecture (where “general-
ized level structures” are allowed) and examples of such conjecture in various special cases.
This conjecture could be regarded a precise form of the global Langlands correspondence for
function fields. Namely, it gives a precise recipe to match Galois representations and auto-
morphic representations. (For example, V. Lafforgue’s excursion operators are encoded in
such isomorphism, see below.) Moreover, such an isomorphism fits in the Arthur–Kottwitz
multiplicity formula and at the same time extends such a formula to the integral level and
therefore relates to automorphic lifting theories.

The most appealing evidence of this conjecture is the following theorem [40,82], as
suggested (at the heuristic level) by Drinfeld as an interpretation of Lafforgue’s construction.
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Theorem2.2.4. For each i , there is a quasicoherent sheafAi
K on clLoccG;Q˝Q`, equipped

with an action of HK;Q`
, such that for every finite dimensional Q`-representation V of

.cG/S , there is a natural .W S
F;Q �HK;Q`

/-equivariant isomorphism

�
�

clLoccG;Q ˝Q`; QV ˝Ai
K

�
Š H i

c

�
ShtK.G/�.�/;SatS .V /

�
:

We mention that this theorem actually was proved for any G in [40,82]. In addition,
when K is everywhere hyperspecial, (2.2.4) holds at the derived level by [3].

The isomorphism (2.2.4) induces an action of �.clLoccG;Q ˝Q`;O/ on the right-
hand side. This is exactly the action by V. Lafforgue’s excursion operators, which induces the
decomposition of the right-hand side (in particular, Cc.G.F /nG.AF /=K;Q`/) in terms of
semisimple Langlands parameters. As explained [40], over an elliptic Langlands parameter,
such an isomorphism is closely related to the Arthur–Kottwitz multiplicity formula. In the
case of G D GLn, it gives the following corollary, generalizing [38].

Corollary 2.2.5. Let � be a cuspidal automorphic representation of GLn, with the asso-
ciated irreducible Galois representation �� W WF;Q ! GLn.ƒ/ for some finite extension
ƒ=Q` and with m� the corresponding maximal ideal of �.clLoccG;Q ˝ƒ;O/. Then there
is an .W S

F;Q �HK/-equivariant isomorphism

H�
c

�
ShtK.G/�.�/;SatS .V /

�
=m� Š V�� ˝ �

K :

In particular, the left-hand side only concentrates in cohomological degree zero.

2.3. Geometric realization of Jacquet–Langlands transfer
The global Langlands correspondence for number fields is far more complicated.

In fact, there are analytic part of the theory which currently seems not to fit the categorifi-
cation/decategorification framework. Even if we just restrict to the algebraic/arithmetic part
of the theory, there are complications coming from the place at ` and at 1. In particular,
the categorical forms of the local Langlands correspondence at ` and 1 are not yet fully
understood.

Nevertheless, in a forthcoming joint work with Emerton and Emerton–Gee [21,

22], we will formulate conjectural Galois theoretical descriptions for the cohomology of
Shimura varieties and even cohomology for general locally symmetric space, parallel to
Conjecture 2.2.3. In this subsection, we just review a conjecture from [82] on the geometric
realization of Jacquet–Langlands transfer via cohomology of Shimura varieties and discuss
results from [35,64] towards this conjecture.

We fix a few notations and assumptions. We fix a prime p in this subsection.
Let Af D

Q0

q Qq denote the ring of finite adèles of Q, and Ap

f
D

Q0

q¤p Qp . We write
� D SpecQ, where Q is the algebraic closure of Q in C. For a Shimura datum .G;X/, let
� be the (minuscule) dominant weight of OG (with respect to . OB; OT /) determined by .G;X/
in the usual way and let V� denote the minuscule representation of OG of highest weight �.
Let E � Q � C be the reflex field of .G; X/ and write d� D dimX . For a level (i.e., an
open compact subgroup) K D KpK

p � G.Qp/G.A
p

f
/, let ShK.G/ be the corresponding
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Shimura variety of levelK (defined over the reflex fieldE), and let ShK.G/� denote its base
change along E ! Q. Let v be a place of E above p. By a specialization sp W �! v, we
mean a morphism from � to the strict henselianization of OE at v.

To avoid many complications fromGalois cohomology (e.g., the difference between
extended pure inner forms and inner forms) and also some complications from geometry
(e.g., the relation between Shimura varieties and moduli of Shtukas), we assume thatG is of
adjoint type in the rest of this subsection, and refer to [64] for general G. See also [82] with
less restrictions on G.

Definition 2.3.1. LetG be a connected reductive group overQ. A prime-to-p (resp. finitely)
trivialized inner form of G is a G-torsor ˇ over Q equipped with a trivialization ˇ over Ap

f

(resp. over Af ). Then G0 WD Aut.�/ is an inner form of G (so the dual group of G and
G0 are canonically identified), equipped with an isomorphism � W G.Ap

f
/ Š G0.Ap

f
/ (resp.

� W G.Af / Š G
0.Af /).

Now let .G; X/ and .G0; X 0/ be two Shimura data, with G0 a prime-to-p trivial-
ized inner form of G. Via � , one can transport Kp � G.Ap

f
/ to an open compact subgroup

K 0p � G0.Ap

f
/. We identify the prime-to-p (derived) Hecke algebraHKp ;ƒ (defined in the

same way as in (2.5)) withHK0p ;ƒ and simply write them asHKp ;ƒ. Let K 0
p � G

0.Qp/ be
an open compact subgroup and write K 0 D K 0

pK
0p for the corresponding level.

We fix a quasisplit inner form G�
Qp

of GQp and G0
Qp

equipped with a pinning
.B�

Qp
;T �

Qp
; e�/, and realizeGQp as Jb andG0

Qp
as Jb0 for b;b 2B.G�

Qp
/. Under our assump-

tion that G and G0 are adjoint, such b, b0 exist and are unique. Then we have the conjectural
coherent sheaf AKp ;ƒ and AK0

p ;ƒ as in (2.1) on the stack LoccG;p ˝ƒ of local Langlands
parameters for G�

Qp
over ƒ.

Conjecture 2.3.2. For every choice of specialization map sp W �! v, there is a natural map

RHomCoh.Locc G;p˝ƒ/.fV� ˝AKp ;ƒ; fV�0 ˝AK0
p ;ƒ/

! RHomHKp;ƒ

�
Cc

�
ShK.G/�; ƒŒd��

�
; Cc

�
ShK0

�
G0

�
�
; ƒŒd�0 �

��
; (2.6)

compatible with compositions. In particular, there is an (E1-)algebra homomorphism

S W REndCoh.Locc G;p˝ƒ/.fV� ˝AKp ;ƒ/! REndHKp;ƒ

�
Cc

�
ShK.G/�; ƒ

��
; (2.7)

compatible with (2.6). In addition, the induced action

HKp ;ƒ

(2.2)
Š REnd.AKp ;ƒ/! REnd.fV� ˝AKp ;ƒ/

S
�! REndHKp;ƒ

�
Cc

�
ShK.G/�; ƒ

��
(2.8)

coincides with the natural Hecke action of HKp ;ƒ on Cc.ShK.G/�; ƒ/ (and therefore is
independent of the specialization map sp).

This conjecture would be a consequence of a Galois theoretic description of
Cc.ShK.G/�; ƒ/ similar to Conjecture 2.2.3, but its formulation does not require the exis-
tence of the stack of global Langlands parameters for Q. In any case, a step towards a
Galois-theoretical description of Cc.ShK.G/�; ƒ/ might require Conjecture 2.3.2 as an
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input. We also remark that as in the function field case, there is a more general version of
such conjecture in [82, Sect. 4.7], allowing “generalized level structures,” so that the coho-
mology of Igusa varieties could appear.

The following theorem verifies the conjecture in special cases.

Theorem 2.3.3. Suppose that the Shimura data .G; X/ and .G0; X 0/ are of abelian type,
withG0 a finitely trivialized inner form ofG. Suppose thatGQp is unramified (and therefore
so is G0

Qp
).

(1) The map (2.6) (and therefore (2.7)) exists whenƒDQ` andKp � G.Qp/ and
K 0

p � G
0.Qp/ are parahoric subgroups (in the sense of Bruhat–Tits).

(2) If Kp is hyperspecial, then the map (2.6) (and therefore (2.7)) exists when
ƒ D Z`, at least for underived Hom spaces. In addition, the action of H cl

Kp

onH�
c .ShK.G/�; ƒ/ via (2.8) coincides with the natural action ofH cl

Kp
.

Part (1) is proved in [35,64]. The proof contains two ingredients. One is the construc-
tion of physical correspondences betweenmodp fibers of ShK.G/ and ShK0.G0/ by [64] (this
is where we currently need to assume that G and G0 are unramified at p). The other ingre-
dient is Theorem 2.1.5 (and therefore requires ƒ D Q`). When Kp is hypersepcial, one
can work with Z`-coefficient, as (the underived version of) (2.4) exists for Z`-coefficient
thanks to [70]. In fact, in this case one can allow nontrivial local systems on the Shimura
varieties (see [70]). The last statement is known as the S D T for Shimura varieties. The case
when d� D dimShK.G/D 0 is contained in [64]. The general case is proved in [63,74] using
foundational works from [25,59].

3. Applications to arithmetic geometry

Besides the previously mentioned directly applications of (ideas from) geometric
Langlands to the classical Langlands program, we discuss some further arithmetic applica-
tions, mostly related to Shimura varieties and based on the author’s works. We shall mention
that there are many other remarkable applications of (ideas of) geometric Langlands to arith-
metic problems, such as [28,31,44,66,71], to name a few.

3.1. Local models of Shimura varieties
The theory of integral models of Shimura varieties (with parahoric level) started

(implicitly in the work of Kronecker) with understanding of the mod p reduction of elliptic
modular curves with �0.p/-level. We discuss a small fraction of this theory concerning étale
local structures of these integral models via the theory of local models. The recent devel-
opments of the theory of local models are greatly influenced by the geometric Langlands
program.

We use notations from Section 2.3 for Shimura varieties (but we do not assume that
G is of adjoint type in this subsection). Let .G; X/ be a Shimura datum and K a chosen
level withKp D G .Zp/ for some parahoric group scheme G (in the sense of Bruhat–Tits) of
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GQp over Zp . Then for a place v of E over p, a local model diagram is a correspondence of
quasiprojective schemes over OEv ,

SK  
QSK

Q'
�!M loc

G ; (3.1)

where SK is an integral model of ShK.G/ over OEv , QSK is a GOEv
-torsor over SK ,M loc

G

is the so-called local model, which is a flat projective scheme over OEv equipped with a
GOEv

-action, and Q' is a GOEv
-equivariant smooth morphism of relative dimension dimG.

Therefore, M loc
G

models étale local structure of SK . On the other hand, the existence of
GOEv

-action onM loc
G

makes it easier than SK to study.
The original construction of local models is based on realization of a parahoric

group scheme as (the neutral connected component of) the stabilizer group of a self-dual
lattice chain in a vector space (over a division algebra over F ) with a bilinear form, e.g., see
[57] for a survey and references. This approach is somehow ad hoc and is limited the so-called
(P)EL (local) Shimura data. A new approach, based on the construction of an Zp-analogue
of the stack HkG ;D from Section 1.2, was systematically introduced in [58] (under the tame-
ness assumption of G which was later lifted in [46, 50]). In [58] the construction of such
a Zp-analogue (or rather the corresponding Beilinson–Drinfeld-type affine Grassmannian
GrG ;Zp

over Zp) is based on the construction of certain “two dimensional parahoric” group
scheme QG over ZpŒ$� whose restriction along ZpŒ$�

$ 7!p
����! Zp recovers G . (See [81] for a

survey.) A more direct construction of a different p-adic version of such affine Grassman-
nian GrG ;SpdZp

was given in [59] in the analytic perfectoid world. In either case, the local
model is defined as the flat closure of the Schubert variety in the generic fiber corresponding
to �. In addition, the recent work [1] shows that the two constructions agree. The following
theorem from [1] is the most up-to-date result on the existence of local models and about
their properties.

Theorem 3.1.1. LetG be a connected reductive group over a p-adic field F . Except the odd
unitary case when p D 2 and triality case when p D 3, for every parahoric group scheme G

of G over O, and a conjugacy class of minuscule cocharacters � of G defined over a finite
extensionE=F of F , there is a normal flat projective schemeM loc

G ;�
over OE , equipped with

a GOE
-action such thatM loc

G ;�
˝E isGE -equivariantly isomorphic to the partial flag variety

F `� ofGE corresponding to �, and thatM loc
G
˝ kE is .G ˝ kE /-equivariantly isomorphic

to the (canonical deperfection of the) union over the �-admissible set of Schubert varieties
inLG=LCG ˝ kE . In addition,M loc

G
is normal, Cohen–Macaulay and each of its geometric

irreducible components in its special fiber is normal and Cohen–Macaulay.

We end this subsection with a few remarks.

Remark 3.1.2. (1) Once the local model diagram (3.1) is established, this theo-
rem also gives the corresponding properties of the integral models of Shimura
varieties.
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(2) A key ingredient in the study of special fibers of local models is the coherence
conjecture by Pappas–Rapoport [56], proved in [75] (and the proof uses the idea
of fusion).

(3) One important motivation/application of the theory of local models is the
Haines–Kottwitz conjecture [29], which predicts certain central element in the
parahoric Hecke algebra H cl

Kp
should be used as the test function in the trace

formula computing the Hasse–Weil zeta function of ShK.G/. As mentioned
in Section 1.2, this conjecture motivated Gaitsgory’s central sheaf construc-
tion (1.9). With the local Hecke stack HkG ;Zp

over Zp constructed (either the
version from [58] or from [59]), one can mimic the construction (1.9) in mixed
characteristic to solve the Kottwitz conjecture. Again, see [1] for the up-to-date
result.

3.2. The congruence relation
We use notations and (for simplicity) keep assumptions from Section 2.3 regarding

Shimura varieties. Let .G;X/ be a Shimura datum abelian type, and letK be a level such that
Kp is hyperspecial. Let v j p be the place ofE. Then ShK.G/ has a canonical integral model
SK defined over OE;.v/ [37]. Let S K be its mod p fiber, which is a smooth variety defined
over the residue field kv of v. Let �v denote the geometric Frobenius in �kv

. Theorem 2.3.3
gives an action of EndLocurc G;p

.fV�/ onH�
c .S K;kv

;Z`/, which as we shall see has significant
consequences.

The congruence relation conjecture (also known as the Blasius–Rogawski conjec-
ture), generalizing the classical Eichler–Shimura congruence relation Frobp D Tp C Vp for
modular curves, predicts that in the Chow group ofS K �S K , the Frobenius endomorphism
of S K satisfies a polynomial whose coefficients are mod p reduction of certain Hecke cor-
respondences. Theorem 2.3.3, together with [65, Sect. 6.3], implies this conjecture at the level
of cohomology.

For every representation V of c.GQp /, its character �V (regarded as a OG-invariant
function on cGjdD.p;�p/) gives an element hV 2 H

cl
G.Zp/

via the Satake isomorphism (1.3).

Theorem 3.2.1. The following identity,
nX

iD0

.�1/jh�
^j V

�dimV �j
v D 0; (3.2)

holds in End.H�
c .S K;kv

;Z`//, where V D Ind
c.GQp /

c.GEv /
V� is the tensor induction of V�.

Indeed, by [65, Sect. 6.3], such an equality holds with h�
^i V

replaced by S.�^i V /,
where S is from Theorem 2.3.3 (1). Then part (2) of that theorem allows one to replace
S.�^i V / by h�

^i V
. This approach to (3.2) is the Shimura variety analogue of V. Lafforgue’s

approach to the Eichler–Shimura relation for ShtK.G/ [39]. Traditionally, there is another
approach to the congruence relation conjecture for Shimura varieties by directly studying
reduction mod p of Hecke operators, starting from [24] for the Siegel modular variety case.
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See [45] for the latest progress and related references. This approach would give (3.2) at the
level of algebraic correspondences.

Now suppose .G; X/ D .ResF C=Q.G0/F C ;
Q

'WF C!R X0/, where .G0; X0/ is a
Shimura datum and FC is a totally real field. As before, let p be a prime such that Kp is
hyperspecial. In particular, p is unramified in FC. In addition, for simplicity we assume that
G0;Qp is split (so for a place v ofE above p,Ev DQp). We let F denote an algebraic closure
of Fp . Let ¹wiºi be the set of primes of FC above p, and let ki denote the residue field of
wi . For each i , we also fix an embedding �i W ki ! F . Then there is a natural mapY

i

.Zfi Ì Sfi
/! EndLocurc G;p

.fV�/;

where Sfi
is the permutation group on fi letters. Together with Theorem 2.3.3, one obtains

the following result [64].

Theorem 3.2.2. There is an action of
Q

i .Z
fi Ì Sfi

/ on H�
c .S K;F ;Z`/ such that action

of �p factors as �p D
Q

i �p;i , where �p;i D ..1; 0; : : : ; 0/; .12 � � � fi // 2 Zfi Ì Sfi
. Each

�
fi

p;i satisfies a polynomial equation similar to (3.2).

This theorem gives some shadow of the plectic cohomology conjecture of Nekovář–
Scholl [54].

3.3. Generic Tate cycles on mod p fibers of Shimura varieties
In [64], we applied Theorem 2.3.3 to verify “generic” cases of Tate conjecture for

the mod p fibers of many Shimura varieties. We use notations and (for simplicity) keep
assumptions from Section 3.2. Let .S K;kv

/pf denote the perfection of S K;kv
(i.e., regard it

as a perfect presheaf over Aff pf
kv
), then by attaching to every point of S K; Nk an F -isocrystal

with G-structure (see [37,64]), one can define the so-called Newton map

Nt W .S K;kv
/pf ! B.GQp /kv

:

Then the Newton stratification of B.GQp /kv
(see Section 2.1) induces a stratification of

S K;kv
by locally closed subvarieties. It is known that the image of Nt contains a unique

basic element b and the corresponding subvarieties in S K;kv
is closed, called the basic

Newton stratum, and denoted by S b .
Let m be the order of the action of the geometric Frobenius �p on X�. OT /. Let

ƒTate
p D

´
� 2 X�. OT / j

m�1X
iD0

� i
p.�/ D 0

µ
� X�. OT /:

For a representation V of OGQ`
and � 2 X�. OT /, let V.�/ denote the �-weight subspace of V

(with respect to OT ), and let
V Tate

D

M
�2ƒTate

p

V.�/:

We are in particular interested in the condition V Tate
� ¤ 0. As explained in the intro-

duction of [64], under the conjectural Galois theoretic description of the cohomology of the
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Shimura varieties (analogous to Conjecture 2.2.3), for a Hecke module �f whose Satake
parameter at p is general enough, certain multiple a.�f / of the dimension of this vector
space should be equal to the dimension of the space of Tate classes in the �f -component of
the middle dimensional compactly-supported cohomology of S K;kv

. In addition, this space
is usually large. For example, in the case G is an odd (projective) unitary group of signature
.i; n � i/ over a quadratic imaginary field, the dimension of this space at an inert prime is� nC1

2
i

�
.
For a (not necessarily irreducible) algebraic varietyZ of dimension d over an alge-

braically closed field, letHBM
2d
.Z/.�d/ denote the .�d/-Tate twist of the top degree Borel–

Moore homology, which is the vector space spanned by the irreducible components of Z.
Now letX be a smooth variety of dimension d C r defined over a finite field k of q elements,
and letZ�Xk be a (not necessarily irreducible) projective subvariety of dimension d . There
is the cycle class map

cl W HBM
2d .Z/.�d/!

[
j �1

H 2d
c

�
Xk ;Q`.d/

��
j
q
DW T d

` .X/:

Theorem 3.3.1. We write d� D dimX D 2d and r D dimV Tate
� .

(1) The basic Newton stratum S b of S K;kv
is pure of dimension d . In particular,

d is always an integer. In addition, there is anHK;Q`
-equivariant isomorphism

HBM
2d .S b/.�d/ Š C

�
G0.Q/nG0.Af /=K;Q`

�˚r
;

where G0 is the finitely trivialized inner form of G with G0
R is compact.

(2) Let �f be an irreducible module ofHK;Q`
, and let

HBM
2d .S b/Œ�f � D HomHK;Q`

�
�f ;H

BM
2d .S b/.�d/Q`

�
˝ �f

be the �f -isotypical component. Then the cycle class map

cl W HBM
2d .S b/.�d/! T d

` .S K/

restricted to HBM
2d
.S b/Œ�f � is injective if the Satake parameter of �f;p (the

component of �f at p) is V�-general.

(3) Assume that ShK.G/ is (essentially) a quaternionic Shimura variety or a Kot-
twitz arithmetic variety. Then the �f -isotypical component of the cycle class
map is surjective to T d

`
.SK/Œ�f � if the Satake parameter of �f;p is strongly

V�-general. In particular, the Tate conjecture holds for these �f .

Remark 3.3.2. (1) For a representation V of OG, the definitions of “V -general” and
“strongly V -general” Satake parameters can be found in [64, Definition 1.4.2].
Regular semisimple elements in cGjdD.p;�p/ are always V -general, but not the
converse. See [64, Remark 1.4.3].

(2) Some special cases of the theorem were originally proved in [33,60].

2036 X. Zhu



The proof of this theorem relies on several different ingredients. Via the Rapoport–
Zink uniformization of the basic locus of a Shimura variety, part (2) can be reduced a question
about irreducible components of certain affine Deligne–Lusztig varieties, which was studied
in [64, §3]. The most difficult is part (2), which we proved by calculating the intersection
numbers among all d -dimensional cycles inS b . These numbers can be encoded in an r � r-
matrix with entries inH cl

Kp
. In general, it seems hopeless to calculate this matrix directly and

explicitly. However, this matrix can be understood as the composition of certain morphisms
in Coh.LocurcG;p/. Namely, first we realize G

0.Q/nG0.A/=K as a Shimura set with �0 D 0

its Shimura cocharacter. Then using Theorem 2.3.3 (and the Satake isomorphism (2.3)), this
matrix can be calculated as

HomCoh.Locurc G;p
/.O;fV�/˝HomCoh.Locurc G;p

/.fV�;O/!HomCoh.Locurc G;p
/.O;O/ŠH

cl
Kp
˝Q`:

Then one needs to determine when this pairing is nondegenerate, which itself is an interest-
ing question in representation theory, whose solution relies on the study of the Chevellay’s
restriction map for vector-valued functions. The determinant of this matrix was calculated
in [65]. Finally, part (3) was proved by comparing two trace formulas, the Lefschetz trace
formula for G and the Arthur–Selberg trace formula for G0.

Example 3.3.3. LetG D U.1; 2r/ be the unitary group7 of .2r C 1/-variables associated to
an imaginary quadratic extension E=Q, whose signature is .1; 2r/ at infinity. It is equipped
with a standard Shimura datum, giving a Shimura variety (after fixing a levelK �G.Af /). In
particular, if r D 1, this is (essentially) the Picardmodular surface. Letp be a prime inert inE
such thatKp is hyperspecial. In this caseS b is a union of certain Deligne–Lusztig varieties,
parametrized byG0.Q/nG0.Af /=K, whereG0 D U.0; 2r C 1/ that is isomorphic toG at all
finite places. The intersection patterns of these cycles inside S b were (essentially) given in
[61] but the intersection numbers between these cycles are much harder to compute. In fact,
we do not know how to compute them directly for general r , except applying Theorem 2.3.3
to this case. (The case r D 1 can be handled directly.)

We have OG D GL2rC1 on which �p acts as A 7! J.AT /�1J , where J is the anti-
diagonal matrix with all entries along the antidiagonal being 1. The representation V� is
the standard representation of GL2rC1. One checks that dim V Tate

� D 1 (which is con-
sistent with the above mentioned parameterization of irreducible components of S b by
G0.Q/nG0.Af /=K). We identify the weight lattice of OG as Z2rC1 as usual. Then
HomCoh.Locurc G;p

/.O;fV�/ is a free rank onemodule over HomCoh.Locurc G;p
/.O;O/DH

cl
Kp
˝Q`.

Then a generator ain induces anHK;Q`
-equivariant homomorphism

S.ain/ W C
�
G0.Q/nG0.Af /=K

�
! H 2r

c

�
S K;kv

;Q`.r/
�
;

7 This is not an adjoint group so the example is not consistent with our assumption. But it is
more convenient for the discussion here. The computations are essentially the same.
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realizing the cycle class map of S b (up to a multiple). The module HomCoh.Locurc G;p
/.fV�;O/

is also free of rank one overHKp ;Q`
. For a chosen generator aout, the composition

S.aout/ ı S.ain/ D S.aout ı ain/

calculates the intersection matrix of those cycles from the irreducible components of S b .
The element h WD aout ı ain 2HKp ;Q`

was explicitly computed in [65, Example 6.4.2]

(up to obvious modification and also via the Satake isomorphism (1.4)). Namely,

h D pr.rC1/

rX
iD0

.�1/i .2i C 1/p.i�r/.rCiC1/

r�iX
j D0

"
2r C 1 � 2j

r � i � j

#
tD�p

Tp;j : (3.3)

Here, Tp;j D 1Kp�j .p/Kp
, with �i D .1

i ; 02r�2iC1; .�1/i /, and
�

n
m

�
t
is the t -analogue of

the binomial coefficient given by

Œ0�t D 1; Œn�t D
tn � 1

t � 1
; Œn�t Š D Œn�t Œn � 1�t � � � Œ1�t ;

"
n

m

#
t

D
Œn�t Š

Œn �m�t ŠŒm�t Š
:

In other words, the intersection matrix of cycles inS b in this case is calculated by the Hecke
operator (3.3).

On interesting consequence is this computation is the following consequence on the
intersection theory of the finite Deligne–Lusztig varieties, for which we do not know a direct
proof. LetW be a .2r C 1/-dimensional nondegenerate hermitian space over Fp2 . Consider
the following r-dimensional Deligne–Lusztig variety

DLr WD
®
H � W of dimension r j H �

�
H .p/

�?¯
;

where H .p/ the pullback of H along the Frobenius. Let H denote the corresponding uni-
versal subbundle of rank r . Let E D H .p/ ˝ ..H .p//?=H /. Then we haveZ

DLr

cr .E/ D

rX
iD0

.�1/i .2i C 1/pi2Ci

"
2r C 1

r � i

#
tD�p

: (3.4)

3.4. The Beilinson–Bloch–Kato conjecture for Rankin–Selberg motives
Let M be a rational pure Chow motive of weight �1 over a number field F . The

Beilinson–Bloch–Kato conjecture, which is a far reaching generalization of the Birch and
Swinnerton-Dyer conjecture, predicts deep relations between certain algebraic, analytic, and
cohomological invariants attached toM :

• the rational Chow group CH.M/0 of homologically trivial cycles ofM ;

• the L-function L.s;M/ ofM ;

• the Bloch–Kato Selmer group H 1
f
.F;H`.M// of the `-adic realization H`.M/

ofM .

The Beilinson–Bloch conjecture predicts an equality

dimQ CH.M/0 D ordsD0L.s;M/
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between the dimension of CH.M/0 and the vanishing order of the L-function at the central
point, while the Bloch–Kato conjecture predicts

ordsD0L.s;M/ D dimQ`
H 1

f

�
F;H`.M/

�
:

In addition, the so-called `-adic Abel–Jacobi map

AJ` W CH.M/0 ˝Q` ! H 1
f

�
F;H`.M/

�
should be an isomorphism.

This conjecture seems to be completely out of reach at the moment. For example, for
a general motive it is still widely open whether the L-function has a meromorphic continua-
tion to the whole complex plane so that the vanishing order ofL.s;M/ at s D 0makes sense.
(This would follow from the Galois-to-automorphic direction of the Langlands correspon-
dence for number fields.) Despite this, there have been many works testing this conjecture in
various special cases, mostly for motivesM of small rank. In the work [49], we verify certain
cases of the above conjecture for Rankin–Selberg motives, which consist of a sequence of
motives of arbitrarily large rank.

We assume that F=FC is a (nontrivial) CM extension with FC totally real in the
sequel.

Theorem 3.4.1. Let A1, A2 be two elliptic curves over FC. Assume that

(1) EndFAi D Z and HomF .A1; A2/ D 0;

(2) Symn�1A1 and SymnA2 are modular;

(3) FC ¤ Q if n � 3.

Under these assumption, if L.n;Symn�1A1 � SymnA2/ ¤ 0, then for almost `,

dimQ`
H 1

f

�
F;Symn�1 V`.A1/˝ Symn V`.A2/.1 � n/

�
D 0:

Here V`.Ai / denotes the rational Tate module of Ai as usual.

This theorem is in fact a consequence of a more general result concerning Bloch–
Kato Selmer groups of Galois representations associated to certain Rankin–Selberg auto-
morphic representations, which we now discuss.

Recall that for an irreducible regular algebraic conjugate self-dual cuspidal
(RACSDC) automorphic representation… of GLn.AF /, one can attach a compatible system
of Galois representations �…;� W �F ! GLn.E�/, where E � C is a large enough number
field and � is a prime of E (see [16]). Such E is called a strong coefficient field of…, which
in the situation considered below can be taken as the number field generated by Hecke
eigenvalues of….

Theorem 3.4.2. Suppose that FC ¤Q if n� 3. Let…n (resp.…nC1) be an RACSDC auto-
morphic representation ofGLn.AF / (resp.GLnC1.AF /) with trivial infinitesimal character.
LetE � C be a strong coefficient field for both…n and…nC1. Let � be an admissible prime
of E with respect to… WD …0 �…1. Let �…;� WD �…n;� ˝E�

�…nC1;�.
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(1) If the Rankin–Selberg L-value L.1
2
;…/ ¤ 08, thenH 1

f
.F; �…;�.n// D 0.

(2) If certain element �� 2 H
1

f
.F; �…;�.n// (to be explained below) is non-zero,

thenH 1
f
.F; �…;�.n// is generated by �� as an E�-vector space.

The notion of admissible primes appearing in the theorem consists of a long list of
assumptions, some of which are rather technical. Essentially, it guarantees that the Galois
representation �…;� has a well defined OE;�-lattice (still denoted by �…;� in the sequel)
and the reduction mod � representation is suitably large and contains certain particular ele-
ments. (This is also related to the notion of V -general from Theorem 3.3.1.) Fortunately, in
some favorable situations, one can show that all but finitely many primes are admissible. For
example, this is the case considered in Theorem 3.4.1. For another case in pure automorphic
setting, see [49, Thm. 1.1.7].

The proof of the theorem uses several different ingredients. The initial step for
case (1) is to translate the analytic conditionL.1

2
;…/¤ 0 into a more algebraic condition via

the global Gan–Gross–Prasad (GGP) conjecture. Namely, the GGP conjecture predicts that
in this case, there exist a pair of hermitian spaces .Vn; VnC1/ over F that are totally positive
definite at1, where VnC1 D Vn ˚ Fv with .v; v/ D 1, and a tempered cuspidal automor-
phic representation � D �n ��nC1 of the product of unitary groupsG DU.Vn/�U.VnC1/,
such that the period integral

Œ�H � W C
�
c

�
Sh.G/;E

�
Œ��! E

does not vanish, where H WD U.Vn/ embeds into G diagonally, which induces an embed-
ding �H W Sh.H/ ,! Sh.G/ of corresponding Shimura varieties (in fact, Shimura sets)
with appropriately chosen level structures (here and later we omit level structures from the
notations). We denote by Œ�H � the homology class of Sh.G/ given by Sh.H/ and write
C �

c .Sh.G/; E/Œ�� for the �-isotypical component of the cohomology (i.e., functions) of
Sh.G/. This conjecture was first proved in [73] under some local restrictions which are too
restrictive for arithmetic applications. Those restrictions are all lifted in our recent work
through some new techniques in the study of trace formulae [8].

The strategy then is to construct, for every m � 1, (infinitely many) cohomology
classes ¹‚p

mºp � H
1.F; .�…;�=�

m/�.1//, where p are appropriately chosen primes and
.�/�.1/ denotes the usual Pontryagin duality twisted by the cyclotomic character, such that
the local Tate pairing at p between ‚p

m and Selmer classes of the Galois representation
�…;�=�

m is related to the above period integral. Then one can use Kolyvagin type argument
(amplified in [47,49]), with ¹‚p

mº served as annihilators of the Selmer groups, to conclude.
The construction of ‚p

m uses the diagonal embedding of Shimura varieties

�H 0 W Sh.H 0/ ,! Sh.G0/

where H 0 ,! G0 are prime-to-p trivialized (extended pure) inner forms of H � G (see
Definition 2.3.1). These Shimura varieties have parahoric level structures at p, and using

8 Here we use the automorphic normalization of the L-function.
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the theory of local models (Section 3.1) one can show that their integral models are poly-
semistable at p and compute the sheaf of nearby cycles on their mod p fibers. Using many
ingredients, including the understanding of (integral) cohomology of Sh.G0/ over F , the
computations fromExample 3.3.3 (in particular, (3.3) and (3.4)), and the Taylor–Wiles patch-
ing method [48], one shows that .�…;�=�

m/�.1/ does appear in the cohomology of Sh.G0/

(the so-called arithmetic level raising for…), and that the diagonal cycle�H 0 , when localized
at .�…;�=�

m/�.1/, does give the desired class ‚p
m. We shall mention that this is consis-

tent with conjectures in Sections 2.1 and 2.3, as coherent sheaves on LoccG;p ˝ OE=�
m

corresponding to c-indG.Qp/

Kp
.OE=�

m/ and c-indG0.Qp/

K0
p

.OE=�
m/ are expected to be related

exactly in this way.
We could also explain the class �� appearing in case (2). Namely, in this case we

start with an embedding of Shimura varieties�H W Sh.H/ ,! Sh.G/, where G is a product
of unitary groups such that… descends to a tempered cuspidal automorphic representation �
appearing in the middle dimensional cohomology of ShG . Then the �-isotypical component
of the cycle�H is homologous to zero, and we let�� DAJ�.�H Œ��/. The strategy to prove
case (2) then is to reduce it to case (1) via some similar arguments as before.
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1. Introduction

Motivic cohomology arose out of a marriage of Grothendieck’s ideas about motives
with a circle of conjectures about special values of zeta functions and L-functions. It has
since taken on a very active life of its own, spawning a multitude of developments and appli-
cations. My intention in this survey is to present some of the history of motivic cohomology
and the framework that supports it, its current state, and some thoughts about its future direc-
tions. I will say very little about the initial impetus given by the conjectures about zeta
functions and L-functions, as there are many others who are much better qualified to tell
that story. I will also say next to nothing about the many applications motivic cohomology
has seen: I think this would be like writing about the applications of cohomology up to, say,
1950, and would certainly make this already lengthy survey completely unmanageable.

My basic premise is that motivic cohomology is supposed to be universal coho-
mology for algebro-geometric objects. As “universal” depends on the universe one happens
to find oneself in, motivic cohomology is an ever-evolving construct. My plan is to give a
path through some of the various universes that have given rise to motivic cohomologies, to
describe the resulting motivic cohomologies and put them in a larger, usually categorical,
framework. Our path will branch into several directions, reflecting the different aspects of
algebraic and arithmetic geometry that have been touched by this theory. We begin with the
conjectures of Beilinson and Lichtenbaum about motivic complexes that give rise to the uni-
versal Bloch–Ogus cohomology theory on smooth varieties over a field, and the candidate
complexes constructed by Bloch and Suslin. We then take up Voevodsky’s triangulated cate-
gory of motives over a field and the embedding of the motivic complexes and motivic coho-
mology in this framework. The next developments moving further in this direction give us
motivic homotopy categories that tell us about “generalizedmotivic cohomology” for amuch
wider class of schemes, analogous to the development of the stable homotopy category and
generalized cohomology for spaces; this includes a number of candidate theories for motivic
cohomology over a general base-scheme. We conclude with three variations on our theme:

• Milnor–Witt motives and Milnor–Witt motivic cohomology, incorporating infor-
mation about quadratic forms,

• Motives with modulus, relaxing the usual condition of homotopy invariance with
respect to the affine line, and

• p-adic, étale motivic cohomology in mixed characteristic .0; p/, with its connec-
tion to p-adic Hodge theory.

This last example does not yet, as far as I know, have a categorical framework, while one for
a motivic cohomology with modulus is still in development.

There is already an extensive literature on the early development of motives and
motivic cohomology. It was not my intention here to cover this part in detail, but I include
a section on this topic to give a quick overview for the sake of background, and to isolate a
few main ideas so the reader could see how they have influenced later developments.

2049 Motivic cohomology



I would like to thank all those who helped me prepare this survey, especially Tom
Bachmann, Federico Binda, Dustin Clausen, Thomas Geisser, Wataru Kai, Akhil Mathew,
Hiroyasu Miyazaki, Matthew Morrow, and Shuji Saito. In spite of their efforts, I feel certain
that a number of errors have crept in, which are, of course, all my responsibility. I hope that
the reader will be able to repair them and continue on.

2. Background and history

2.1. The conjectures of Beilinson and Lichtenbaum
Beilinson pointed out in his 1983 paper “Higher regulators and values of L-func-

tions” [13] that the existence of Gillet’s Chern character [53] from algebraic K-theory to an
arbitrary Bloch–Ogus cohomology theory [30] with coefficients in a Q-algebra implies that
one can form the universal Bloch–Ogus cohomology H a

�.�;Q.b// with Q-coefficients by
decomposing algebraic K-theory into its weight spaces for the Adams operations  k . In
terms of the indexing, one has

H a
�
X;Q.b/

�
WD K2b�a.X/

.b/

where K2b�a.X/
.b/ � K2b�a.X/Q is the weight b eigenspace for the Adams operations

K2b�a.X/
.b/
WD

®
x 2 K2b�a.X/Q j  k.x/ D k

b
� x

¯
:

This raised the question of finding the universal integral Bloch–Ogus cohomology
theory. Let Schk denote the category of separated finite-type k-schemes with full subcat-
egory Smk of smooth k-schemes. Beilinson [13] and Lichtenbaum [87] independently con-
jectured that this universal theory H a

�.�;Z.b// should arise as the hypercohomology of a
complex of sheaves X 7! �X .b/ on Smk (for the Zariski or étale topology)

H a
�

�
X;Z.b/

�
WD Ha

�
X;�X .b/

�
;

with the �X .b/ satisfying a number of axioms.We give Beilinson’s list of axioms for motivic
complexes in the Zariski topology (axiom iv(p) was added by Milne [90, §2]):

(i) In the derived category of sheaves on X , �.0/ is the constant sheaf Z on Smk ,
�.1/ D GmŒ�1� and �.n/ D 0 for n < 0.

(ii) The graded object �.�/ WD ŒX 7!
L

n�0 �X .n/� is a commutative graded ring
in the derived category of sheaves on Smk .

(iii) The cohomology sheavesH m.�.n// are zero form>n and form� 0 if n> 0;
H n.�.n// is the sheaf of Milnor K-groups X 7!KM

n;X .

(iv)(a) Letting ˛ W Smk;ét ! Smk;Zar be the change of topology morphism, the
étale sheafification �.n/ét WD ˛��.n/ of �.n/ satisfies �.n/ét=m Š �˝n

m for
m prime to the characteristic, where �m is the étale sheaf ofmth roots of unity.

(iv)(b) Form prime to the characteristic, the natural map�.n/=m!R˛��.n/ét=m

induces an isomorphism �.n/=m ! ��nR˛��.n/ét=m. Integrally,
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Z.n/! R˛��.n/ét induces an isomorphism �.n/! ��nR˛��.n/ét and

RnC1˛��.n/ét D 0:

(iv)(p) For k of characteristic p > 0, letW��
n
log denote the �-truncated logarithmic

de Rham–Witt sheaf. The d log map d log W KM
n =pn ! W��

n
log induces via

(ii) a map �.n/=p� ! W��
n
logŒ�n�, which is an isomorphism.

One then defines motivic cohomology by

Hp
�
X;Z.q/

�
WD Hp

�
XZar; �X .q/

�
:

(v) There should also be a spectral sequence startingwith integralmotivic cohomol-
ogy and converging to algebraicK-theory, analogous to the Atiyah–Hirzebruch
spectral sequence from singular cohomology to topological K-theory. Explic-
itly, this should be

E
p;q
2 WD Hp�q

�
X;Z.�q/

�
) K�p�q.X/:

This spectral sequence should degenerate rationally, and give an isomorphism

Hp
�
X;Q.q/

�
WD Hp

�
X;Z.q/

�
˝Z Q Š K2q�p.X/

.q/:

The vanishing H m.�.n// D 0 for n > 0 and m � 0 is the integral Beilinson–Soulé vanish-
ing conjecture. The mod m-part of axiom (iv)(b) is known as the Beilinson–Lichtenbaum
conjecture; this implies the integral part of (iv)(b) with the exception of the vanishing of
RnC1˛��.n/ét, which is known asHilbert’s theorem 90 for the motivic complexes. In weight
nD 1, with the identity �.1/DGmŒ�1�, this translates into the classical Hilbert theorem 90

H 1
ét.O;Gm/ D 0

for O a local ring, while the mod m part of (iv)(b) follows from the Kummer sequence of
étale sheaves

1! �m ! Gm
�m
��! Gm ! 1:

In light of axiom (iii), the Merkurjev–Suslin theorem [89, Theorem 14.1] settled the degree
� 2 part of (iv)(b) for n D 2 even before the complex �.2/ was defined.

Beilinson [14, §5.10] rephrased and refined these conjectures to a categorical state-
ment, invoking a conjectural category of mixed motivic sheaves, and an embedding of the
hypercohomology of the Beilinson–Lichtenbaum complexes into a categorical framework.

In this framework, motivic cohomology should arise via an abelian tensor cate-
gory of motivic sheaves on SchS , X 7! Shmot.X/, admitting the six functor formalism
of Grothendieck, f �; f�; fŠ; f

Š;Hom;˝, on the derived categories. There should be Tate
objects ZX .n/ 2 Shmot.X/, and objectsM.X/ WD pXŠp

Š
X ZS .0/ in the derived category of

Shmot.S/, pX WX ! S the structure morphism, and motivic cohomology should arise as the
Hom-groups

H a
�

�
X;Z.b/

�
D HomD.Shmot.S//

�
M.X/;ZS .b/Œa�

�
:
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For X smooth over S , this gives the identity

H a
�

�
X;Z.b/

�
D ExtaShmot.X/

�
ZX .0/;ZX .b/

�
:

This is a very strong statement, with implications that have not been verified to this
day. For instance, the vanishing of ExtaA.�;�/ for an abelian category A and for a < 0 gives
a vanishing H m.ZS .n//D 0 form< 0. The stronger vanishing posited by axiom (iii) above
(withQ-coefficients) is the Beilinson–Soulé vanishing conjecture, and even the weak version
is only known for weight n D 1 (for which the strong version holds).

Beilinson’s conjecture on categories of motivic sheaves is still an open problem.
However, other than the integral Beilinson–Soulé vanishing conjecture, the axioms do not
rely on the existence of an abelian category of motivic sheaves, and can be framed in the
setting of a functorial assignment X 7! DM.X/ from S -schemes to tensor-triangulated
categories. Such a functor has been constructed and the axioms (except for the vanishing
conjectures) have been verified. We will discuss this construction in Section 2.4.

2.2. Bloch’s higher Chow groups and Suslin homology
The first good definition of motivic cohomology complexes was given by Spencer

Bloch, in his landmark 1985 paper “Algebraic cycles and higher Chow groups” [24]. As
suggested by the title, the starting point was the classical Chow group CH�.X/ of algebraic
cycles modulo rational equivalence.

For X a finite type k-scheme, recall that the group of dimension d algebraic cycles
onX , Zd .X/, is the free abelian group on the integral closed subschemesZ ofX of dimen-
sion d over k. The group of cycles modulo rational equivalence, CHd .X/, has the following
presentation. Let n 7! �n be the cosimplicial scheme of algebraic n-simplices

�n
WD SpecZŒt0; : : : ; tn�=

nX
iD0

ti � 1 Š An
Z:

The coface and codegeneracy maps are defined just as for the usual real simplices�n
top �Rn.

A face of�n is a closed subscheme defined by the vanishing of some of the ti . Let zd .X; n/

be the subgroup of the .nC d/-dimensional algebraic cycles ZnCd .X ��
n/ generated by

the integral closedW �X ��n such that dimW \X �F DmC d for eachm-dimensional
face F (or the intersection is empty). For cycles w 2 zd .X; n/, the face condition gives a
well-defined pullback .IdX � g/

� W zd .X; n/! zd .X; m/ for each map g W �m ! �n in
the cosimplicial structure, forming the simplicial abelian group n 7! zd .X; n/ and giving
the associated chain complex zd .X;�/, Bloch’s cycle complex. The degree 0 and 1 terms of
zd .X;�/ give our promised presentation of CHd .X/,

H0

�
zd .X;�/

�
D CHd .X/;

and Bloch defines his higher Chow group CHd .X; n/ as

CHd .X; n/ WD Hn

�
zd .X;�/

�
:

If X has pure dimension N over k, we index by codimension

zq.X;�/ WD zN�q.X;�/I CHq.X; n/ WD CHN�q.X; n/:
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With some technical difficulties due to the necessity of invoking moving lemmas to
allow for pullback morphisms, the assignment

X 7! zq.X; 2q � �/

can be modified via isomorphisms in the derived category to a presheaf of cohomological
complexes ZBl .q/ on Smk .

Following a long series of works [25,29,43,52,94,96,112,113,115–117,120,121,123–125,

127] (see also [56, 102] for detailed discussions of the Bloch–Kato conjecture, the essen-
tial point in axiom (iv)(b) and the most difficult of the Beilinson axioms to prove), it has
been shown that the complexesZBl.q/ satisfy all the Beilinson–Lichtenbaum–Milne axioms,
except for the Beilinson–Soulé vanishing conjecture in axiom (iii).

After Bloch introduced his cycle complexes, Suslin [111] constructed an algebraic
version of singular homology. For a k-scheme X , instead of a naive generalization of the
singular chain complex of a topological space by taking the free abelian group on the mor-
phisms �n

k
! X , Suslin’s insight was to enlarge this to the abelian group of finite corre-

spondences.
A subvariety W of a product Y � X of varieties (with Y smooth) defines an irre-

ducible finite correspondence from Y to X if p1 W W ! Y is finite and surjective to some
irreducible component of Y . The association y 7! p2.p

�1
1 .y// can be thought of as a mul-

tivalued map from Y to X .
The group of finite correspondences Cork.Y;X/ is defined as the free abelian group

on the irreducible finite correspondences. Given a morphism f W Y 0! Y , there is a pullback
map f � W Cork.Y; X/ ! Cork.Y 0; X/, compatible with the interpretation as multivalued
functions, and making Cork.�; X/ into a contravariant functor from smooth varieties over
k to abelian groups.

Suslin definesC Sus
n .X/ WDCork.�n

k
;X/; the structure of��

k
as smooth cosimplicial

scheme makes n 7! C Sus
n .X/ a simplicial abelian group. As above, we have the associated

complex C Sus
� .X/, the Suslin complex of X , whose homology is the Suslin homology of X :

H Sus
n .X;Z/ WD �n

�ˇ̌
m 7! C Sus

m .X/
ˇ̌�
D Hn

�
C Sus
� .X/

�
:

In fact, the monoid of the N-linear combinations of irreducible correspondences
W � X � Y is the same as the monoid of morphisms

� W X !
G
n�0

SymnY

where SymnY is the quotient Y n=†n of Y n by the symmetric group permuting the factors,
with the monoid structure induced by the sum map

SymnY � SymmY ! SymmCnY:

Suslin’s complex and his definition of algebraic homology can thus be thought of
as an algebraic incarnation of the theorem of Dold–Thom [34, Satz 6.4], that identifies the
homotopy groups of the infinite symmetric product of a pointed CW complex T with the
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reduced homology of T . The main result of [112] gives an isomorphism of the mod n Suslin
homology, H Sus

� .X;Z=n/, for X of finite type over C, with the mod n singular homology
of X.C/, a first major success of the theory.

Let �n
top denote the usual n-simplex

�n
top WD

²
.t0; : : : ; tn/ 2 RnC1

j

X
i

ti D 1; ti � 0

³
;

with the inclusion �n
top � �

n.C/.

Theorem 2.1 ([112, Theorem 8.3]). LetX be separated finite type scheme overC and let n� 2
be an integer. Then the map

Hom
�
��C;

G
d�0

SymdX

�
! Homtop

�
��top;

G
d�0

SymdX.C/

�
induced by the inclusions �m

top � �
m.C/ gives rise to an isomorphism H Sus

� .X;Z=n/!

H
sing
� .X.C/;Z=n/.

There is also a corresponding statement forX over an arbitrary algebraically closed
field k of characteristic zero in terms of étale cohomology [112, Theorem 7.8]; this extends to
characteristic p > 0 and n prime to p by using alterations.

2.3. Quillen–Lichtenbaum conjectures
Quillen’s computation of the higher algebraic K-theory of finite fields and of

number rings led to a search for a relation of higher algebraic K-theory with special values
of zeta-functions and L-functions. We will not go into this in detail here, but to large part,
this was responsible for the Beilinson–Lichtenbaum conjectures on the existence of motivic
complexes computing the conjectural motivic cohomology. Going back to K-theory, this
suggested that algebraic K-theory with mod-` coefficients should be the same as mod-`
étale K-theory (a purely algebraic version of mod-` topological K-theory, see [35]), at least
in large enough degrees. This ismore precisely stated as theQuillen–Lichtenbaum conjecture

Conjecture 2.2 ([101], [42, Conjecture 3.9]). Let ` be a prime and letX be a regular, noethe-
rian scheme with ` invertible on X . Suppose X has finite `-étale cohomological dimension
cd`.X/. Then the canonical map

Kn.X IZ=`
r /! Két

n .X IZ=`
r /

is an isomorphism for n � cd`.X/ � 1 and is injective for n D cd`.X/ � 2.

Here Két
n .X IZ=`/ is the étale K-theory developed by Dwyer and Friedlander [35,

41,42].
Conjecture 2.2 for a smooth k-scheme is essentially a consequence of the Beilinson–

Lichtenbaum axioms (without Beilinson–Soulé vanishing). The Beilinson–Lichtenbaum
conjecture (iv)(a,b) says that the comparison map �.q/=`r ! R˛��

˝q

`r induces an isomor-
phism on cohomology sheaves up to degree q. Combining the local–global spectral sequence
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for some X 2 Smk with the Atiyah–Hirzebruch spectral sequences from motivic cohomol-
ogy to K-theory (axiom (v)) and from étale cohomology to étale K-theory, and keeping
track of the cohomological bound in the Beilinson–Lichtenbaum conjecture gives the result.

2.4. Voevodsky’s category DM and modern motivic cohomology
One can almost realize Beilinson’s ideas of a categorical framework for motivic

cohomology by working in the setting of triangulated categories, viewed as a replacement
for the derived category of Beilinson’s conjectured abelian category of motivic sheaves.
Once this is accomplished, one could hope that an abelian category of mixed motives could
be constructed out of the triangulated category as the heart of a suitable t -structure.

Constructions of a triangulated category of mixed motives over a perfect base-field
were given by Hanamura [57–59], Voevodsky [127], and myself [83]. All three categories yield
Bloch’s higher Chow groups as the categorical motivic cohomology, however, Voevodsky’s
sheaf-theoretic approach has had the most far-reaching consequences and has been widely
adopted as the correct solution. The construction of a motivic t -structure is still an open
problem.1 There are also constructions of triangulated categories of mixed motives by the
method of compatible realizations, such as byHuber [64], or Nori’s construction of an abelian
category ofmixedmotives, described in [65, Part II]; wewill not pursue these directions here.
We also refer the reader to Jannsen’s survey on mixed motives [68].

Voevodsky’s triangulated category of motives over k, DM.k/, is based on the cate-
gory of finite correspondences on Smk , a refinement of Grothendieck’s composition law for
correspondences on smooth projective varieties. Grothendieck had constructed categories of
motives for smooth projective varieties, with the morphisms fromX to Y given by the group
of cycles modulo rational equivalence CHdimX .X � Y /. The composition law is given by

W 0 ıW D pXZ�

�
p�XY .W / � p

�
YZ.W

0/
�
; (2.1)

withW 2 CHdimX .X � Y / andW 0 2 CHdimY .Y �Z/; one needs to pass to cycle classes to
define p�XY .W / � p

�
YZ.W

0/ and the projection pXZ needs to be proper (that is, Y needs to
be proper over k) to define pXZ�.

Voevodsky’s key insight was to restrict to finite correspondences, so that all the oper-
ations used in the composition law of correspondence classes would be defined on the level
of the cycles themselves, without needing to pass to rational equivalence classes, and with-
out needing the varieties involved to be proper. Voevodsky’s idea of having a well-defined
composition law on a restricted class of correspondences has been modified and applied in
a wide range of different contexts, somewhat similar to the use of various flavors of bordism
theories in topology.

Let X and Y be in Smk . Recall from Section 2.2 the subgroup Cork.X; Y / �
ZdimX .X � Y / generated by the integralW � X � Y that are finite over X and map surjec-
tively to a component of X .

1 Voevodsky showed this is not possible integrally, so the best one can hope for is a t -
structure with Q-coefficients.
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Lemma 2.3. Let X;Y;Z be smooth k-varieties and take ˛ 2 Cork.X; Y /, ˇ 2 Cork.Y;Z/.
Then

(i) The cycles p�YZ.ˇ/ and p
�
XY .˛/ intersect properly onX � Y �Z, so the inter-

section product p�YZ.ˇ/ � p
�
XY .˛/ exists as a well-defined cycle onX � Y �Z.

(ii) Letting j˛j � X � Y , and jˇj � Y �Z denote the support of ˛ and ˇ, respec-
tively, each irreducible component of the intersectionX � jˇj \ j˛j �Z is finite
over X �Z, and maps surjectively onto some component of X .

In other words, the formula

ˇ ı ˛ D pXZ�.p
�
YZˇ � p

�
XY ˛/

makes sense for ˛ 2 Cork.X; Y / and ˇ 2 Cork.Y;Z/, and the resulting cycle on X �Z is
in Cork.X; Z/. This defines the composition law in Voevodsky’s category of finite corre-
spondences, Cork , with objects as for Smk , and morphisms HomCork .X; Y / D Cork.X; Y /.
Sending a usual morphism f W X ! Y of smooth varieties to its graph defines a faithful
functor Œ�� W Smk ! Cork .

Once one has the category Cork , the path to DM.k/ is easy to describe. One takes the
category of additive presheaves of abelian groups on Cork , the category of presheaves with
transfer PST.k/. Inside PST.k/ is the category NST.k/ of Nisnevich sheaves with transfer,
that is, a presheaf that is a Nisnevich sheaf when restricted to Smk � Cork . Each X 2 Smk

defines an object Ztr.X/ 2 NST.k/, as the representable (pre)sheaf Y 7! Cork.Y;X/. Inside
the derived category D.NST.k// is the full subcategory of complexes K whose homol-
ogy presheaves hi .K/ are A1-homotopy invariant: hi .K/.X/ Š hi .K/.X � A1/ for all
X 2 Smk . This is the category of effective motives DMeff.k/. The Suslin complex construc-
tion, P 7! C Sus

� .P /, with

C Sus
� .P /.X/ WD P .X ���/

extends to a functor RC Sus
� W D.NST.k//! DMeff.k/, and realizes DMeff.k/ as the local-

ization of D.NST.k// with respect to the complexes Ztr.X � A1/
p�
�! Ztr.X/. Via RC Sus

� ,
DMeff.k/ inherits a tensor structure˝ fromD.NST.k//. The functor Ztr W Smk ! NST.k/
defines the functorM eff WD RC Sus

� ı Ztr,

M eff
W Smk ! DMeff.k/:

The Tate object Z.1/ 2 DMeff.k/ is the image of the complex Ztr.Spec k/
i1�
��!

Ztr.P 1/ (with Ztr.P 1/ in degree 2) via RC Sus
� . One forms the triangulated tensor category

DM.k/ as the category of �˝Z.1/-spectrum objects in DMeff.k/, inverting the endofunc-
tor �˝ Z.1/; forM 2 DM.k/, one has the Tate twistsM.n/ WD M ˝ Z.1/˝n for n 2 Z;
in particular, we have the Tate objects Z.n/. The functor M eff induces the functor
M W Smk ! DM.k/.

2056 M. Levine



Bloch’s higher Chow groups, Suslin homology, and the motivic complexes ZBl.q/

are represented in DM.k/ via canonical isomorphisms

CHq.X; 2q � p/ D Hp
�
XZar;ZBl.q/

�
Š HomDM.k/

�
M.X/;Z.q/Œp�

�
;

H Sus
n .X;Z/ D Hn

�
C Sus
� .X/

�
Š HomDM.k/

�
ZŒn�;M.X/

�
:

In addition, one has the presheaf of complexes ZV .q/ on Smk

ZV .q/.X/ WD C
Sus
��

�
Ztr.Gm/

˝qŒ�q�
�
.X/;

where Ztr.Gm/ is the quotient presheaf Ztr.A1 n ¹0º/=Ztr.¹1º/. The complexes ZV .q/ and
ZBl.q/ define isomorphic objects in DMeff.k/, in particular, are isomorphic in the derived
category of Nisnevich sheaves on Smk . The details of these constructions and results are
carried out in [127] (with a bit of help from [117]).

2.5. Motivic homotopy theory
AlthoughVoevodsky’s triangulated category ofmotives does givemotivic cohomol-

ogy a categorical foundation, this is really a halfway station on the way to a really suitable
categorical framework. As analogy, embedding the Beilinson–Lichtenbaum/Bloch–Suslin
theory of motivic complexes in DM.k/ is like considering the singular chain or cochain com-
plex of a topological space as an object in the derived category of abelian groups. A much
more fruitful framework for singular (co)homology is to be found in the stable homotopy
category SH.

A parallel representability for motivic cohomology for schemes over a base-scheme
B in a wider category of good cohomology theories is to be found in themotivic stable homo-
topy category over B , SH.B/. This, together with the motivic unstable homotopy category,
H .B/, gives the proper setting for the deeper study of motivic cohomology, besides placing
this theory on a equal footing with all cohomology theories on algebraic varieties that satisfy
a few natural axioms.

Just as the category DM.k/ starts out as a category of presheaves, the category
SH.B/ starts out with the category of presheaves of simplicial sets on SmB . The construction
of the unstable motivic homotopy categoryH .B/ over a general base-schemeB as a suitable
localization of this presheaf category was achieved by Morel–Voevodsky [94] and the stable
version SH.B/ was described by Voevodsky in his ICM address [116]. The important six-
functor formalism of Grothendieck was sketched out by Voevodsky and realized in detail by
Ayoub [5,6]. A general theory of motivic categories with a six-functor formalism, including
SH.�/, was established by Cisinski–Déglise [33], and Hoyois [62] gave a construction on the
level of infinity categories for an equivariant version. A new point of view, the approach of
framed correspondences, also first sketched by Voevodsky [126], is a breakthrough in our
understanding of the infinite loop objects in the motivic setting, and concerning our main
interest, motivic cohomology, has led to a natural construction of motivic cohomology over
a general base-scheme.

In topology, the representation of singular (co)homology via the singular (co)chain
complexes is placed in the setting of stable homotopy theory through the construction of the
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Eilenberg–MacLane spectra, giving a natural isomorphism for each abelian group A,

Hn.X;A/ Š HomSH
�
†1XC; †

nEM.A/
�
;

with the Eilenberg–MacLane spectrum EM.A/ being characterized by its stable homotopy
groups

�s
n

�
EM.A/

�
D

8<:A for n D 0;

0 else.

The assignmentA 7! EM.A/ extends to a fully faithful embedding EM WD.Ab/! SH. This
realizes the ordinary (co)homology as being represented by the derived categoryD.Ab/ via
its Eilenberg–MacLane embedding in SH, which in turn is to be viewed as the category of
all cohomology theories on reasonable topological spaces.

The stable homotopy category SH is the stabilization of the unstable pointed homo-
topy category H� with respect to the suspension operator †X WD S1 ^ X , which becomes
an invertible endofunctor on SH. The resulting functor of H� to its stabilization is the infi-
nite suspension functor †1 and gives us the “effective” subcategory SHeff

� SH, as the
smallest subcategory containing †1.H�/ and closed under homotopy cofibers and small
coproducts. This in turn gives a decreasing filtration on SH by the subcategories †nSHeff,
n 2 Z. This rather abstract looking filtration is simply the filtration by connectivity: E is in
†nSHeff if and only if �s

mE D 0 for m < n. The layers in this filtration are isomorphic to
the category Ab, by the functor E 7! �nE, and in fact, this filtration is the one given by a
natural t -structure on SH with heart Ab; concretely, the 0th truncation �0E is given by the
Eilenberg–MacLane spectrum EM.�0.E//.

A central example is the sphere spectrum S WD †1S0. Since

�s
0S D colimm�m.S

m/ D Z;

we have �0S D EM.Z/, establishing the natural relation between homology and homotopy.
In the motivic world, we have a somewhat parallel picture. The pointed unstable

category H�.B/ has a natural 2-parameter family of “spheres.” Let Sn denote the con-
stant presheaf with value the pointed n-sphere, and let Gm denote the representable presheaf
A1 n ¹0º pointed by 1. Define

Sa;b
WD Sa�b

^G^b
m

for a� b� 0.We considerP 1 as the representable presheaf, pointed by 1; there is a canonical
isomorphism P 1 Š S2;1 in H�.B/.

In order to achieve the analog of Spanier–Whitehead duality in the motivic set-
ting, one needs to use spectra with respect to P 1-suspension rather than with respect to
S1-suspension. The category SH.B/ is constructed as a homotopy category of P 1-spectra
inH�.B/, soP 1-suspension becomes invertible and our family of spheres extends to a family
of invertible suspension endofunctors

†a;b
W SH.B/! SH.B/; a; b 2 Z:
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Each E 2 SH.B/ gives the bigraded cohomology theory on SmB by

Ea;b.X/ WD HomSH.B/.†
1

P1XC; †
a;b
^E/:

Note that the translation in SH.B/ is given by S1-suspension, not P 1-suspension.
The effective subcategory SHeff.B/ is defined as the localizing subcategory (i.e., a

triangulated subcategory closed under small coproducts) generated by the P 1-infinite sus-
pension spectra †1

P1X for X 2 H�.B/. We replace the filtration of SH with respect to
S1-connectivity with the filtration on SH.B/ with respect to P 1-connectivity, via the sub-
categories†n

P1SHeff.B/. This is Voevodsky’s slice filtration, with associated nth truncation
denoted fn, giving for each E 2 SH.B/ the tower

� � � ! fnC1E ! fnE ! � � � ! E:

One has the layers snE of this tower, fitting into a distinguished triangle

fnC1E ! fnE ! snE ! fnC1EŒ1� D †
1;0fnC1E:

An important difference from the topological case is that this is a filtration by triangulated
subcategories; the P 1-suspension is not the shift in the triangulated structure on SH.B/, and
so the slice filtration does not arise from a t -structure.

We concentrate for a while on the case B D Spec k, k a perfect field. There is an
Eilenberg–MacLane functor

EM W DM.k/! SH.k/;

giving the motivic cohomology spectrum EM.Z.0// 2 SH.k/ representing motivic coho-
mology as

Hp
�
X;Z.q/

�
D EM

�
Z.0/

�p;q
.X/:

One has the beautiful internal description of motivic cohomology via Voevodsky’s isomor-
phism [122]

s0Sk Š EM
�
Z.0/

�
I (2.2)

see also [85, Theorem 10.5.1] and the recent paper of Bachmann–Elmanto [9]. In other words,
the 0th slice truncation of the motivic sphere spectrum represents motivic cohomology.
Röndigs–Østvær [103] show that the homotopy category of EM.Z.0//-modules in SH.k/
is equivalent to DM.k/ and represents the Eilenberg–MacLane functor as the forgetful func-
tor, right-adjoint to the free EM.Z.0// functor

EM
�
Z.0/

�
^ � W SH.k/ // EM.Z.0//-Modoo

DM.k/

W EM

This is the triangulated motivic analog of the classical result, that the heart of the t -structure
on SH is Ab.
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2.6. Motivic cohomology and the rational motivic stable homotopy category
In classical homotopy theory, the Eilenberg–MacLane functor EM W D.Ab/! SH

has a nice structural property: after Q-localization, the functor EMQ W D.Ab/Q ! SHQ

is an equivalence. Does the same happen for the motivic Eilenberg–MacLane functor
EM W DM.k/! SH.k/? In general, the answer is no, and the reason goes back to Morel’s
C–R dichotomy for SH.k/.

We discuss the case of a characteristic zero field k as base. Suppose that k admits a
real embedding � W k ! R. The embedding � induces a realization functor

<
�
R W SH.k/! SH;

which sends the P 1-suspension spectrum †1
P1XC of a smooth k-scheme X to the infinite

suspension spectrum of the real manifold of real pointsX.R/. For an embedding � W k!C,
one has the realization functor<�

C W SH.k/! SH, sending†1
P1XC to†1X.C/C. If we take

X D P 1, the real embedding gives you †S and the complex embedding yields †2S, since
P 1.R/D S1, P 1.C/D S2. This has the effect that the switch map � W P 1 ^ P 1! P 1 ^ P 1

induces an automorphism of Sk that maps to �1 under the real embedding and toC1 under
the complex embedding. Thus, if we invert 2 and decompose the motivic sphere spectrum
into˙1 eigenfactors with respect to � , we decompose SH.k/Œ1=2� into corresponding sum-
mands SH.k/˙, with all of SH.k/C going to zero under the real embedding and all of
SH.k/� going to zero under the complex one (after inverting 2 in SH).

Alternatively, the minus part is SH.k/Œ1=2; ��1�, where � is the P 1-stabilization of
the algebraic Hopf map

� W A2
n ¹0º ! P 1; �.x; y/ D Œx W y�:

A motivic spectrum E 2 SH.k/ is orientable if E has a good theory of Thom
classes. For V ! X a vector bundle with 0-section s0 W X ! V , we have the Thom space
Th.V / WD V=.V n s0.X// 2 H�.k/ (defined as the quotient of representable presheaves).
An orientation for E consists of giving a class

th.V / 2 E2r;r
�
Th.V /

�
for each rank r vector bundle V !X overX 2 Smk , satisfying axioms parallel to the notion
of a C-orientation in topology; a choice of Thom classes defines E as an oriented cohomol-
ogy theory. After inverting 2, all the orientable E live in the plus part; this includes motivic
cohomology, as well as algebraic K-theory and algebraic cobordism. These theories E all
have the property that � induces zero on E-cohomology.

Theories that live in the minus part will contrariwise invert � (after inverting 2);
these include things like Witt theory or cohomology of the sheaf of Witt groups. The real
and complex avatars of this are seen by noting that the complex realization of the algebraic
Hopf map is the usual Hopf map, which is the 2-torsion element of stable �1 of the sphere
spectrum, while the real realization is the multiplication map �2 W S1 ! S1.

The analog of the fact that EMQ WD.Q/! SHQ is an equivalence is the following
result of Cisinski–Déglise
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Theorem 2.4 ([33, Theorem 16.2.13]). The unit map Sk ! EM.Z.0// induces an isomor-
phism

SH.k/CQ ! DM.k/Q

with inverse the Eilenberg–MacLane functor followed by the plus-projection

DM.k/Q ! SH.k/Q ! SH.k/CQ:

The rational minus part is also a homotopy category of modules over a suitable
cohomology theory, namely Witt sheaf cohomology. For a field F , we have the Witt ring
W.F / of virtual non-degenerate quadratic forms, modulo the hyperbolic form. This extends
to a sheafW on Smk , and the functorX 7!H

p
Nis.X;W/ is represented in SH.k/ by a suitable

spectrum EM.W/. We have

Theorem 2.5 ([3, Theorem 4.2, Corollary 4.4]). The functor E 7! EM.W/Q ^ E induces a
natural isomorphism of SH.k/�Q with the homotopy category EM.W/Q-modules.

From this point of view, one can see the Z-graded cohomology theory

X 7!
M
n�0

Hn
Nis.X;W/

as the motivic cohomology for the minus part; this theory picks up information about the
real points of schemes. To get the complete theory, one also needs to include twists of W by
line bundles, an analog of orientation local systems in the topological setting. We will say
more about this in Section 4.

2.7. Slice tower and motivic Atiyah–Hirzebruch spectral sequences
The classical Atiyah–Hirzebruch spectral sequence for a spectrum E 2 SH is the

spectral sequence of the Postnikov tower of E, and looks like

E
p;q
2 WD Hp.X; ��qE/) EpCq.X/:

This comes by identifying the qth layer in the Postnikov tower with the shifted Eilenberg–
MacLane spectrum †qEM.�q.E//.

Together with results of Pelaez [99] and Gutierrez–Röndigs–Spitzweck, Voevod-
sky’s isomorphism (2.2) has a structural expression, namely, for any E 2 SH.k/, each slice
sq.E/ has a canonical structure of an EM.Z.0//-module. We write corresponding object of
DM.k/ as �mot

q .E/, satisfying

sq.E/ D †
q

P1EM
�
�mot

q .E/
�
D S2q;q

^ EM
�
�mot

q .E/
�
;

This gives the motivic Atiyah–Hirzebruch spectral sequence

E
p;q
2 .n/ WD Hp�q

�
X;�mot

�q .E/.n � q/
�
) EpCq;n.X/:

These slices have been explicitly identified in a number of important cases. The first
case was algebraic K-theory, KGL 2 SH.k/. Voevodsky [118,119] and Levine [85] show

sq.KGL/ D EM
�
Z.q/Œ2q�

�
D †

q

P1EM
�
Z.0/

�
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so
�mot

q .KGL/ D Z.0/;

corresponding to classical computation for topological K-theory,

�s
qKU D

8<: Z for q even,

0 for q odd.

Using “algebraic Bott periodicity” forKGL:KGLaC2n;bCn.X/DKGLa;b.X/DK2b�a.X/,
this yields theAtiyah-Hirzebruch spectral sequence of the Beilinson-Lichtenbaum axiom (v),

E
p;q
2 WD Hp�q

�
X;Z.�q/

�
) K�p�q.X/:

There is also a corresponding spectral sequence with Z=m-coefficients.
This Atiyah–Hirzebruch spectral sequence for algebraic K-theory was first con-

structed for X the spectrum of a field by Bloch and Lichtenbaum [29], by a completely
different approach and without recourse to motivic homotopy theory or Voevodsky’s slice
tower. Their construction was generalized to general X 2 Smk by Friedlander–Suslin [43],
also without using the categorical machinery. The rough idea is to give a filtration by codi-
mension of support on X � �� (with additional conditions), and then identify the layers
with a suitable complex of cycles. Another approach, by Grayson [54], relies on theK-theory
of exact categories with commuting isomorphisms. For smooth finite-type schemes over a
perfect field, all these approaches yield the same spectral sequence (see [85, Theorem 7.1.1,

Theorem 9.0.3], [44])).

3. Motivic cohomology over a general base

It is natural to ask if this picture of a good motivic cohomology theory for schemes
over a perfect field can be extended to more general base-schemes, not just as an interesting
technical question but for a wide range of applications, especially in arithmetic. Over a per-
fect field, we have a number of different constructions that all lead to the same groups, each
of which have their advantages and disadvantages: Bloch’s higher Chow groups, the coho-
mology of a suitable Suslin complex, the morphisms in DM.k/, the cohomology theory
represented in SH.k/ by EM.Z.0//, or by s0Sk , or by s0KGL.

One would expect motivic cohomology to be an absolute theory, like algebraic K-
theory, that is, its value on a given scheme should not depend on the choice of base-scheme.
In terms of a spectrum HZS 2 SH.S/ that would represent our putative theory, this is the
cartesian condition: there should be canonical isomorphisms HZT Š f �HZS for each
morphism of schemes f W T ! S .

The identity (2.2) raises the possibility of defining motivic cohomology over a gen-
eral base-scheme B by this formula. One problem here is that the slice filtration has only
a limited functoriality: for f W C ! B a map of schemes, one does not in general have a
natural isomorphism f � ı s0 Š s0 ı f

�. For the cartesian property to hold for a motivic
cohomology defined via the slice filtration, one would want the compatibility of the slices
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with pullback; this latter is in fact the case for f W C ! B is a morphism of separated, finite
type schemes over a field k of characteristic zero (or assuming resolution of singularities for
separated, finite type k-schemes), by results of Pelaez [100, Corollary 4.3]. This compatibility
also holds for arbitrary smooth f , but is not known in general.

Another concrete candidate for the motivic Borel–Moore homology is given by the
hypercohomology of a version of Bloch’s cycle complex, suitably extended to the setting of
finite type schemes over a Dedekind domain. This theory is nearly absolute, as it depends
only on a good notion of dimension or codimension, which one would have for say equi-
Krull-dimensional schemes. In general, however, this theory lacks a full functoriality under
pullback and also lacks a multiplicative structure.

There is a P 1-spectrum KGLS 2 SH.S/ that represents the so-called homotopy
invariantK-theory over an arbitrary base and is cartesian, so one could try s0KGL as a rep-
resenting spectrum. Again, the problem is the functoriality of the slice filtration, but perhaps
KGL would be easier to handle than the sphere spectrum in this regard.

3.1. Cisinski–Déglise motivic cohomology
Over an base-scheme S that is noetherian and of finite Krull dimension, Cisinski–

Déglise [33, §11] have followed the program of Voevodsky to define a triangulated category
of motives DMCD.S/, with Tate objects ZS .n/, and with a “motives functor”

M W SmS ! DMCD.S/IX 7!M.X/ 2 DMCD.S/:

This extends Voevodsky’s construction of DM.k/ for a perfect field k. The main point is that
the notion of a finite correspondence for smooth finite type schemes over a field extends to
a corresponding notion over a general base-scheme (see [33, §8]). This gives rise to a theory
of motivic cohomology generalizing Voevodsky’s definition as

Hp;q.X;Z/ WD HomDMCD.S/

�
M.X/;ZS .q/Œp�

�
for X smooth over S . They show that the assignment S 7! DMCD.S/ defines a functor to
the category of triangulated tensor categories, DMCD.�/ W Sch

op
B ! Tr˝, admitting a six-

functor formalism. There are also Tate twistsM 7!M.n/. This gives a definition of motivic
cohomology of an general scheme Y by

Hp;q.Y;Z/ WD HomDMCD.Y /

�
ZY .0/;ZY .q/Œp�

�
;

which for Y 2 SmS agrees with the definition given above.
They construct an adjunction

�� W SH.Y / //
oo DMCD.Y / W ��;

with �� playing the role of the Eilenberg–MacLane functor, giving rise to the spectrum
MZY 2 SH.Y / representing H�;�.Y;Z/ [33, Definition 11.2.17]. They discuss the question
of whether Y 7!MZY is cartesian (see [33, Conjecture 11.2.22, Proposition 11.4.7]), without
reaching a general resolution.
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Cisinski–Déglise have a different approach for representing motivic cohomology
with Q-coefficients, much in the same spirit as Beilinson’s construction of universal coho-
mology using algebraic K-theory. Using the spectrum KGLS 2 SH.S/, which represents
homotopy invariant algebraic K-theory, they use the Adams operations to decompose
KGLSQ into summands, KGLSQ D

L
i KGL

.i/
S , with KGL.i/

S representing the i th graded
piece of K-theory for the  -filtration. This gives them a nice commutative monoid object
(i.e., commutative ring spectrum)HS WD KGL.0/

S 2 SH.S/Q, whose module category they
call the category of Beilinson motives over S . This construction is cartesian, gives a good
theory of motivic cohomology with Q-coefficients over a general base-scheme and agrees
with DMCD.S/Q for S a uni-branch scheme. See [33, §14] for details.

3.2. Spitzweck’s motivic cohomology
In [110], Spitzweck constructs a motivic cohomology theory over an arbitrary base-

scheme. The Bloch cycle complex gives rise to a general version of Bloch’s higher Chow
groups for finite type schemes over a Dedekind domain, which has nice localization prop-
erties (by [25] and [84]), but has poor functoriality and lacks a multiplicative structure. On
the other hand, using the Bloch–Kato conjectures, established by Voevodsky et al., the
`-completed higher Chow groups are recognized as a truncated `-adic étale cohomology,
for ` prime to all residue characteristics. The theorem of Geisser–Levine [52] describes the
p-completed higher Chow groups in characteristic p > 0 in terms of logarithmic de Rham–
Witt sheaves. Finally, there is the good theory withQ-coefficients given by Beilinsonmotivic
cohomology of Cisinski–Déglise, as described above.

Each of these three theories, namely the `-adic étale cohomology, the cohomology
of the logarithmic de Rham–Witt sheaves, and the rational Beilinson motivic cohomol-
ogy, has good functoriality and multiplicative properties. Gluing the `-adic, p-adic, and
rational theories together via their respective comparisons with the Bloch cycle complex,
Spitzweck constructs a theory with good functoriality and multiplicative properties, and
which is described by a presheaf of complexes on smooth schemes over a given Dedekind
domain as base-scheme. The corresponding theory agrees with Voevodsky’s motivic coho-
mology for smooth schemes over a perfect field, and is given additively by the hypercoho-
mology of the Bloch complex for smooth schemes over a Dedekind domain (even in mixed
characteristic).

Taking the base-scheme to be SpecZ, Spitzweck’s construction yields a represent-
ing objectMZZ in SH.Z/ and one can thus define absolute motivic cohomology for smooth
schemes over a given base-scheme S by pulling backMZZ toMZS 2 SH.S/. The result-
ing motivic cohomology agrees with Voevodsky’s for smooth schemes of finite type over a
perfect base-field, and with the hypercohomology of the Bloch cycle complex for smooth
finite type schemes over a Dedekind domain. This gives rise to a triangulated category
of motives DMSp.S/ over a base-scheme S , defined as the homotopy category of MZS -
modules, and the functor S 7!DMSp.S/ inherits a Grothendieck six-functor formalism from
that of S 7! SH.S/.
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3.3. Hoyois’ motivic cohomology
Spitzweck’s construction gives a solution to the problem of constructing a triangu-

lated category of motives over an arbitrary base, admitting a six-functor formalism and thus
yielding a good theory of motivic cohomology. His construction is a bit indirect and it would
be nice to have a direct construction of a representing motivic ring spectrumHZS 2 SH.S/
for each base-scheme S , still satisfying the cartesian condition.

Hoyois has constructed such a theory of motivic cohomology over an arbitrary base-
scheme by using a recent breakthrough in our understanding of the motivic stable homotopy
categories SH.S/. This is a new construction of SH.S/ more in line with Voevodsky con-
struction of DM.k/. The basic idea is sketched in notes of Voevodsky [126], which were real-
ized in a series of works by Ananyevskiy, Garkusha, Panin, Neshitov [2,4,45–48](authorship
in various combinations). Building on these works, Elmanto, Hoyois, Khan, Sosnilo, and
Yakerson [36–38] construct an infinity category of framed correspondences, and use the basic
program of Voevodsky’s construction of DM.k/ to realize SH.S/ as arising from presheaves
of spectra with framed transfers, just as objects of DM.k/ arise from presheaves of com-
plexes of sheaves with transfers for finite correspondences. It is not our purpose here to give
a detailed discussion of this beautiful topic; we content ourselves with sketching some of the
basic principles.

An integral closed subschemeZ �X � Y that defines a finite correspondence from
X to Y can be thought of a special type of a span via the two projections

Z
p1

~~

p2

  

X Y

For X and Y smooth and finite type over a given base-scheme S , a framed correspondence
from X to Y is also a span,

Z
p

~~

q

  

X Y

satisfying certain conditions, together with some additional data (the framing). For simplic-
ity, assume thatX is connected. Themorphismp is required to be a finite, flat, local complete
intersection (lci) morphism, called a finite syntomic morphism (the terminology was intro-
duced by Mazur). The lci condition means that p factors as closed immersion i W Z ! P

followed by a smooth morphism f W P ! X , and the closed subscheme i.Z/ of P is locally
defined by exactly dimXP � dimXZ equations forming a regular sequence. The morphism
p factored in this way has a relative cotangent complex Lp admitting a simple description,
namely

Lp D
�
IZ=I

2
Z

d
�! i��P=X

�
I

the conditions on i and p say that both IZ=I
2
Z and i��P=X are locally free coherent sheaves

onZ of rank dimXP � dimXZ and dimXP , respectively. For p an lci morphism, the perfect
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complex Lp defines a point ¹Lpº in the space K.Z/ defining theK-theory ofZ; in the case
of a finite syntomic morphism, the virtual rank of ¹Lpº is zero.

A framing for a syntomic map p W Z ! X is a choice of a path  W Œ0; 1�!K.Z/

connecting ¹Lpº with the base-point 0 2 K.Z/. For a framing to exist, the class
ŒLp� 2K0.Z/must be zero, but the choice of  is additional data. The morphism q WZ! Y

is arbitrary.
One has the usual notion of a composition of spans:

Z0

p0

~~

q0

  

Y W

ı

Z
p

~~

q

  

X Y

WD

Z �Y Z
0

pıp1

{{

q0ıp2

$$
X W

which preserves the finite syntomic condition. However, one needs a higher categorical struc-
ture to take care of associativity constraints. The composition of paths is even trickier, since
we are dealing here with actual paths, not paths up to homotopy. In the end, this produces
an infinity category Corrfr.SmS / of framed correspondences on smooth S -schemes, rather
than a category; roughly speaking, the composition is only defined “up to homotopy and
coherent higher homotopies.”

Via the infinity category Corrfr.SmS /, we have the infinity category of framed
motivic spaces, Hfr.S/, this being the infinity category of A1-invariant, Nisnevich sheaves
of spaces on Corrfr.SmS /. There is a stable version, SHfr.S/, an infinite suspension functor
†1fr W Hfr.S/! SHfr.S/, and an equivalence of infinity categories � W SHfr.S/! SH.S/,
where SH.S/ is the infinity category version of the triangulated category SH.S/, that is, the
homotopy category of SH.S/ is SH.S/. The equivalence � can be thought of as a version of
the construction of infinite loop spaces from Segal’s�-spaces, with a framed correspondence
X  Z ! Y of degree n over X being viewed as a generalization of the map Œn�C! Œ0�C

in �op.
With this background, we can give a rough idea of Hoyois’ construction of the spec-

trum representing motivic cohomology over S in [63]. He considers spans X
p
 � Z

q
�! Y ,

X; Y 2 SmS , with p W Z ! X a finite morphism such that p�OZ is a locally free OX -
module; note that this condition is satisfied if p is a syntomic morphism, but not con-
versely. These spans form a category Corrflf.SmS / under span composition (“flf” stands for
“finite, locally free”) and forgetting the paths  defines a morphism of (infinity) categories
�ad W Corrfr.SmS /! Corrflf.SmS /.

Given a commutative monoid A, the constant Nisnevich sheaf on SmS with value
A extends to a functor

AS W
�
Corrflf

�op
! Ab;

where the pullback from Y to X by X
p
 � Z

q
�! Y is given by multiplication by rnkOX

OZ if
X and Y are connected; one extends to general smooth X and Y by additivity. This gives us
the presheaf (of abelian monoids) with framed transfersAfr

S WD AS ı �
op
ad , and the machinery

of [36–38] converts this into the motivic spectrum �†
1
fr A

fr
S 2 SH.S/. Hoyois shows [63,
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Lemma 20] that this construction produces a cartesian family, and that taking A D Z recovers
Spitzweck’s family S 7!MZS [63, Theorem 21].

This gives us a conceptually simple construction of a motivic Eilenberg–MacLane
spectrum, and the corresponding motivic category DMH .S/, much in the spirit of Voevod-
sky original construction of DM.k/ and the Röndigs–Østvær theorem identifying DM.k/
with the homotopy category of EM.Z.0//-modules.

4. Milnor–Witt motivic cohomology

The classical Chow group CHn.X/ of codimension n algebraic cycles modulo ratio-
nal equivalence on a smooth variety X is part of the motivic cohomology of X via the
isomorphism CHn.X/DH 2n.X;Z.n//. Barge andMorel [12] have introduced a refinement
of the Chow groups, the Chow–Witt groups, that incorporates information about quadratic
forms. Their construction has been embedded in a larger theory ofMilnor–Witt motives and
Milnor–Witt motivic cohomology, which we describe in this section. The quadratic informa-
tion given by the Chow–Witt groups, Milnor–Witt motivic cohomology and related theories
has proven useful in recent efforts to give quadratic refinements for intersection theory and
enumerative geometry; see [10, 11, 21,61, 76, 77,86] for some examples. We refer the reader to
[8,31,39,92] for details on the theory described in this section.

4.1. Milnor–Witt K -theory and the Chow–Witt groups
A codimension n algebraic cycle Z WD

P
i niZi can be thought of as the set of its

generic points zi together with the Z-valued function ni on zi , from which we can write the
group Zn.X/ of codimension n algebraic cycles as

Zn.X/ D
M

z2X .n/

Z;

where X .n/ is the set of points z 2 X with closure Z WD Nz � X of codimension n.
Let GW.F / denote the Grothendieck–Witt ring of virtual non-degenerate quadratic

forms over F and let W.F / D GW.F /=.H/ where H is the hyperbolic form H.x; y/ D

x2 � y2 (we assume throughout that the characteristic is¤ 2 to avoid technical difficulties);
W.F / is the Witt ring of anisotropic quadratic forms over F (see [107]).

One can consider a finite set of codimension n points zi 2 X
.n/, together with a

collection of classes ¹qi 2 GW.k.zi //º; one recovers a Z-valued function on zi by taking
the rank of qi . This gives the group

QZn.X/ WD
M

z2X .n/

GW
�
k.z/

�
with rank homomorphism rnk W QZn.X/!Zn.X/. In contrast with integer-valued functions,
an element q 2 GW.k.z// does not always extend to all of Nz; there is an obstruction given
by a certain boundary map

@ W GW
�
k.z/

�
!

M
w2Nz\X .nC1/

W
�
k.w/

�
:
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This starts to look more like classical homology, in that one should consider QZn.X/ as a
group of chains rather than a group of cycles.

This is not enough, as one needs a quadratic refinement for the classical relation
given by rational equivalence. The original construction of Barge–Morel defined this rela-
tion, but later developments put their construction in a rather more natural form, which we
now describe.

We recall that the Milnor K-theory ring KM
� .F / WD

L
n�0K

M
n .F / of a field F is

defined as the quotient of the tensor algebra on the abelian group of units F �, modulo the
Steinberg relation

KM
� .F / WD .F

�/˝Z�=
�®
a˝ .1 � a/ j a 2 F n ¹0; 1º

¯�
:

The quadratic refinement of KM
� .F / is the Hopkins–Morel Milnor–Witt K-theory of F .

Definition 4.1 (Hopkins–Morel [92, Definition 6.3.1]). Let F be a field. The Milnor–Witt
K-theory of F , KMW

� .F / WD
L

n2Z K
MW
n .F /, is the Z-graded associative algebra defined

by the following generators and relations.

Generators

(G1) For each u 2 F �, we have the generator Œu� of degree 1;

(G2) There is an additional generator � of degree �1.

Relations

(R0) � � Œu� D Œu� � �;

(R1) Œuv� D Œu�C Œv�C � � Œu� � Œv�;

(R2) Œu� � Œ1 � u� D 0 for u 2 F n ¹0; 1º;

(R3) Let h D .2C � � Œ�1�/. Then � � h D 0.

It follows directly that sending Œu� to ¹uº 2 KM
1 .F / and sending � to zero defines a

surjective graded algebra homomorphism KMW
� .F /! KM

� .F / with kernel .�/. We write
Œu1; : : : ; un� for the product Œu1� � � � Œun�.

Theorem 4.2 (Hopkins–Morel [92, Theorem 6.4.5]). Let I.F /� GW.F / be the kernel of the
rank homomorphism GW.F /! Z, with the nth power ideal I n.F / � GW.F / for n > 0.
Define I n.F /DW.F / for n � 0. Then for each n 2 Z, the surjectionKMW

n .F /!KM
n .F /

extends to an exact sequence

0! I nC1.F /! KMW
n .F /! KM

n .F /! 0:

For n D 0, KM
0 .F / D Z, KMW

0 .F / is isomorphic to GW.F / and the above sequence is
isomorphic to the defining sequence for I.F /. For n < 0, KM

n .F / D 0 and KMW
n .F / Š
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W.F /. Finally, we have, for each n < 0, a commutative diagram

KMW
n .F /

��

��

� // W.F /

KMW
n�1.F /

� // W.F /

and, for n D 0, the commutative diagram

KMW
0 .F /

��

��

� // GW.F /

�

��

KMW
�1 .F /

� // W.F /

where � is the canonical surjection.

The isomorphism GW.F /
�
�! KMW

0 .F / sends hui to 1 C �Œu�, where hui is the
rank one form hui.x/ WD ux2; since a quadratic form over F is diagonalizable (charF ¤ 2),
the isomorphism is completely determined by its value on the forms hui. Given a 1-dimen-
sional F -vector space L, we have the GW.F /-module GW.F I L/ of non-degenerate,
L-valued quadratic forms q W V ! L; each vector space isomorphism � W L ! F gives
an isomorphism of GW.F /-modules GW.F IL/ Š GW.F /. Since KMW

� .F / is a Z-graded
KMW

0 .F / D GW.F /-module, we can form the Z-gradedKMW
� .F /-moduleKMW

� .F IL/ WD

GW.F IL/˝GW.F / K
MW
� .F /.

Given a dvrO with residue field k, quotient field F , and generator t for the maximal
ideal, one has the map

@t W K
MW
n .F /! KMW

n�1.k/

determined by the formulas

@t

�
Œt; u2; : : : ; un�

�
D Œ Nu2; : : : ; Nun�; @t

�
Œu1; u2; : : : ; un�

�
D 0; @t .� � x/ D � � @t .x/

for u1; : : : ; un 2 O�, and x 2 KMW
nC1.F /, where Nui is the image of ui in k�. This is similar

to the well-known boundary map @ W KM
n .F /! KM

n�1.k/, with the difference, that @ does
not depend on the choice of t while @t does. To get a boundary map that is independent of
the choice of parameter t , one needs to include the twisting. This yields the well-defined
boundary map

@ W KMW
n .F IL˝O F /! KMW

n�1

�
kIL˝O .m=m

2/_
�

for L a free rank-one O-module, independent of the choice of generator for the maximal
ideal m, where @ is defined by choosing a generator t and an O-basis � for L, and setting

@.x ˝ �/ WD @t .x/˝ �˝ @=@t:

Definition 4.3. Let X be a smooth finite type k-scheme, and let L be an invertible sheaf
on X . The nth L-twisted Rost–Schmid complex for Milnor–Witt K-theory is the complex
RS�.X;L; n/ with

RSm.X;L; n/ WD
M

x2X .m/

KMW
n�m

�
k.x/ILx ˝OX;x

m̂

.mx=m
2
x/
_

�
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and boundary map @m W RSm.X;L; n/! RSmC1.X;L; n/ the sum of the maps

@w;x W K
MW
n�m

�
k.x/ILx ˝OX;x

m̂

.mx=m
2
x/
_

�
! KMW

n�m�1

�
k.w/ILx ˝OX;x

mC1̂

.mw=m
2
w/
_

�
associated to the normalization of the local ring O Nx;w for w 2 Nx \ X .mC1/. Here we have
cheated a bit in the definition of @w;x . This is correct ifO Nx;w is a dvr, which is the case outside
of finitely many points w 2 Nx \ X .mC1/; in general, one needs to use a push-forward map
in Milnor–Witt K-theory for finite field extensions to define @w;x .

The twisted Milnor–Witt sheaf KMW
n .L/X is the Nisnevich sheaf on X associated

to the presheaf
U 7! H 0

�
RS�.U;L˝OU ; n/

�
:

The codimension n twisted Chow–Witt group of X , fCHn.X IL/, is defined asfCHn.X IL/ WD Hn
�
RS�.X;L; n/

�
For details, see [93, Chap. 5] or [31, Chap. 2].
For Milnor K-theory, one has the Gersten complex G�.X; n/,

G�.X; n/ WD
M

x2X .0/

KMW
n

�
k.x/

� @0

�! � � �
@n�mC1

�����!

M
x2X .m/

KM
n�m

�
k.x/

�
@n�m

���! � � �
@n�1

���!

M
x2X .n/

KM
0

�
k.x/

�
;

with essentially the same definition as the Rost–Schmid complex, without the twisting. This
gives us theMilnorK-theory sheafKM

n;X WD ker@0, and it follows easily from the definitions
that CHn.X/ D Hn.G�.X; n//. The same ideas that lead to the Bloch–Kato formula [78]

CHn.X/ Š Hn.XNis;K
M
n;X /

give the isomorphism fCHn.X IL/ Š Hn
�
XNis;K

MW
n .L/X

�
(see the discussion following [31, Definition 3.1] for details). The maps KMW

n ! KM
n give

the map of complexes RS�.X;L; n/ ! G�.X; n/ and the corresponding map rnkX;n WfCHn.X IL/! CHn.X/.
The twists by an invertible sheaf are not just a device for defining the Rost–Schmid

complexes and the Chow–Witt groups, they play an integral part in the structure of the overall
theory. The Chow groups of smooth varieties admit the functorialities of a Borel–Moore
homology theory: they have functorial pullback maps f � W CHn.Y /! CHn.X/ for each
morphism f WX ! Y in Smk , and for f WX ! Y a proper morphism of relative dimension
d , one has the functorial proper push-forward map f� W CHn.X/! CHn�d .Y /. The Chow–
Witt groups also have a contravariant functoriality; for f WX! Y , andL an invertible sheaf
on Y , one has the functorial pullback

f � W fCHn.Y;L/! fCHn.X; f �L/:
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But for the proper push-forward, one needs to include the orientation sheaf, this being the
usual relative dualizing sheaf !f WD !X=k ˝ f

�!�1
Y=k

, where !X=k WD det�1
X=k

is the sheaf
of top-dimensional forms. The push-forward takes the form

f� W fCHn.X; !f ˝ f
�L/! fCHn�d .Y;L/:

This limits the possible twists fCHn.X;M/ for which a push-forward f� is even defined; this
type of restricted push-forward is typical of so-called SL-oriented theories, such as hermitian
K-theory. See [1] for a detailed discussion of SL-oriented theories and [31, Chap. 3] for the
details concerning the push-forward in fCH�.

4.2. The homotopy t-structure and Morel’s theorem
Building on the Bloch–Kato formula, CHn.X/ Š Hn.XNis;K

M
n;X /, one can con-

struct a good bigraded cohomology theory EM.KM
� /
�� by using all the cohomology groups.

To get the correct bigrading, one should set

EM.KM
� /

a;b.X/ WD H a�b.XNis;K
M
b /;

giving in particular EM.KM
� /

2n;n.X/DCHn.X/. It was recognized early on that this theory
is not the sought-after motivic cohomology, for instance, forX D SpecF , F a field, one gets
exactly the MilnorK-theory of F , and none of the other parts of theK-theory of F . In spite
of this, this theory and the similarly defined theory for Milnor–WittK-theory have a natural
place in the universe of motivic cohomology theories, which we now explain.

The classical stable homotopy category SH is a triangulated category with a natural
t -structure measuring connectedness, mentioned in Section 2.5. For SH, the truncations give
the terms in the Moore–Postnikov tower

� � � ! ��nC1E ! ��nE ! � � � ! E

with ��nE ! E characterized by inducing an isomorphism on �m for m � n and with
�m��nE D 0 for m < n. The heart of SH is the category of spectra E with �mE D 0 for
m ¤ 0, which are just the Eilenberg–MacLane spectra EM.A/, A an abelian group. Thus,
the heart of SH is Ab and the cohomology theory represented by �0E is

EM.�0E/
n.X/ WD Hn.X; �0E/;

singular cohomology with coefficients in the abelian group �0E.
We have a parallel t -structure on SH.k/, introduced by Morel [92, §5.2], called

the homotopy t -structure (and not coming from Voevodsky’s slice tower discussed in Sec-
tion 2.5). This is similar to the t -structure on SH, where one takes into account the fact that
one has bigraded homotopy sheaves �a;bE for E 2 SH.k/, rather than a Z-graded family
of homotopy groups �nE for E 2 SH. The truncation ��nE is characterized by

�a;b.��nE/ D

8<:�a;b.E/ if a � b � n;

0 if a � b < n
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Recalling that the sphere Sa;b is Sa�b ^ Gb
m, the homotopy t -structure on SH.k/ is mea-

suring S1-connectedness, instead of the P 1-connectedness measured by Voevodsky’s slice
tower.

We denote the 0th truncation �0E for E 2 SH.k/ by EM.���;��E/; the notation
comes from Morel’s identification of the heart with his category of homotopy modules; for
details, see [92, §5.2]. The corresponding cohomology theory satisfies, for X 2 Smk ,

EM.���;��E/
a;b.X/ D H a�b

�
XNis; ��b;�b.E/

�
:

Here we have Morel’s fundamental theorem [92, Theorem 6.4.1] computing �0 of the sphere
spectrum 1k 2 SH.k/.

Theorem 4.4 (Morel). Let k be a perfect field. Then there are canonical isomorphisms of
sheaves on Smk

��n;�n.1k/ DKMW
n :

Consequently,
�01k D EM.KMW

� /

and
EM.KMW

� /a;b.X/ D H a�b.XNis;K
MW
b;X /:

Going back in time a bit, we have the theorem of Totaro [115] and Nesterenko–Suslin
[96]

Hn
�
F;Z.n/

�
Š KM

n .F /

for F a field. Combined with the isomorphism

s01k Š HZ

of [9,85,122], we have

Theorem 4.5. Let k be a perfect field. Then

�0s01k D �0HZ D EM.KM
� /

and
EM.KM

� /
a;b.X/ D H a�b.XNis;K

M
b;X /

for X 2 Smk .

Bachmann proves an extension of this result. Recall Voevodsky’s slice tower

� � � ! fnC1E ! fnE ! � � � ! f0E ! � � � ! E

with snE the layer given by the distinguished triangle

fnC1E ! fnE ! snE ! fnC1EŒ1�:

Recall that this is not the truncation tower of a t -structure, as the subcategories defined by
the layers sn WD fn=fnC1 are triangulated categories, not abelian categories.
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Proposition 4.6 ([7, Lemma 12]). Let 1k ! EM.KM
� / be the composition 1k ! �01k D

EM.KMW
� /! EM.KM

� /, the latter map induced by the surjection KMW
� !KM

� . Then the
induced maps

s0.1k/! s0EM.KM
� / f0EM.KM

� / D f0�0HZ

are all isomorphisms, so all of these objects are isomorphic to the motivic cohomology spec-
trumHZ.

The truncation functors for the homotopy t -structure and for the Voevodsky slice
tower do not commute. Since 1k is effective, we have f01k D 1k and so �0f01k D �01k D

EM.KMW
� /. The truncations in the other order give us something new.

4.3. Milnor–Witt motivic cohomology
Definition 4.7 ([7, Notation, p. 1134, just before Lemma 12]). Let k be a perfect field. Define
the Milnor–Witt motivic cohomology spectrum QHZ 2 SH.k/eff by

QHZ WD f0.�01k/ D f0EM.KMW
� /:

The canonical map �01k ! �0s01k D �0HZ induces the map

QHZ D f0.�01k/
„
�! f0�0HZ D HZ:

For X 2 Smk , the Milnor–Witt motivic cohomology in bidegree .a; b/ is defined as
QHZa;b.X/.

Remarkably, one can compute QHZa;b.X/ in terms of the Milnor–Witt sheaves, at
least for some of the indices .a; b/; one also recovers the Chow–Witt groups. For
X D Spec F , the spectrum of a field F , one has a complete computation in terms of the
Milnor–Witt K-groups and the usual motivic cohomologyHZa;b.X/ WD H a.X;Z.b//.

Theorem 4.8 (Bachmann). For X 2 Smk and b � 0, there are natural isomorphisms

QHZa;b.X/ Š H a�b.XNis;K
MW
b;X / D

8<:H a�b.XNis;WX / for b < 0;

H a�b.XNis;GWX / for b D 0:

Here WX is the sheaf of Witt groups and GWX is the sheaf of Grothendieck–Witt rings.
For X 2 Smk and n 2 Z, we have

QHZ2n;n.X/ Š fCHn.X/:

For F a field, we have isomorphisms

QHZa;b.SpecF / Š

8<:KMW
n .F / for a D b D n;

HZa;b.SpecF / for a ¤ b:

This follows from

Theorem 4.9 ([7, Theorem 17]). Let QHZa;b , HZa;b denote the respective homotopy sheaves
��a;�b. QHZ/, ��a;�b.HZ/. Then for a ¤ b, the map

„a;b
W QHZa;b

! HZa;b
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is an isomorphism. Moreover, we have canonical isomorphisms QHZb;b D KMW
b

,
HZb;b DKM

b
, and „a;b W QHZb;b ! HZb;b is canonical surjection KMW

b
!KM

b
.

To prove Theorem 4.8, one applies this to the local–global spectral sequence

E
p;q
2 .n/ WD Hp.XNis; QHZq;n/) QHZpCq;n.X/;

noting that HZq;n D 0 for n < 0. This implies that the Gersten resolution of HZq;n has
length � n and thusHp.XNis;HZq;n/ D 0 for p > n.

In general, one can approximate QHZa;b.X/ using the local–global sequence. Com-
bined with Theorem 4.9 and the exact sheaf sequence

0! InC1
!KMW

n !KM
n ! 0;

this tells us that the Milnor–Witt cohomology of X is built out of the usual motivic coho-
mology combined with information arising from quadratic forms.

4.4. Milnor–Witt motives
Rather than pulling the Milnor–Witt cohomology out of the motivic stable homo-

topy hat, there is another construction that is embedded in a Voevodsky-type triangulated
category built out of a modified category of correspondences. We refer to [8] and [31] for
details.

The Chow–Witt groups on a smooth X have been defined using the Rost–Schmid
complex; one can also define Chow–Witt cycles with a fixed support using amodified version
of the Rost–Schmid complex.

Definition 4.10. Let X be a smooth k-scheme, L an invertible sheaf on X , and T � X a
closed subset. The nth L-twisted Rost–Schmid complex with supports in T , RS�T .X; nIL/,
is the subcomplex of RS�.X;L; n/ with

RSm
T .X;L; n/ WD

M
x2T\X .p/

KMW
n�m

�
k.x/ILx ˝OX;x

m̂

.mx=m
2
x/
_

�
� RSm.X;L; n/:

The usual arguments used to prove Gersten’s conjecture yield the following result.

Lemma 4.11. LetX be a smooth k-scheme,L an invertible sheaf onX , and T �X a closed
subset. The cohomology with supportHp

T .X;K
MW
n .L/X / is computed as

H
p
T

�
X;KMW

n .L/X
�
D Hp

�
RS�T .X;L; n/

�
:

Suppose T has pure codimension n onX . ThenX .m/ \ T D ; form< n,X .n/ \ T

is the finite set of generic points T .0/ of T andX .nC1/ \ T D T .1/ is the set of codimension
one points of T . This gives us the exact sequence

0! Hn
T

�
X;KMW

n .L/X
�
!

M
z2T .0/

GW
�
k.z/; det�1.mz=m

2
z/˝L

�
!

M
z2T .1/

W
�
k.z/; det�1.mz=m

2
z/˝L

�
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which allows us to think ofHn
T .X;K

MW
n .L/X / as the group of “Grothendieck–Witt cycles”

supported on T , whose definition we hinted at in the beginning of this section. We write this
as QZn

T .X;L; n/, with the warning that this is only defined for T a closed subset of a smooth
X of pure codimension n.

Note that the fact that T has pure codimension n implies that there are no relations
in Hn

T .X;K
MW
n .L/X / coming from KMW

1 .k.w// for w a codimension n � 1 point of X .
For similar reasons, the corresponding group for the Chow groups, Hn

T .X;K
M
n;X /, is just

the subgroup Zn
T .X/ of Z

n.X/ freely generated by the irreducible components of T , that
is, the group of codimension n cycles on X with support contained in T .

For T � T 0 � X , two codimension-n closed subsets, we have the evident map
QZn

T .X; L; n/ ! QZn
T 0.X; L; n/. The rank map GW.�/ ! Z gives the homomorphism

QZn
T .X;L; n/! Zn

T .X/.

Definition 4.12. For X , Y in Smk , let A.X; Y / be the set of closed subsets T � X � Y
such that each component of T is finite over X and maps surjectively onto an irreducible
component of X . We make A.X; Y / a poset by the inclusion of closed subsets.

Note that if Y is irreducible of dimension n, then a closed subset T � X � Y is in
A.X; Y / if and only if T is finite over X and has pure codimension n on X � Y .

Definition 4.13 (Calmès–Fasel [31, §4.1]). Let X , Y be in Smk and suppose Y is irreducible
of dimension n. Define

eCorrk.X; Y / D colimT2A.X;Y /
QZn

T .X � Y; p
�
2!Y=k/:

Extend the definition to general Y by additivity.

Using the functorial properties of pullback, intersection product and proper push-
forward for the Chow–Witt groups with support, we have a well-defined composition law

eCorrk.Y;Z/ � eCorrk.X; Y /! eCorrk.X;Z/
via the same formula used to define the composition in Cork ,

Z2 ıZ1 WD pXZ�

�
p�YZ.Z2/ \ p

�
XY .Z1/

�
:

The twisting by the relative dualizing sheaf in the definition of eCorrk.�;�/ is exactly what
is needed for the push-forward map pXZ� to be defined.

This defines the additive category eCorrk with objects Smk and morphisms
eCorrk.X; Y /. The rank map gives an additive functor

rnk W eCorrk ! Cork :

One then follows the program used by Voevodsky to define the abelian category of
Nisnevich sheaves with Milnor–Witt transfers, ShMWtr

Nis .k/, and then eDMeff.k/ �

D.ShMWtr
Nis .k// as the full subcategory of complexes with strictly A1-homotopy invariant

cohomology sheaves. One has the localization functor

QLA1 W D
�
ShMWtr

Nis .k/
�
!eDMeff.k/
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constructed using the Suslin complex, the representable sheaves QZtr.X/ for X 2 Smk , their
corresponding motives QM eff.X/ WD QLA1. QZtr.X// 2 eDMeff.k/ and the Tate motives QZ.n/
arising from the reduced motive of P 1. Finally, one constructs eDM.k/ as a category of QZ.1/-
spectra in eDMeff.k/ and we have the motive QM.X/ defined as the suspension spectrum of
QM eff.X/.

Definition 4.14. For X 2 Smk , categorical Milnor–Witt cohomology is

Hp
�
X; QZ.q/

�
WD HomfDM.k/

�
QM.X/; QZ.q/Œp�

�
:

Theorem 4.15. There is a natural isomorphism

Hp
�
X; QZ.q/

�
Š H QZp;q.X/:

The proof is very much the same as for motivic cohomology. One shows there is an
equivalence of eDM.k/with the homotopy category ofH QZ-modules (this is [8, Theorem 5.2]).
This gives an adjunction

H QZ ^ � W SH.k/ //
oo eDM.k/ WeEM

with H QZ ^ � the free H QZ module functor and the Eilenberg–MacLane functor eEM the
forgetful functor. This gives eEM. QZ.0// D H QZ, QM.X/ D H QZ ^ †1

P1XC, and induces the
isomorphism

Hp
�
X; QZ.q/

�
D HomfDM.k/

�
QM.X/; QZ.q/Œp�

�
Š HomSH.k/.†

1

P1XC; †
p;qH QZ/ D H QZp;q.X/:

5. Chow groups and motivic cohomology with modulus

Up to now, all the version of motivic cohomology we have considered share the A1-
homotopy invariance property, namely, thatH�.X;Z.�//ŠH�.X �A1;Z.�//; essentially
by construction, this property is enjoyed by all theories that are represented in the motivic
stable homotopy category. Although this is a fundamental property controlling a large col-
lection of cohomology theories, this places a serious restriction in at least two naturally
occurring areas.

One is the use of deformation theory. This relies on having useful invariants defined
on non-reduced schemes, but a cohomology theory that satisfies A1-invariance will not
distinguish between a scheme and its reduced closed subscheme. The second occurs in rami-
fication theory. AnA1-homotopy invariant theory will not detect Artin–Schreyer covers, and
would not give invariants that detect wild ramification.

Fortunately, we have an interesting cohomology theory that is not A1-homotopy
invariant, namely, algebraicK-theory, that we can use as a model for a general theory. Alge-
braic K-theory does satisfy the A1-invariance property when restricted to regular schemes,
but in general this fails. Besides allowingK-theory to have a role in deformation theory and
ramification theory, this lack of A1-invariance gives rise to interesting invariants of singu-
larities.
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5.1. Higher Chow groups with modulus
The theory of Chow groups with modulus attempts to refine the classical theory of

the Chow groups to be useful in both of these areas. This is still a theory in the process of
development; just as in the early days of motivic cohomology, many approaches are inspired
by properties of algebraic K-theory.

The tangent space to the functorX 7! O�X is given by the structure sheaf,X 7! OX ,
via the isomorphism

O�
XŒ"�=."2/

Š O�X ˚ " �OX :

Via the isomorphism Pic.X/ Š H 1.X;O�X /, this shows that the tangent space at X to the
functor Pic.�/ isH 1.X;OX /.

In [23], Bloch computes the tangent space to K2 (on local Q-algebras), giving the
isomorphism of sheaves on XZar (for X a Q-scheme)

K2;XŒ"�=."2/ ŠK2;X ˚�X

where �X is the sheaf of absolute Kähler differentials. Bloch then uses his formula from
[22],

H 2.XZar;K2/ Š CH2.X/;

to justify defining CH2.XŒ"�=."2// asH 2.XŒ"�=."2/Zar;K2/, giving

CH2
�
XŒ"�=."2/

�
D CH2.X/˚H 2.X;�X /:

For X a smooth projective surface over C withH 2.X;OX / ¤ 0, the exact sheaf sequence

0! �C=Q ˝C OX ! �X ! �X=C ! 0

along the fact that �C=Q is a C-vector space of uncountable dimension show that
�C=Q ˝C H 2.X; OX / makes a huge contribution to the tangent space H 2.X; �X / of
CH2.�/ onX . This is reflected inMumford’s result [95], that ifH 2.X;OX /ŠH

0.X;�2
X=C/

is nonzero, then CH2.X/ is “infinite-dimensional,” and gives some evidence for Bloch’s con-
jecture [23, Conjecture (0.4)] on 0-cycles on surfaces X withH 0.X;�2

X=C/ D 0.
The algebraic cycles have disappeared in this approach to Chow groups of non-

reduced schemes. Bloch and Esnault [26] gave the first construction of a cycle-theoretic
theory that could say something interesting about higher cycles on the non-reduced scheme
Spec kŒ"�=."2/. In a second paper [27], they modified and extended this construction to give
a theory of additive higher Chow groups with modulusm, for the field k. This was motivated
by Bloch’s earlier use of K-theory on the affine line, relative to ¹0; 1º, to study K3. Letting
1 tend to 0, they were led to consider the relative K-theory space K.kŒ"�; ."2//, this being
the homotopy fiber of the restriction map K.kŒ"�/! K.kŒ"�="2/, whose homotopy groups
are the relative K-theory groups Kn.kŒ"�; ."

2//. Replacing 2 with m � 2 gives the relative
K-theory groups Kn.kŒ"�; ."

m//. This led to the consideration of a complex of cycles on
Spec kŒ"�, with an additional condition imposed on the mth order limiting behavior of the
cycles; an explicit construction of such a cycle complex with modulus, zq.k;�;m/was given
in [27]. The homologyACHq.k;p;m/ WDHp.z

q.k;�;m// defines the additive codimension
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q higher Chow groups with modulus m for Spec k. Bloch–Esnault recover the computation
ACHn.k; n � 1; 2/ Š �n�1

k
from [26], and relate the additive analogue of weight two K3,

ACH2.k; 2; 2/, with the additive dilogarithm of Cathelineau [32].
Rülling [104] studied the projective system

� � � ! ACHn.k; n � 1;mC 1/! ACHn.k; n � 1;m/! � � � :

He showed this is endowed with additional endomorphisms Fn and Vn, and the graded groupL
nACH

n.k; n� 1;�C 1/��2 has the structure of a pro-differential graded algebra. In fact,
we have

Theorem 5.1 (Rülling). Let k be a field of characteristic ¤ 2. The pro-dga
L

n ACH
n.k;

n� 1;�C 1/, with Fn as Frobenius and Vn as Verschiebung, is isomorphic to the de Rham–
Witt complex of Madsen–Hesselholt,M

n

ACHn.k; n � 1;� C 1/ Š
M

n

W��
n�1
k :

With essentially the same definition as given by Bloch–Esnault, the additive cycle
complex and additive Chow groups were extended to arbitrary k-schemes Y by Park [98],
replacing A1 and divisor m � 0 with the scheme Y � A1 and divisor m � Y � 0. Binda and
Saito [20] went one step further, defining complexes zq.X;D;�/ for a pair .X;D/ of a finite
type separated k-scheme X and a Cartier divisorD, using essentially the same definition as
before. The homology is the higher Chow group with modulus

CHq.X;D; p/ WD Hp

�
zq.X;D;�/

�
:

The constructions of Bloch–Esnault, Park, and Binda–Saito all use a cubical model
of Bloch’s cycle complex. Here one replaces the algebraic n-simplex, �n

k
D Spec kŒt0; : : : ;

tn�=
P

i ti � 1, with the algebraic n-cube

�n
WD

�
P 1
n ¹1º; 0;1

�n
:

The notation means that one considers .P 1 n ¹1º/n Š An with its “faces” defined by setting
some of the coordinates equal to 0 or1. The corresponding cycle complex zq.X; �/c has
degree n component zq.X; n/c the codimension q cycles on X ��n that intersect X � F
properly for all faces F of �n; one also needs to quotient out by the degenerate cycles, these
being the ones that come by pullback via projection to a �m withm < n. The differential is
again an alternating sum of restrictions to the maximal faces ti D 0 and ti D1.

This complex also computes the motivic cohomology of X , just as Bloch’s simpli-
cial cycle complex does. In the Binda–Saito construction, the modulus condition arises by
considering the closed box �n

WD .P 1/n. Let F i
n � .P

1/n be the divisor defined by ti D 1
and letFnD

Pn
iD1F

i
n . In .P 1/n �X we have two distinguished Cartier divisors, .P 1/n �D

and Fn � X . A subvariety Z � .P 1 n ¹1º/n � X that is in zq.X; n/c satisfies the modulus
condition if

p�.Fn �X/ � p
�
�
.P 1/n �D

�
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where p W NZN ! .P 1/n �X is the normalization of the closure ofZ in�n
�X . Restricting

to the subgroup ofZq.�n �X/ generated by codimension q subvarietiesZ ��n �X that
intersect faces properly and satisfy the modulus condition yields the cycle complex with
modulus zq.X ID;�/� zq.X;�/c ; the higher Chow groups with modulus is then defined as

CHq.X ID;p/ WD Hp

�
zq.X ID;�/

�
:

The second construction of Bloch–Esnault, and Park’s generalization, are recovered as the
special cases X D A1

k
and D D m � 0 in the Bloch–Esnault version and X D Y � A1,

D D m � Y � 0 in Park’s version.
For X a finite type k-scheme, recall the Bloch motivic complex ZBl.q/

�
X defined as

the Zariski sheafification of the presheaf U 7! zq.X; 2q � �/ (this is already a Nisnevich
sheaf). Bloch’s cycle complexes satisfy an important localization property: the natural maps
to Zariski and Nisnevich hypercohomology

Hp
�
zq.X; 2q � �/

�
! Hp

�
XZar;ZBl.q/

�
X

�
! Hp

�
XNis;ZBl.q/

�
X

�
are isomorphisms. This fails for the cycle complex with modulus, although the comparison
between the Zariski and Nisnevich hypercohomology seems to be still an open question.

Iwasa and Kai consider the Nisnevich sheafification Z.q/�
.X ID/

of the presheaf

U 7! zq.U ID �X U; 2q � �/:

We call Hp.XNis;Z.q/
�
.X ID/

/ the motivic cohomology with modulus for .X; D/. Kai [74]
shows that this sheafified version has contravariant functoriality. Iwasa and Kai [67] construct
Chern class maps from relative K-theory

cp;q W K2q�p.X ID/! Hp
�
XNis;Z.q/

�
X;Nis

�
:

5.2. 0-cycles with modulus and class field theory
There is a classical theory of 0-cycles on a smooth complete curveC with amodulus

condition at a finite set of points S , due to Rosenlicht and Serre [109, III]. The idea is quite
simple, instead of relations coming from divisors (zeros minus poles) of an arbitrary rational
function f , f is required to have a power series expansion at each point p 2 S , with leading
term 1 and the next nonzero term of the form ut

np
p , with u.p/ ¤ 0, tp a local coordinate at

p and the integer np > 0 being the “modulus.” This is applied to the class field theory of a
smooth open curve U � C over a finite field [109, Theorem 4], that identifies the inverse limit
of the groups of degree 0 cycle classes on U , with modulus supported in C n U , with the
kernel of the map �ét

1 .U /
ab ! Gal. Nk=k/.

In their class field theory for higher-dimensional varieties, Kato and Saito [80] intro-
duce a group of 0-cycles on a k-scheme X with modulusD, defined by

CH0.X;D/ WD H
n.X;KM

n;.X;D//

withKM
n;.X;D/

a relative version of theMilnorK-theory sheaf, recalling Kato’s isomorphism
Hn.X;KM

n /Š CHn.X/ forX a smooth k-scheme [78]. Kerz and Saito give a different defi-
nition of a group of relative 0-cyclesC.X;D/ on a normal k-schemeX with effective Cartier
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divisorD such that X nD is smooth. It follows from their comments in [81, Definition 1.6]

that C.X;D/ D CHn.X ID; 0/ for X of dimension n, and it is easy to see that the Kato–
Saito and Kerz–Saito relative 0-cycles agree with the Rosenlicht–Serre groups in the case of
curves.

Kerz and Saito consider a smooth finite-type k-scheme U , choose a normal com-
pactification X and define the topological group C.U / WD limD C.X;D/, as D runs over
effective Cartier divisors on X , supported in X n U , and with each C.X;D/ given the dis-
crete topology. They show thatC.U / is independent of the choice ofX , and their main result
generalizes class field theory for smooth curves over a finite field as described above.

Theorem 5.2 ([81, Theorem 3.3]). Let k be a finite field of characteristic ¤ 2 and let U be a
smooth variety over k, ThenC.U / is isomorphic as topological group to a dense subgroup of
the abelianized étale fundamental group �ét

1 .U /
ab and this isomorphism induces an isomor-

phism of the degree 0 part C.U /0 of C.U / with the kernel �ét
1 .U /

ab
0 of �ét

1 .U /
ab ! �ét

1 .k/.

5.3. Categories of motives with modulus
There has been a great deal of interest in constructing a categorical framework for

motivic cohomology with modulus. A central issue is the lack of A1-homotopy invariance
for this theory, which raises the question of what type of homotopy invariance should replace
this.

One direction has been the construction of a reasonable replacement for the cat-
egory of homotopy invariant Nisnevich sheaves with transfers. A non-homotopy invariant
version has been developed via the theory of reciprocity sheaves, the name coming from the
reciprocity laws in class field theory of curves and its relation to the group of 0-cycles with
modulus of Rosenlicht–Serre. We will say a bit about reciprocity sheaves later on, in the
context of motives for log schemes Section 5.4.

For now, we will look at categories of motives with modulus constructed on the
Voevodskymodel by introducing a new notion of correspondence and a suitable replacement
for A1-homotopy invariance.

Looking at algebraicK-theory, the closest replacement forA1-homotopy invariance
seems to be the P 1-bundle formula

Kn.X � P 1/ Š K.X/ � ŒOX�P1 �˚K.X/ �
�
OX�P1.�1/

�
;

valid for a general scheme X . This has led to attempts to create a category of motives with
modulus based on a notion of “�-invariance.”

Here one has the problem that P 1 does not have the structure of an interval, a struc-
ture enjoyed by A1. One considers A1 together with “endpoints” 0; 1. Following the general
theory of a site with interval, as developed by Morel–Voevodsky [94, Chap. 2], one needs
the multiplication mapm W A1 �A1! A1 to allow one to consider .A1; 0; 1/ as an abstract
interval. In the construction of the cycle complex with modulus, one identifies .A1; 0;1/with
.P 1 n ¹1º; 0;1/, and the corresponding multiplication mapm0 W .P 1 n ¹1º/� .P 1 n ¹1º/!

P 1 n ¹1º only extends as a rational map P 1 � P 1 Ü P 1. However,m0 becomes a morphism
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after blowing up the point .1; 1/, which suggests that one should consider the closure of the
graph of m0 in P 1 � P 1 � P 1 as an allowable correspondence from P 1 � P 1 to P 1.

With this as starting point, Kahn, Miyazaki, Saito, and Yamazaki [69–71] follow
Voevodsky’s program, defining a category of modulus correspondences MCork . Objects are
pairs . NM;M1/with NM a separated finite-type k-scheme andM1 an effective Cartier divi-
sor on NM such that the open complementM ı WD NM nM1 is smooth. The morphism group
MCork.. NM;M1/; . NN;N1// is the subgroup of Cork.M ı; N ı/ generated by subvarieties
Z (finite and surjective over a component ofM ı) such that

(i) The closure NZ of Z in NM � NN is proper over NM (not necessarily finite).

(ii) Let f W NZN ! NM � NN be the normalization of NZ. Then

f �p�1M
1
� f �p�2N

1:

The composition law in Cork preserves conditions (i) and (ii), giving the category MCork
with functor MCork ! Cork sending . NM; M1/ to M ı and with MCork.. NM; M1/;

. NN; N1// ! Cork.M ı; N ı/ the inclusion. The product of pairs makes MCork a sym-
metric monoidal category and the functor to Cork is symmetric monoidal.

Let � be the object .P 1; ¹1º/. As hinted above, the closure of the graph of
m0 W .P 1 n ¹1º/ � .P 1 n ¹1º/! P 1 n ¹1º defines a morphism m W � ��! � in MCork .

They then consider the abelian category of additive presheaves of abelian groups
on MCork , MPSTk WD PreShAb.MCork/. There is also a version MCork of proper modulus
pairs .X;D/, with X a proper k-scheme, as a full subcategory of MCork , with its presheaf
category MPSTk .

They define a category of effective proper motives with modulus, MDMeff.k/, by
localizing the derived category D.MPSTk/. Roughly speaking, they follow the Voevodsky
program, replacing the A1-localization with � localization. To get the proper Nisnevich
localization is a bit technical; we refer the reader to [71, Definition 1.3.9] for details.

There is still quite a bit that is not known. One central problem is how to realize
the various constructions of the higher Chow groups with modulus as morphisms in a suit-
able triangulated category. There is a connection, at least for the modulus version of Suslin
homology and the Suslin complex, which we now describe.

One can show that the cubical version of the Suslin complex

C Sus
� .X/c.Y / WD HomCork .Y ���; X/= degn

is naturally quasi-isomorphic to the simplicial version C Sus
� .X/.Y /, where = degn means

taking the quotient by the image of the pullback maps via the projections Y ��n ! Y �

�n�1. For a modulus pair .X;D/, one can similarly form the naive Suslin complex

C Sus
� .X;D/.Y;E/ WD HomMCork

�
.Y;E/˝��; X

�
= degn :

Taking .Y;E/ D .Spec k;;/, we have the complex

C Sus
� .X;D/ WD C Sus

� .X;D/.Spec k;;/:
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Next, there is a derived Suslin complex RC Sus
� .X; D/c.�/ with a natural map of

presheaves
C Sus
� .X;D/c.�/! RC Sus

� .X;D/c.�/:

By [71, Theorem 2], for .X;D/ a proper modulus pair, RC Sus
� .X;D/c.�/ computes the maps

in MDMeff.k/ as

Hn

�
RC Sus
� .X;D/c.Spec k;;/

�
D HomMDMeff.k/

�
.Spec k;;/;M eff.X;D/

�
:

However, one should not expect that the Suslin complex or its derived version should
yield a version of the higher Chow groups. If one looks back at the setting of DM.k/,
the object that most naturally yields the higher Chow groups for an arbitrary finite type
k-scheme X is the motive with compact supportsM c.X/. This is defined as C Sus

� .Zc
tr.X//,

whereZc
tr.X/ is the presheaf with transfers withZc

tr.X/.Y / the free abelian group on integral
W � Y � X , with W ! Y quasi-finite and dominant over a component of Y 2 Smk . See
[127, Chap. 5, Proposition 4.2.9] for the relation ofM c.X/ with Bloch’s higher Chow groups.

One can define a similar version with modulus as the object M c.X; D/ asso-
ciated to the presheaf Zc

tr.X; D/, with Zc
tr.X; D/.Y; E/ � ZdimY .Y � X/ the subgroup

generated by closed subvarieties W � .Y n E/ � .X n D/ that are quasi-finite and dom-
inant over Y , and with the usual modulus condition, that the normalization � W NW N !

Y �X of the closure of W in Y �X satisfies

��.E �X/ � ��.Y �D/:

There is an analog of Suslin’s comparison theorem in the affine case, due to Kai–
Miyazaki [75]: They define an equi-dimensional cycle complex with modulus

z
equi
d
.X;D;�/ � zd .X;D;�/

which for d D 0 is the Suslin complex with modulus C Sus
� .Zc

tr.X;D//.Spec k;;/

Theorem 5.3 (Kai–Miyazaki). Let .X;D/ be a modulus pair, with X affine. Then there is
a pro-isomorphism ®

H�
�
z
equi
d
.X;mD;�/

�¯
m
Š

®
CHd .X;mD;�/

¯
m
:

Miyazaki [91] has defined objects zequi.X; D; d/ 2 MNSTk , with Zc
tr.X; D/ D

zequi.X;D; 0/. The sheaf zequi.X;D; r/ is defined similarly to Zc
tr.X;D/, with zequi.X;D;

d/.Y; E/ the group of cycles on .Y n E/ � .X n D/ generated by closed, integral
W � .Y n E/ � .X n D/ that are equi-dimensional of dimension d over Y n E, domi-
nate a component of Y nE, and with � W NW N ! Y �X satisfying the modulus condition

��.E �X/ � ��.Y �D/:

Moreover, for an arbitrary modulus pair .X;D/, one has

z
equi
d
.X;D;�/ D C Sus

�

�
zequi.X;D; d/

�
.Spec k;;/;
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and there is the canonical map

C Sus
�

�
zequi.X;D; d/

�
! RC Sus

�

�
zequi.X;D; d/

�
:

Letting CHequi
q .X;D; p/ D Hp.z

equi
q .X;D;�//, we have the natural map

CHequi
q .X;D; p/! CHq.X;D; p/

which is an isomorphism for X affine, and we have the natural maps for .X; D/ a proper
modulus pair

CHequi
q .X;D; p/! Hp

�
RC Sus
�

�
zequi.X;D; q/

�
.Spec k;;/

�
! HomMDMeff.k/

�
M.Spec k;;/Œp�; RC Sus

�

�
zequi.X;D; q/

��
:

For a proper modulus pair, let M c.X; D/ denote the image of Zc
tr.X; D/ in

MDMeff.k/. One can ask if there are analogs of the theorem ofKahn–Miyazaki–Saito–Yama-
zaki.

Question 5.4. For .X;D/ a proper modulus pair, are the maps

Hp

�
RC Sus
�

�
Zc

tr.X;D/
�
.Spec k;;/

�
! HomMDMeff.k/

�
M.Spec k;;/Œp�;M c.X;D/

�
isomorphisms? More generally, are the maps

Hp

�
RC Sus
�

�
zequi.X;D; q/

�
.Spec k;;/

�
! HomMDMeff.k/

�
M.Spec k;;/Œp�; RC Sus

�

�
zequi.X;D; q/

��
isomorphisms?

It is also not clear if the map

CHequi
q .X;D; p/! Hp

�
RC Sus
�

�
zequi.X;D; q/

�
.Spec k;;/

�
should be an isomorphism. Possibly one should also consider the Nisnevich hypercohomol-
ogy H�p.XNis; Z

equi
q .X; D; �//, with Z

equi
q .X; D; �/ defined by sheafifying U 7!

z
equi
q .U; U \D;�/.

For Voevodsky motives, and forX a finite type k-scheme, the motivic Borel-Moore
homology is defined by

HB:M:
p

�
X;Z.q/

�
WD HomDMeff.k/

�
Z.q/Œp�;M.X/c

�
Š Hp�2q

�
zequiq .X;�/

�
Š Hp�2q

�
zq.X;�/

�
D CHq.X; p � 2q/:

This uses the duality M.X/c Š M.X/_.d/Œ2d � for X of dimension d (valid in charac-
teristic zero, or after inverting p in characteristic p > 0), and the extension of Suslin’s
quasi-isomorphism z

equi
q .X; �/ ,! zq.X; �/ to arbitrary X . Moreover, we have M.X/c D

M.X/ for X smooth and proper.
However, a corresponding motivic cohomology of modulus pairs seems to need a

larger category. This is hinted at by the use of the duality (in DM.k/) M.X/c Š
M.X/_.d/Œ2d � in the computations described above. This says in particular that each
motive M.X/ admits a “twisted” dual in DMeff.k/, more precisely, the usual evaluation
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and coevaluation maps associated with a dual exist, but as maps with target or source some
Z.d/Œ2d � rather than the unit. For a general proper modulus pair .X; D/, this does not
seem to be the case; one seems to need modulus pairs with an anti-effective Cartier divisor.
Another way to say the same thing, if one looks for a proper modulus pair .X; D0/ such
that HomMDMeff.k/.M.X;D

0/;Z.q/Œp�/ looks at all like CHq.X;D; 2q � p/ for some given
proper modulus pair .X;D/, the defining inequalities in Corrk suggest thatD0 could be�D.
See the section “Perspectives” in [71, Introduction] for further details in this direction.

5.4. Logarithmic motives and reciprocity sheaves
Grothendieck motives for log schemes have been constructed in [66], where a ver-

sion for mixed motives has also been constructed using systems of realizations. There the
emphasis is on versions of motives for homological or numerical equivalence in the setting
of log schemes. In this section we discuss a recent construction of a triangulated category of
log motives, by Binda–Park–Østvær [19], that follows the Voevodsky program. We refer the
reader to the lectures notes of Ogus [97] for the facts about log schemes.

Recall that a log scheme is a pair .X; ˛ W M ! .OX ;�// consisting of a scheme
X and a homomorphism of sheaves of commutative monoids ˛ WM ! .OX ;�/ such that
˛�1.O�X / ! O�X is an isomorphism; without this last condition, the pair .X; ˛ W M !

.OX ;�// is called a pre-log structure. A pre-log structure ˛ WM ! .OX ;�/ induces a log
structure ˛log WMlog! .OX ;�/ by takingMlog to be the push-out (in the category of sheaves
of monoids) in

˛�1.O�X /
//

��

M

O�X

Given a modulus pair .X;D/, there are a number of (in general distinct) induced log
structures onX . For example, one can take the compactifying log structure, withM WDOX \

j�O
�
U , where U D X nD and j W U ! X is the inclusion. There are other log structures,

which in general depend on a choice of decomposition of D as a sum of effective Cartier
divisors (for example, the Deligne–Faltings log structure, discussed in [97, III, Definition

1.7.1]).
Replacing the category of smooth k-schemes is the category lSmk of fine, saturated,

log smooth and separated log schemes over the log scheme Spec k endowed with the trivial
log structure. We refer the reader to [19] for details; one needs these technical conditions to
construct the category of finite log correspondences. We call a separated, fine, saturated log
scheme an fs log scheme.

We sketch the construction of the category of finite log correspondences, and
describe how Binda–Park–Østvær follow Voevodsky’s program to define the triangulated
category logDMeff.k/ of effective log motives over k.
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For X 2 lSmk , let X denote the underlying k-scheme. We let Xı � X denote
the maximal open subscheme over which the log structure MX ! OX is trivial, that is,
MX jU D O�U , and let @X D X nX

ı.

Definition 5.5. 1. For X; Y 2 lSmk , the group lCork.X; Y / consisting of finite log corre-
spondences fromX to Y is the free abelian group on integral closed subschemesZ �X � Y
such that

(i) Z ! X is finite and is surjective to a component of X .

(ii) LetZN be the log schemewith underlying scheme the normalization � WZN
!

X � Y of Z and log structure .� ı p1/
�
logMX ! OZN . Here MX ! OX is the

given log structure onX and .� ı p1/
�
logMX ! OZ is the log structure induced

by the pre-log structure .� ı p1/
�1MX ! .� ı p1/

�1OX ! OZ . Then the map
of schemes p2 ı � W Z

N
! Y extends to a map of log schemes ZN ! Y .

Remark 5.6. It follows from (i) and (ii) above that, forZ 2 lCork.X;Y /, the restriction ofZ
to a cycle on the open subset Xı � Y ı of X � Y actually lands in Cork.Xı; Y ı/. Moreover,
by [19, Lemma 2.3.1], if the extension in (ii) exists, it is unique, so there is no need to include
this as part of the data. In particular, the restriction map lCork.X; Y /! Cork.Xı; Y ı/ is
injective ([19, Lemma 2.3.2]).

The condition that there exists a map of log schemes .ZN ; .p1 ı �/
�
logMX / !

.Y;MY / extending p2 ı � W Z
N
! Y is analogous to the modulus condition

��.D � Y / � ��.X �E/

for a subvariety W � X nD � Y n E to define a finite correspondence of modulus pairs
from .X;D/ to .Y;E/.

For the composition law, the proof of [19, Lemma 2.3.3] shows that, given elementary
log correspondencesW 2 lCork.X; Y /, andW 0 2 lCork.Y;Z/, each integral component R
ofW �Z \X �W 0 is the underlying scheme of a (unique!) elementary log correspondence
R 2 lCork.X;Z/. It is then easy to show that there is a unique composition law

ı W lCork.Y;Z/ � lCork.X; Y /! lCork.X;Z/

that is compatible with the composition law in Cork via the respective restriction maps.
This defines the additive category of finite log correspondences lCork with the same

objects as for lSmk , giving the category of presheaves with log transfers, lPSTk , defined as
the category of additive presheaves of abelian groups on lCork . For a log schemeX 2 lSmk ,
let Zltr.X/ denote the representable presheaf

Zltr.X/.Y / WD lCork.Y;X/:

The fiber product of log schemes induces a tensor product structure on lPSTk .
The next step is to define the log version of the Nisnevich topology.
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Amorphism of log schemes f W .X;MX !OX /; .Y;MY !OY / is strict if the map
of log structures f �MY !MX is an isomorphism. An elementary log Nisnevich square is
a cartesian square in the category of fs log schemes

V //

f 0

��

Y

f

��

U
g
// X

(5.1)

where f is strict étale, g is an open immersion, and f induces an isomorphism on reduced
schemes Y n V ! X n U .

A log modification is a generalization of the notion of a log blow-up, which in turn
is a morphism of log schemes modeled on the birational morphism of toric varieties given
by a subdivision of the fan defining the target. We refer the reader to [19, Appendix A] for
details. The Grothendieck topology generated by the log modifications and strict Nisnevich
elementary squares is called the dividing Nisnevich topology on fs log schemes. In a sense,
this is a log version of the cdh topology, where all the modifications are taking place in the
boundary.

With this topology in hand, we have the subcategory lNSTk of lPSTk of Nisnevich
sheaves with log transfers, just as for NSTk � PSTk , by requiring that a presheaf with log
transfers be a sheaf for the dividing Nisnevich topology when restricted to lSmk .

Finally, we need a suitable interval object to define a good notion of homotopy
invariance. This is just as for the category MDMeff.k/, where we consider � as the scheme
P 1 with compactifying log structure for .P 1; ¹1º/. The product log scheme �2 also has
the compactifying log structure for the divisor 1 � P 1 C P 1 � 1. However, the closure N�m

of the graph of the multiplication map m W �2
! � is not a morphism Qm in lCork , as the

requirement that the map of N�m to �2 be finite is not satisfied.
Another way to look at this is to note that the projection N�m! �2 is a cover of �2

in the dividing Nisnevich topology, and becomes an isomorphism after dNis-localization.
In a sense, this allows one to consider the sheaf adNis� as a version of a cylinder object and
allows many of the constructions of Morel–Voevodsky for a site with interval to go through,
although there are occasional technical difficulties that arise.

Definition 5.7. The tensor triangulated category of effective logmotives over k, logDMeff.k/,
is the Verdier localization of the derived category D.lPSTk/ with respect to the localizing
subcategory generated by:

(lMV) for an elementary log Nisnevich square

V //

f 0

��

Y

f

��

U
g
// X

we have the complex

Zltr.V /! Zltr.U /˚ Zltr.Y /! Zltr.X/:
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(lM) For a log modification f W Y ! X in lSmk , we have the complex

Zltr.Y /! Zltr.X/:

(lCI) For X 2 lSmk , we have the complex

Zltr.X ��/! Zltr.X/:

For each fs smooth log scheme X 2 lSmk , the image of Zltr.X/ in logDMeff.k/ is
the effective log motive lMeff.X/, giving the functor

lMeff
W lSmk ! logDMeff.k/:

The functor lMeff shares many of the formal properties ofM eff W Smk ! DMeff.k/; we refer
the reader to the [19, Introduction] for an overview.

Questions of representing known constructions such as the higher Chow groups
withmodulus in logDMeff.k/, or finding direct connections of logDMeff.k/with the category
MDMeff.k/ are not discussed in [19]. However, for .X;D/ a proper modulus pair, one has the
log scheme l.X;D/, defined using the Deligne–Faltings log structure onX associated to the
ideal sheaf OX .�D/. In general, this is not saturated. Still, there should be presheaves with
log transfers Zltr.X;D/ and Zc

ltr.X;D/ using finite and quasi-finite “log correspondences,”
with value on Y 2 lSmk the free abelian group of integral subschemesW of Y �X that admit
a map of log schemes .W N ; .p1 ı �/

�.MY //! l.X;D/, as in the definition of lCork.�;�/.
One could also expect to have presheaves lz.X;D; r/ similarly defined, and corresponding
to the presheaves with modulus transfers z.X;D; r/ constructed by Miyazaki. These could
be used to give a map

Hp

�
zequir .X;D;�/

�
! HomlogDMeff.k/

�
Z.0/Œp�;M

�
lz.X;D; r/

��
:

We have briefly mentioned reciprocity sheaves in our discussion of motives with
modulus. There is a nice connection of logDMeff.k/ with the theory of reciprocity sheaves,
so we take the opportunity to say a few words about reciprocity sheaves before we describe
the theorem of Shuji Saito, which gives the connection between these two theories.

The notion of a reciprocity sheaf and its relation to motives with modulus goes back
to the theorem of Rosenlicht–Serre. In our discussion of reciprocity sheaves, we work over
a fixed perfect field k.

Theorem 5.8 (Rosenlicht–Serre [109, III]). Let k be a perfect field, let C be a smooth com-
plete curve over k, let G be an smooth commutative algebraic group over k, and let f W
C Ü G be a rational map over k. Let S � C be a finite subset such that f is a morphism
on C n S . Then there is an effective divisor D supported in S such that, for g a rational
function on C with g � 1 modD, one hasX

P2CnS

ordP .g/ � f .P / D 0

in G.
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In [72], reciprocity functors and reciprocity sheaves are defined. We will just give a
sketch. One first defines for F a presheaf with transfers (in the Voevodsky sense), and for
a proper modulus pair .X; D/ with a section a 2 F.X nD/, what it means for a to have
modulus D. As an example, if p W C ! X is a non-constant morphism of a smooth proper
integral curve C over k to X with p.C / not contained inD, and g is a rational function on
C such that g � 1 mod p�.D/, then one is required to have

a
�
p�

�
div.g/

��
D 0 2 F.Spec k/:

Here, for a 0-cycle
P

x nx � x on X nD, a.
P

x nx � x/ D
P

x nx � px�i
�
x .a/ 2 F.Spec k/,

where for a closed point x of X nD, ix W x ! X nD is the inclusion and px W x ! Spec k
is the (finite) structure morphism. In general, one imposes a similar condition in F.S/ for a
“relative curve” on X � S over some smooth base scheme S .

A presheaf with transfers F is a reciprocity sheaf if for each quasi-affine U and
section a 2 F.U /, there is a proper modulus pair .X; D/ with U D X n D such that a
has modulus D. Roughly speaking, one should think that each section of F has “bounded
ramification,” although the “ramification” for F itself may be unbounded.

This definition is not quite accurate, as a slightly different notion of “modulus pair”
from what we have defined here is used in [72]. A more elegant definition of reciprocity
sheaf is given in [73]. This new notion is a bit more restrictive than the old one, but by [73,

Theorem 2], the two notions agree on for F 2 MNSTk .
Using the definition of [73], the reciprocity sheaves define a the full subcategory

RSTk of PSTk , strictly containing the subcategory HIk � PSTk of A1-homotopy invariant
presheaves with transfer. There is also the subcategoryRSTNis;k of NSTk , consisting of those
reciprocity presheaves that are Nisnevich sheaves.

Some examples of non-homotopy invariant sheaves inRSTNis;k include the sheaf of
n-forms over k, X 7! �n

X=k
, the sheaf of absolute n-forms, X 7! �n

X , and for k of positive
characteristic, the truncated de Rham–Witt sheaves, X 7! Wm�

n
X . The representable sheaf

of a commutative algebraic group G over k, X 7! G.X/, is in RSTNis;k , and for some G
(e.g. G D Gn

m) this is also A1-homotopy invariant. This is not the case for unipotent G (e.g.
G D Gn

a ).
Here is the promised theorem of Saito. For a sheaf G 2 lNSTk , we say that G is

strictly �-invariant if for all X 2 lSmk , the map

H�dNis.X;GjXdNis/! H�dNis.X ��; G
jX��dNis

/

induced by the projection X ��! X is an isomorphism. Here dNis refers to the divided
Nisnevich site.

Theorem 5.9 (Saito [105, Theorem 0.2]). There exists a fully faithful exact functor

log W RSTNis;k ! lNSTk

such that log.F / is strictly�-invariant for everyF 2RSTNis;k . Moreover, for eachX 2 Smk ,
there is a natural isomorphism

H i
Nis.X; FjX / Š HomlogDMeff.k/

�
lMeff.X/; log.F /Œi �

�
:
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6. p-adic étale motivic cohomology and p-adic Hodge

theory

We discuss yet another theory of motivic cohomology that is not A1-homotopy
invariant.

Working over a base-field k and for m prime to the characteristic, we have the iso-
morphism of the étale sheafification Z=m.r/ét with the étale sheaf �˝r

m . The étale sheaves
Z=m.r/ét can be considered as objects in a version of Voevodsky’s DM constructed using the
étale topology rather than the Nisnevich topology, and their categorical cohomology agrees
with the usual étale cohomology [127, Chap. 5, §3.3]. In particular, the complexes Z=m.r/ét
have A1-homotopy invariant étale cohomology.

On the other hand, if k has characteristic p > 0, we have the isomorphism [52] of
the Nisnevich sheaves on Smk ,

Z=pn.r/ Š Wn�
r
logŒ�r�; (6.1)

hence of étale sheaves
Z=pn.r/ét Š Wn�

r
logŒ�r�:

Here something strange happens: the étale sheaf Z=pn.r/ét is no longer strictly homotopy
invariant! In fact, the existence of the Artin–Schreyer étale cover A1 ! A1 of degree p
implies that the étale version of DMeff.k/ with coefficients modulo pn is zero if k has
characteristic p > 0 [127, Chap. 5, Proposition 3.3.3]. Thus Z=pn.r/ét leaves the world of
Voevodsky’s motives and motivic cohomology.

ForS D Specƒ, withƒ amixed characteristic .0;p/ dvr, the complexZ=pn.r/ét on
SmS;ét yields an interesting gluing of Z=pn.r/ét D �

˝r
pn over the characteristic zero quotient

field ofƒ and Z=pn.r/ét DWn�
r
logŒ�r� over the characteristic p residue field. The positive

characteristic part again says that we have left homotopy invariance behind.
The complexes Z=pn.r/ét have an interesting connection with a certain complex of

sheaves arising in p-adic Hodge theory. A version of this complex first appears in the paper
[40] of Fontaine–Messing, and plays an important role in the proof of their main result. Its
construction was reinterpreted by Kurihara [82], relying on the work of Bloch–Kato [28] and
Kato [79], and was generalized by Sato [106]. Geisser [49], following work of Schneider [108],
established the connection of the Fontaine–Messing/Kurihara/Sato complex with Z=pn.r/ét

in the case of a smooth degeneration, and this connection was partially extended by Zhong
[128] to the semi-stable case.

In their recent work on integral p-adic Hodge theory, Bhatt–Morrow–Scholze [18]

have introduced a “motivic filtration” on p-adic étaleK-theory, relying on a Postnikov tower
for topological cyclic homology, and the layers in this tower have been identified with the
pro-system ¹Z=pn.r/étºn in a work-in-progress [16] by Bhargav Bhatt and Akhil Mathew.

Our goal in this section is to give some details of the story sketched above.
We first discuss the papers of Bloch–Kato, Fontaine–Messing, Kurihara and Sato

without reference to all the advances in p-adic Hodge theory that followed these works;
we wanted to give the reader just enough background to put the connections with motivic
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cohomology in context. We will then describe the works of Geisser and Zhong, as well
as results of Geisser–Hesselholt that form some of the foundations for the work of Bhatt–
Morrow–Scholze. We conclude with a description of the Bhatt–Morrow–Scholze motivic
tower and its connection with the p-adic cycle complexes.

We refer the reader to [15] for background on crystalline cohomology.

6.1. A quick overview of some p-adic Hodge theory
We begin with a few comments on the paper of Bloch and Kato [28], which we have

already mentioned in our discussion of the Beilinson–Lichtenbaum conjectures. They con-
sider the spectrum S of a complete dvr ƒ with generic point � D SpecK ,! S and closed
point s D Spec k ,! S , and a smooth and proper S -scheme X ! S with generic fiber
V WD X� and special fiber Y WD Xs . NV , NY denote V , Y over the respective algebraic
closures NK and Nk of K and k. Let Nƒ be the integral closure of ƒ in NK, NS WD Spec Nƒ,
and NX D X �S

NS . Let G D Gal. NK=K/ and let C denote the completion of NK.
The closure NY has its crystalline cohomologyH�crys. NY =W. Nk//with action of Frobe-

nius, giving the pi -eigenspace

H�crys
�
NY =W. Nk/

�.i/
� H�crys

�
NY =W. Nk/

�
Q
:

We say NY is ordinary if

dimW. Nk/Q
Hm

crys
�
NY =W. Nk/

�.i/
D dim NkH

m�i . NY ;�i
NY = Nk
/:

We have the inclusions Ni W NY ! NX , Nj W NV ! NX and the spectral sequence

E
s;t
2 D H

s
ét
�
NY ; Ni�Rt Nj�.Z=p

nZ/
�
) H sCt

ét . NV ;Z=pnZ/;

inducing a descending filtration F �H�ét . NV ;Qp/ on H�ét . NV ;Qp/ with F 0H q D H q and
F qC1H q D 0.

We have the de Rham–Witt sheaf W�i on Sm Nk and the sheaf of differential forms
�i
�=K

on SmK .

Theorem 6.1 (Bloch–Kato [28, Theorem 0.7]). Suppose that k is perfect and that Y is ordi-
nary. Then there are natural G-equivariant isomorphisms

(i) grq�iH
q
ét .
NV ;Qp/ Š H

q
crys

�
NY =W. Nk/

�.i/

Q
.�i/;

(ii) grq�iH
q
ét .
NV ;Qp/˝Zp W.

Nk/ Š H q
crys.
NY ;W �i /Q.�i/;

(iii) grq�iH
q
ét .
NV ;Qp/˝Qp C Š H

q.V;�i
V=K/˝K C.�i/:

We will not give any details of the proof here, but do want to mention that what ties
these different theories together is the sheaf of Milnor K-groups KM

q . This maps to étale
cohomology by the Galois symbol

�q;m WK
M
q =m! H

q
ét.�

˝q
m /

for m prime to the characteristic, to the de Rham–Witt sheaf by the d log map on Smk ,

d logW
q;pn WK

M
q =pn

! Wn�
q;
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and to the sheaf of differential forms, by the d log map on SmS ,

d logq;pn WKM
q =pn

! �
q

�=S
=pn:

The main structural results that underpin the proof of the Bloch–Kato theorem are
two comparison isomorphisms on the sheaf level. For the first, let Wn�

q
log � Wn�

q be the
étale subsheaf locally generated by the image d log.KM

q =pn/.

Theorem 6.2 ([28, Corollary 2.8]). Let F be a field of characteristic p > 0. Then the map
d log W KM

q .F /=pn! Wn�
q.F / defines an isomorphism ofKM

q .F /=pn withWn�
q
log.F /.

Note that the composition

Z=pn.q/! ��qZ=pn.q/ ŠKM
q =pnŒ�q�

d log
��! Wn�

q
logŒ�q�

is the map that defines the isomorphism (6.1).
The second result is a special case of the Bloch–Kato conjecture.

Theorem 6.3 (Bloch–Kato [28, Theorem 5.12]). Let F be a henselian discretely valued field
of characteristic 0, with residue field of characteristic p > 0. Then the Galois symbol

KM
q .F /=pn

! H
q
ét .F; �

˝q
pn /

is an isomorphism for all n � 1.2

Bloch and Kato use KM
q to relate i�Rqj��

˝q
pn to �q

�=K
=pn and Wn�

q�1
log via the

respective d log maps. Relying on the isomorphisms of Theorem 6.2 and Theorem 6.3, these
maps from Milnor K-theory tie de Rham cohomology, crystalline cohomology and étale
cohomology together, and eventually lead to a proof of Theorem 6.1.

As part of the proof, they define a surjective map

 W i�Rqj��
˝r
pn ! Wn�

q�1
log (6.2)

on Yét with the following property: Let � W i�j�KM
q;ét ! i�Rqj��

˝r
pn be the Galois symbol

map, let u2; : : : ; uq be units on X near some point y of Y with restrictions Nu1; : : : ; Nuq to Y
and let � be a parameter in ƒ. Then

 ı �
�
¹u1; : : : ; uq�1; �º

�
D d log

�
¹ Nu1; : : : ; Nuq�1º

�
:

We highlight this because it will be used later on in a gluing construction that defines an
object of central interest for this section.

The next paper I want to mention is by Fontaine–Messing [40]. They construct
a comparison isomorphism between de Rham cohomology and étale cohomology for a
smooth, proper schemeX over the ring of integers OK forK a characteristic zero local field
(under some additional assumptions). The de Rham cohomology H q

dR.V=K/ has its Hodge

2 In fact, at the beginning of §3 of [28], Bloch and Kato write, “The cohomological symbol
defined by Tate [114] gives a map : : : , which one conjectures to be an isomorphism quite
generally.”
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filtration and via the comparison isomorphism H
q
dR.V=K/ Š H

q
crys.Y=W.k// ˝W.k/ K

H
q
dR.V=K/ acquires a Frobenius operator �; call this object H

q
crys.X/. Fontaine–Messing

construct the p-adic period ring Bcrys �K with a Galois action, a Frobenius and a filtration,
and show there are isomorphisms

Fil0
�
Bcrys ˝K H q

crys.X/
��DId

Š H
q
ét.V NK ;Qp/

and �
Bcrys ˝Qp H

q
ét.V NK ;Qp/

�G
Š H q

crys.X/

both compatible with the “remaining” structures.
To set this up, they consider the syntomic topology on SchWn.k/, where a cover is

a surjective syntomic map (we described syntomic maps in Section 3.3). The crystalline
structure sheaf O

crys
n defines a sheaf for the syntomic topology with a surjection to the usual

structure sheaf On on SchWn.k/. Letting Jn denote the kernel of O
crys
n ! On, one has the r th

divided power J Œr�
n ; this gives us the sheaf QS r

n defined as the kernel of � � pr W J
Œr�
n !O

crys
n .

Modifying this by taking the image S r
n of the reduction map QS r

nCr !
QS r
n gives the inverse

system ¹S r
nºn and the cohomology

H�. NX;S r
Qp
/ WD

�
lim
 
n

H�. NX;S r
n/

�
˝Zp Qp:

The ringBCcrys is defined as follows. The characteristicp ringO NK=p forms an inverse
system via the Frobenius endomorphism; let

O[
D lim
 
Frob

O NK=p;

a perfect characteristic p ring. We have the ring of truncated Witt vectors Wn.O
[/ and a

surjection �n W Wn.O
[/ ! O NK=p

n. Let W DP
n .O NK/ be the divided power envelope of the

kernel of �n, forming the inverse system ¹W DP
n .O NK/ºn�0. Let

BCcrys WD K ˝W.k/ lim
 
n

W DP
n .O NK/:

The Frobenius onWn.O
[/ induces a Frobenius on BCcrys and the filtration J

Œ��
n ofW DP

n .O NK/

induces a filtration Fil�BCcrys on BCcrys.

The derived push-forward of the complex J Œr�
n

��pr

���! O
crys
n is an analog of the

Deligne complex, as expressed in the following theorem.

Theorem 6.4 ([40, Corollary to Theorem 1.6, Lemma 3.1]). Suppose thatX is admissible3 and
ƒ D W.k/. Then for m � r < p there is an exact sequence

0! Hm. NX;S r
Qp
/! Filr

�
BCcrys ˝K Hm

dR.V=K/
� ��pr

���! HdR.V=K/! 0:

In other words,

Hm. NX;S r
Qp
/ D

�
Filr

�
BCcrys ˝K Hm

dR.V=K/
���Dpr

:

3 See [40, §2.1] for the definition of admissible X .
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To involve étale cohomology in the picture, Fontaine–Messing introduce the syn-
tomic–étale site on formal Spf.W.k//-schemes, where a cover is a map ¹Unºn!¹Vnºn such
that Un! Vn is a syntomic cover for all n and is an étale cover on the rigid analytic generic
fibers. This extends to the syntomic–étale site on NX , where an object is U ! NX , quasi-finite
and syntomic, with U NK ! V NK étale. Letting Z be the formal completion of NX , we have the
diagram of sites

Zsyn�ét
i
�! NXsyn�ét

j
 � V NK;ét:

Fontaine–Messing prove a patching result, that a sheaf on NXsyn�ét is given by a triple
.F ;G ; ˛/, with F a sheaf on Zsyn�ét, G a sheaf on V NK;ét, and ˛ W F ! i�Rj�G a morphism.
Using this description, they construct a sheaf on NXsyn�ét by defining a certain morphism (see
[40, §5.1])

˛ W S r
n ! i�Rj��

˝r
pn :

The resulting sheaf QS r
n has

j � QS r
n Š �

˝r
pn ; i� QS r

n Š S
r
n :

It follows from proper base-change (see the proof of [40, Proposition 6.2]) that the
restriction mapH�. NXsyn�ét; QS

r
n/! H�.Zsyn�ét; S

r
n/ is an isomorphism, and we also have�

lim
 
n

H�.Zsyn�ét; S
r
n/

�
˝Zp Qp Š

�
Filr

�
BCcrys ˝K Hm

dR.V=K/
���Dpr

:

Moreover, the restriction map j � gives

j � W H�. NXsyn�ét; QS
r
n/! H�ét .V NK ; �

˝r
pn /;

so passing to the limit, we have the map

ˇ W
�
Filr

�
BCcrys ˝K Hm

dR.V=K/
���Dpr

! Hm
ét

�
V NK ;Qp.r/

�
;

which they show is an isomorphism.
This gives a twisted version of the result announced at the beginning of our discus-

sion. To recover the untwisted version, they define a map

Qp.1/. NK/! BCcrys

by sending a pn-root of unity " in NK to the logarithm of the Teichmüller lift of the mod p
reduction of ", and passing to the limit in n. Let t 2 Qp.1/. NK/ be a nonzero element and
define Bcrys D B

C
crysŒ1=t �, with induced filtration and Galois action. Twisting with respect to

t translates the twisted version to the untwisted one.
The sheaf QS r

n is only defined on NXsyn�ét for X smooth over S and for r < p, and
with base-ring ƒ equal to W.k/, i.e., in the unramified case. Kato [79] studies the derived
push-forward �n.r/ of the syntomic sheaf QS r

n to Smk;ét. Kurihara [82, §1, Theorem] considers
the ramified case and also clarifies the relation of �n.r/with the sheaf of log formsWn�

r�1
log .
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Theorem 6.5 (Kurihara). Suppose that Œk W kp� <1. LetX ! S be smooth and projective
and suppose that r < p � 1. Then there is a distinguished triangle inD.Yét/,

Wn�
r�1
log Œ�r � 1�! �n.r/! i�Rj��

˝r
pn ! Wn�

r�1
log Œ�r�:

Schneider [108] extends the construction of �n.r/ to all r � 0 by using the Bloch–
Kato symbol map  of (6.2) to give a map s W ��rRj��

˝r
pn ! i�Wn�

r�1
log with i�s the

composition
i���rRj��

˝r
pn ! i�Rrj��

˝r
pn Œ�r�


�! Wn�

r�1
log Œ�r�:

Schneider then defines the sheaf �n.r/ as Cone.s/Œ�1�, giving the distinguished triangle

i�Wn�
r�1
log Œ�r � 1�! �n.r/! Rj��

˝r
pn

s
�! i�Wn�

r�1
log Œ�r�; (6.3)

which recovers the one in Kurihara’s theorem for r < p � 1 by applying i�.
Using a similar method, Schneider’s construction was extended to the semi-stable

case by Sato [106], who defines the objectTn.r/ 2D.Xét/withTn.r/Š �n.r/ in the smooth
case.

6.2. Étale motivic cohomology
We return to algebraic cycles. As before, we consider a smooth separated finite type

S -scheme X ! S D Specƒ with generic fiber j W V ! X and special fiber i W Y ! X ,
and with ƒ a mixed characteristic .0; p/ dvr with perfect residue field.

Geisser [49] considers the motivic complex Z.r/X on a smooth S -scheme X ! S

as a sheaf of complexes on XNis. Here we use the reindexed Bloch cycle complex to define
Z.r/�X .U / as

Z.r/�X .U / WD z
r .U; 2r � �/;

and define the motivic complexes Z.r/V and Z.r/Y on V and Y similarly.
Let˛ W .�/ét! .�/Nis be the change of topologymap. Sheafifying for the étale topol-

ogy gives complexes Z.r/ét;X , Z.r/ét;V , and Z.r/ét;Y . Geisser shows that various known
properties of Z.r/X , Z.r/V , and Z.r/Y , such as the purity isomorphism [84, Theorem 1.7]

i ŠZ.r/X Š Z.r � 1/Y Œ�2�;

the theorem of Geisser–Levine [52]

Z=pn.r/Y Š Wn�
r
log;Y Œ�r�;

the Suslin–Voevodsky isomorphism inDb.Vét/ (Beilinson’s axiom (iv)(a))

j �Z=pn.r/ét;X Š Z=pn.n/ét;V Š �
˝r
pn ;

and the Beilinson–Lichtenbaum conjectures (now a theorem)

Z=pn.r/V Š ��rR˛��
˝r
pn ; RrC1˛�Z.r/ét;V D 0

have as consequence
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Theorem 6.6 (Geisser [49, Theorem 1.3]). LetX! Specƒ be smooth and essentially of finite
type, with ƒ a complete discrete valuation ring of mixed characteristic .0; p/. Then there is
a distinguished triangle inDb.Xét/,

i�Wn�
r�1
log Œ�r � 1�! Z=pn.r/ét ! ��rRj��

˝r
pn ! i�Wn�

r�1
log Œ�r�;

and an isomorphism Z=pn.r/ét Š �n.r/ inDb.Xét/ that transforms this triangle to Schnei-
der’s defining triangle (6.3).

Zhong has extended this to the semi-stable case, establishing an isomorphism with
Sato’s construction Tn.r/ after a truncation [128, Proposition 4.5]:

��rZ=pn.r/ét Š Tn.r/:

Assuming a “weak Gersten conjecture” for Z=pn.r/ét, the truncation is removed [128, Theo-

rem 4.8].

6.3. The theorems of Geisser–Hesselholt
The construction of a motivic tower for integral p-adic Hodge theory by Bhatt–

Morrow–Scholze relies on properties of p-completed topological cyclic homology, includ-
ing the results of Geisser–Hesselholt identifying this with the p-completed étale K-theory.
We give a brief résumé of these constructions. Fix as before our mixed characteristic dvr ƒ
with perfect residue field k.

Topological cyclic homology for a fixed prime p is a spectrum refined version of
Connes’ cyclic homology and is defined for a scheme X with a topology � 2 ¹ét;Nis;Zarº;
we use the étale topology throughout. There is an inverse system of spectra ¹TCm.X;p/ºm2N

defining TC.X Ip/ as the homotopy inverse limit

TC.X Ip/ WD holim
m

TCm.X; p/:

Let T C �i denote the étale sheaf associated to the presheaf of the i th pro-homotopy groups
U 7! �iTC:.U Ip/. There is a descent spectral sequence

E
s;t
2 D H

s
cont.X; T C ��t /) TC�s�t .X Ip/

and a cyclotomic trace map
trc W K.X/! TC.X Ip/:

Let k be a perfect field of characteristic p > 0. It follows from a result of Hesselholt
[60, Theorem B] that there is a isomorphism of pro-sheaves on Smkét

T C �r Š W��
r
log: (6.4)

The map trc induces the map of pro-sheaves on Smkét

trc WKi .Z=p
�/! T C �i I

where Ki .Z=p�/ is the pro-étale sheaf associated to the system of presheaves U 7!
¹Ki .U;Z=p�/º� . Relying on the main theorem of [52] and the isomorphism (6.4), Geisser
and Hesselholt show
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Theorem 6.7 (Geisser–Hesselholt [50, Corollary 4.2.5, Theorem 4.2.6]).

1. The trace map trc W Ki .Z=p�/ ! T C �i is an isomorphism of pro-sheaves on
Smkét.

2. For Y 2 Smk , TC.Y Ip/ is weakly equivalent to thep-completed étaleK-theory
spectrum of Y ,

Két.Y / p̂ WD holim
m

Két.Y;Z=pn/ Š TC.Y Ip/;

and this weak equivalence arises from the weak equivalences at the finite level

trc W Két.Y;Z=p�/
�
�! TC.Y Ip;Z=p�/:

Now consider a smooth finite type schemeX! Specƒwith special fiber i W Y !X

and generic fiber j W V ! X , as before.

Theorem 6.8 (Geisser–Hesselholt [51, Theorems A and B]). Suppose ƒ is henselian.

A. Suppose X ! Specƒ is smooth and proper. Then

trc W Két
q .X;Z=p

�/! TCq.X Ip;Z=p
�/

is an isomorphism for all q 2 Z and � � 1.

B. Suppose that X ! Specƒ is smooth and finite type. Then the map of pro-
sheaves on Yét,

i�Kq.Z=p
�/!

®
i�T Cm

q .p;Z=p
�/

¯
m2N

;

is an isomorphism for all q 2 Z and all � � 1.

Remark 6.9. To pass from the isomorphism of Theorem 6.7 to that of Theorem 6.8(B),
Geisser–Hesselholt rely on the theorem of McCarthy [88], stating that the cyclotomic trace
map from relative K-theory to relative TC,

trc W Kq.X=�
n; X=�n�r ;Z=p�/! TCq.X=�

n; X=�n�r ;Z=p�/;

is an isomorphism for affine X . Thus, the K-theory and topological cyclic homology of
non-reduced schemes play a central role in the proof of Theorem 6.8.

6.4. Integral p-adic Hodge theory and the motivic filtration
Bhatt–Morrow–Scholze [17,18] have constructed integral versions of p-adic Hodge

theory. Here we discuss some aspects of the theory of [18] and its relation to p-adic étale
motivic cohomology. This uses (p-completed) topological Hochschild homology
THH.�; Zp/, topological negative cyclic homology TC�.�; Zp/, and topological peri-
odic cyclic homology TP.�;Zp/. For a nice, quick overview of these theories, we refer the
reader to [18, §1.2, §2.3], and to [18, Theorem 1.12] for their relation to TC.�;Zp/.
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Let Cp be the completion of the algebraic closure of Qp , with ring of integers OCp .
As in our review of the work of Fontaine–Messing, we have the Fp-algebra OCp=p, its per-
fection O[

Cp
and the ring of Witt vectors Ainf.OCp / WD W.O

[
Cp
/. Hesselholt has connected

this with negative cyclic homology TC�, constructing an isomorphism

�0TC�.OCp ;Zp/ Š Ainf.OCp /:

This has been generalized by Bhatt–Morrow–Scholze in the setting of perfectoid rings (see
[17, Definition 3.5]). For a perfectoid ring R, we have Scholze’s ring R[, defined as for O[

Cp

by taking the perfection of R=p,

R[
WD lim

 Frob
R=p:

This gives the ring of Witt vectors Ainf.R/ WD W.R[/ with Frobenius � induced by the
Frobenius on R[.

Theorem 6.10 (Bhatt–Morrow–Scholze [18, Theorem 1.6]). LetR be a perfectoid ring. Then
there is a canonical �-equivariant isomorphism �0TC�.R;Zp/ Š Ainf.R/.

Fix a discretely valued extension K of Qp , with ring of integers OK having perfect
residue field k. Let C be the completed algebraic closure of K, with ring of integers OC .
Let Ainf WD Ainf.OC /.

Let X be a smooth formal scheme over OC . In [17], Bhatt–Morrow–Scholze con-
struct a presheaf of complexes of Ainf-algebras on XZar, A�X , whose Zariski hyperco-
homology specializes to crystalline cohomology, p-adic étale cohomology and de Rham
cohomology via base-change with respect to suitable ring homomorphisms out of Ainf,
replacing the ring homomorphism Ainf.OCp /! Bcrys used in the Fontaine–Messing theory.
In [18], they refine and reinterpret this theory using TC�. They define the notion of a quasi-
syntomic ring and the associated quasi-syntomic site [18, Definition 1.7]; this gives the
presheaf �0TC�.�I Zp/ on the quasi-syntomic site qsyn QA over a quasi-syntomic ring QA
and the associated derived global sections functor R�syn. QA;�/.

Theorem 6.11 ([18, Theorem 1.8]). Let QA be an OC -algebra that can be written as the p-adic
completion of a smooth OC -algebra. There is a functorial (in QA) �-equivariant isomorphism
of E1-Ainf-algebras

A� QA Š R�syn
�
QA;�0TC�.�IZp/

�
:

The Postnikov tower ���TC.�IZp/ for the presheaf of spectra TC.�IZp/ on QAqsyn

induces the tower over TC. QAIZp:

� � � ! FilnC1TC. QAIZp/! FilnTC. QAIZp/! � � � ! TC. QAIZp; (6.5)

by setting
FilnTC. QAIZp/ WD R�syn

�
QA; ��2nTC.�IZp/

�
(see [18, §1.4]). Define the sheaves ZBMS

p .n/ by sheafifying the presheaf
QA 7! ZBMS

p .n/. QA/ WD grnFilTC. QAIZp/Œ�2n�;

where grnFilTC. QAIZp/ is the homotopy cofiber of FilnC1TC. QAIZp/! FilnTC. QAIZp/.
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Theorem 6.12 ([18, Theorem 1.15]). (1) Let k be a perfect field of characteristic
p > 0, let A be a smooth k-algebra and let X D Spec A. Then there is an
isomorphism in the derived category of sheaves on the pro-étale site of X ,

ZBMS
p .r/X Š W�

r
X;logŒ�r�:

(2) LetC be an algebraically closed complete extension ofQp , letA be the comple-
tion of a smooth OC -algebra, and let X D SpfA. Then there is an isomorphism
in the derived category of sheaves on the pro-étale site of X,

ZBMS
p .r/X Š ��rR Zp.r/X;ét:

Here Zp.r/X;ét denotes the pro-étale sheaf ¹�˝r
pn ºn on the rigid analytic generic

fiber X of X and R is the nearby cycles functor.

The isomorphism in (1) above, combined with the main result of [52], gives us the
identification of pro-objects

ZBMS
p .r/X Š ¹Z=p

n.r/X;étºn

in the setting of (1).
Consider the case of a smooth OK-scheme X as before. Bhatt–Morrow–Scholze

suggest in [18, Remark 1.16] that ZBMS
p =pn.r/X should be Schneider’s sheaf �n.r/, and by

passage to the limit, there should be a distinguished triangle

i�W�
r�1
log Œ�r � 1�! ZBMS

p .r/! ��rRj�
�
Zp.r/V;ét

�
! i�W�

r�1
log Œ�r�: (6.6)

ForX a smooth OK-scheme with associated formal scheme X and special fiber i W Y ! X,
this would give an isomorphism of i�ZBMS

p =pn.r/X with the étale motivic complex
i�Z=pn.r/ét on Yét considered by Geisser.

This has been proven in a work–in–progress by Bhargav Bhatt and Akhil Mathew
[16]. They construct an isomorphism of a version ofZBMS

p =pn.r/X with Sato’s sheafTn.r/X

in the semi-stable case; using Zhong’s extension of Geisser’s results, this gives an isomor-
phism

i�ZBMS
p =pn.r/X Š i

���rZ=pn.r/ét

in the semi-stable case.
One has the Geisser–Hesselholt isomorphism (Theorem 6.8) of étaleK-theory and

topological cyclic homology given by the cyclotomic trace map. Perhaps one can compare
the localization pro-distinguished triangle

K.Y IZp/! K.X IZp/! K.X n Y IZp/

with the distinguished triangle (6.6). Assuming one does have the pro-isomorphism
Zp.r/ét Š ZBMS

p .r/ as suggested above, it would be interesting to see if the identification of
the sheaves �n.r/ with the étale motivic complexes Z=pn.r/ét and the Atiyah–Hirzebruch
spectral sequence from motivic cohomology toK-theory could yield a comparison with the
spectral sequence corresponding to the motivic tower Fil�TC.XIZp/ described above.
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The sheaf ZBMS
p .r/ is built from TC.�IZp/, which by the Geisser–Hesselholt the-

orem is p-completed étale K-theory. As we mentioned before, the Geisser–Hesselholt iso-
morphism arises at least in part from McCarthy’s theorem identifying the relativeK-theory
and relative TC of the nilpotent thickenings X=.�n/ of the special fiber Y . However, the
motivic cohomology complexes do not detect the difference between X=.�n/ and Y . Sup-
posing again that one does have a pro-isomorphism Zp.r/ét Š ZBMS

p .r/, this says that in
mixed characteristic .0; p/, one can still see the K-theory of the thickened fibers X=.�n/

reflected in the motivic complexes Zp.r/ét.
I am not aware of a categorical framework for the tower FilnTC. QAIZp/ and its layers

ZBMS
p .r/, analogous to the framework for Voevodsky’s slice tower for K-theory given by

SH.k/. As A1-homotopy invariance fails for these theories, one would need a stable homo-
topy theory with a weaker invariance property, perhaps modeled on the one of the categories
of motives with modulus discussed in the previous section, for these theories to find a home,
in which the Bhatt–Morrow–Scholze tower (6.5) would be seen as a parallel to Voevodsky’s
slice tower.
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In 1999, Khovanov showed that a link invariant known as the Jones polynomial is the
Euler characteristic of a homology theory. The knot categorification problem is to find a
general construction of knot homology groups, and to explain their meaning – what are
they homologies of?
Homological mirror symmetry, formulated by Kontsevich in 1994, naturally produces
hosts of homological invariants. Typically though, it leads to invariants which have no par-
ticular interest outside of the problem at hand.
I showed recently that there is a new family of mirror pairs of manifolds, for which homo-
logical mirror symmetry does lead to interesting invariants and solves the knot categori-
fication problem. The resulting invariants are computable explicitly for any simple Lie
algebra, and certain Lie superalgebras.
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1. Introduction

There are many beautiful strands that connect mathematics and physics. Two of the
most fruitful ones are knot theory and mirror symmetry. I will describe a new connection
between them. We will find a solution to the knot categorification problem as a new appli-
cation of homological mirror symmetry.

1.1. Quantum link invariants
In 1984, Jones constructed a polynomial invariant of links in R3 [42]. The Jones

polynomial is defined by picking a projection of the link to a plane, the skein relation it
satisfies

where n D 2, and the value for the unknot. It has the same flavor as the Alexander polynomial,
dating back to 1928 [8], which one gets by setting n D 0 instead.

The proper framework for these invariants was provided by Witten in 1988, who
showed that they originate from three-dimensional Chern–Simons theory based on a Lie
algebra Lg [82]. In particular, the Jones polynomial comes from Lg D su2 with links col-
ored by the defining two-dimensional representation. The Alexander polynomial comes from
the same setting by taking Lg to be a Lie superalgebra gl1j1. The resulting link invariants
are known as the Uq.Lg/ quantum group invariants. The relation to quantum groups was
discovered by Reshetikhin and Turaev [67].

1.2. The knot categorification problem
The quantum invariants of links are Laurant polynomials in q1=2, with integer coef-

ficients. In 1999, Khovanov showed [48,49] that one can associate to a projection of the link
to a plane a bigraded complex of vector spaces

C �;j .K/ D � � � C i�1;j .K/
@i�1

��! C i;j .K/
@i

�! � � � ;

whose cohomology H i;j .K/ D ker @i =im @i�1 categorifies the Jones polynomial,

JK.q/ D

X
i;j

.�1/i qj=2rkH i;j .K/:

Moreover, the cohomology groups

H �;�.K/ D

M
i;j

H i;j .K/

are independent of the choice of projection; they are themselves link invariants.

1.2.1.
Khovanov’s construction is part of the categorification program initiated by Crane

and Frenkel [25], which aims to lift integers to vector spaces and vector spaces to categories.
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A toy model of categorification comes from a Riemannian manifold M , whose Euler char-
acteristic

�.M/ D

X
k2Z

.�1/kdimH k.M/

is categorified by the cohomology H k.M/ D ker dk=im dk�1 of the de Rham complex

C �
D � � � C k�1 dk�1

���! C k dk
�! � � � :

The Euler characteristic is, from the physics perspective, the partition function of supersym-
metric quantummechanics withM as a target space�.M/ D Tr.�1/F e�ˇH , with Laplacian
H D dd � C d �d as the Hamiltonian, and d D

P
k dk as the supersymmetry operator. If h

is a Morse function on M , the complex can be replaced by a Morse–Smale–Witten complex
C �

h
with the differential dh D ehde�h. The complex C �

h
is the space of perturbative ground

states of a � -model on M with potential h [81]. The action of the differential dh is generated
by solutions to flow equations, called instantons.

1.2.2.
Khovanov’s remarkable categorification of the Jones polynomial is explicit and

easily computable. It has generalizations of similar flavor for Lg D sun, and links colored
by its minuscule representations [51].

In 2013,Webster showed [78] that for any Lg, there exists an algebraic framework for
categorification of Uq.Lg/ invariants of links in R3, based on a derived category of modules
of an associative algebra. The KLRW algebra, defined in [78], generalizes the algebras of
Khovanov and Lauda [50] and Rouquier [68]. Unlike Khovanov’s construction, Webster’s
categorification is anything but explicit.

1.2.3.
Despite the successes of the program, one is missing a fundamental principle which

explains why is categorification possible – the construction has no right to exist. Unlike in our
toy example of categorification of the Euler characteristic of a Riemanniann manifold, Kho-
vanov’s construction and its generalizations did not come from either geometry or physics
in any unified way. The problem Khovanov initiated is to find a general framework for link
homology, that works uniformly for all Lie algebras, explains what link homology groups
are, and why they exist.

1.3. Homological invariants from mirror symmetry
The solution to the problem comes from a new relation between mirror symmetry

and representation theory.
Homological mirror symmetry relates pairs of categories of geometric origin [55]:

a derived category of coherent sheaves and a version of the derived Fukaya category, in
which complementary aspects of the theory are simple to understand. Occasionally, one can
make mirror symmetry manifest, by showing that both categories are equivalent to a derived
category of modules of a single algebra.
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I will describe a new family of mirror pairs, in which homological mirror symmetry
can be made manifest and leads to the solution to the knot categorification problem [1, 2].
Many special features exist in this family, in part due to its deep connections to representation
theory. As a result, the theory is solvable explicitly, as opposed to only formally [4,5].

1.4. The solution
We will get not one, but two solutions to the knot categorification problem. The

first solution [1] is based on DX , the derived category of equivariant coherent sheaves on a
certain holomorphic symplectic manifold X, which plays a role in the geometric Langlands
correspondence. Recently,Webster proved thatDX is equivalent toDA , the derived category
of modules of an algebraA which is a cylindrical version of the KLRW algebra from [79,80].
The generalization allows the theory to describe links in R2 � S1, as well as in R3.

The second solution [2] is based on DY , the derived Fukaya–Seidel category of a
certain manifold Y with potential W . The theory generalizes Heegard–Floer theory [63,64,

66], which categorifies the Alexander polynomial, from Lg D gl1j1, to arbitrary Lg.
The two solutions are related by equivariant homological mirror symmetry, which

is not an equivalence of categories, but a correspondence of objects and morphisms coming
from a pair of adjoint functors. InDX , we will learn which question we need to ask to obtain
Uq.Lg/ link homology. In DY , we will learn how to answer it.

In [5], we give an explicit algorithm for computing homological link invariants from
DY , for any simple Lie algebra Lg and links colored by its minuscule representations. It has
an extension to Lie superalgebras Lg D glmjn and spmj2n. In [4], we set the mathematical
foundations of DY and prove (equivariant) homological mirror symmetry relating it to DX .

2. Knot invariants and conformal field theory

Most approaches to categorification of Uq.Lg/ link invariants start with quantum
groups and their modules. We will start by recalling how quantum groups came into the
story. The seeming detour will help us understand how Uq.Lg/ link invariants arise from
geometry, and what categorifies them.

2.1. Knizhnik–Zamolodchikov equation and quantum groups
Chern–Simons theory associates to a punctured Riemann surface A a vector space,

its Hilbert space. AsWitten showed [82], the Hilbert space is finite dimensional, and spanned
by vectors that have a name. They are known as conformal blocks of the affine Lie algebracLg� . The effective level � is an arbitrary complex number, related to q by q D e

2�i
� . While

in principle arbitrary representations of Lg can occur, in relating to geometry and categori-
fication, we will take them to be minuscule.

To get invariants of knots in R3, one typically takes A to be a complex plane with
punctures. It is equivalent, but for our purposes better, to take A to be an infinite complex
cylinder. This way, we will be able to describe invariants of links in R2 � S1, as well.
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2.1.1.
Every conformal block, and hence every state in the Hilbert space, can be obtained

explicitly as a solution to a linear differential equation discovered by Knizhnik and Zamolod-
chikov in 1984 [53]. The KZ equation we get is of trigonometric type, schematically

� @i V D

X
j ¤i

rij .ai =aj / V ; (2.1)

since A is an infinite cylinder. Here, @i D ai
@

@ai
, where ai is any of the n punctures in the

interior of A, colored by a representation Vi of Lg. The right hand side of (2.1) is given in
terms of classical r-matrices of Lg, and acts irreducibly on a subspace of V1 ˝ � � � ˝ Vn of
a fixed weight �, where V takes values [32,33].

The KZ equations define a flat connection on a vector bundle over the configuration
space of distinct points a1; : : : ; an 2 A. The flatness of the connection is the integrability
condition for the equation.

2.1.2.
The monodromy problem of the KZ equation, which is to describe analytic contin-

uation of its fundamental solution along a path in the configuration space, has an explicit
solution. Drinfeld [30] and Kazhdan and Lustig [47] proved that that the monodromy matrix
B of the KZ connection is a product of R-matrices of the Uq.Lg/ quantum group corre-
sponding to Lg. The R-matrices describe reorderings of neighboring pairs of punctures.

The monodromy matrix B is the Chern–Simons path integral on A � Œ0; 1� in pres-
ence of a colored braid. By composing braids, we get a representation of the affine braid
group based on the Uq.Lg/ quantum group, acting on the space of solutions to the KZ equa-
tion. The braid group is affine, since A is a cylinder and not a plane.

2.1.3.
Any link can be represented as a plat closure of some braid. The Chern-Simons path

integral together with the link computes a very specific matrix element of the braiding matrix
B, picked out by a pair of states in the Hilbert space corresponding to the top and the bottom
of Figure 1.

Figure 1

Every link arises as a plat closure of a braid.
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These states, describing a collection of cups and caps, are very special solutions of
the KZ equation in which pairs of punctures, colored by conjugate representations Vi and
V �

i , come together and fuse to disappear. In this way, both fusion and braiding enter the
problem.

2.2. A categorification wishlist
To categorify Uq.Lg/ invariants of links in R3, we would like to associate, to the

space of conformal blocks of cLg on the Riemann surface A, a bigraded category, which
in addition to the cohomological grading has a grading associated to q. Additional rk.Lg/

gradings are needed to categorify invariants of links inR2 � S1, as they depend on the choice
of a flat Lg connection around the S1. To braids, we would like to associate functors between
the categories corresponding to the top and bottom. To links, we would like to associate a
vector space whose elements are morphisms between the objects of the categories associated
to the top and bottom, up to the action of the braiding functor. Moreover, we would like to
do this in a way that recovers quantum link invariants upon decategorification. One typically
proceeds by coming up with a category, and then works to prove that decategorification gives
the link invariants one set out to categorify. A virtue of the solutions in [1,2] is that the second
step is automatic.

3. Mirror symmetry

Mirror symmetry is a string duality which relates � -models on a pair of Calabi–Yau
manifolds X and Y. Its mathematical imprint are relations between very different problems
in complex geometry of X (“B-type”) and symplectic geometry of Y (“A-type”), and vice
versa.

Mirror symmetry was discovered as a duality of � -models on closed Riemann sur-
faces D. In string theory, one must allow Riemann surfaces with boundaries. This enriches
the theory by introducing “branes,” which are boundary conditions at @D and naturally
objects of a category [9].

By asking howmirror symmetry acts on branes turned out to yield deep insights into
mirror symmetry. One such insight is due to Strominger, Yau, and Zaslov [75], who showed
that in order for every point-like brane on X to have a mirror on Y, mirror manifolds have
to be fibered by a pair of (special Lagrangian) dual tori T and T _, over a common base.

3.1. Homological mirror symmetry
Kontsevich conjectured in his 1994 ICM address [55] that mirror symmetry should

be understood as an equivalence of a pair of categories of branes, one associated to complex
geometry of X, the other to symplectic geometry of Y.

The category of branes associated to complex geometry ofX is the derived category
of coherent sheaves,

DX D DbCohT .X/:
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Its objects are “B-type branes,” supported on complex submanifolds of X. The category of
branes associated to symplectic geometry is the derived Fukaya category

DY D DFuk.Y/;

whose objects are “A-type branes,” supported on Lagrangian submanifolds of Y, together
with a choice of orientation and a flat bundle. For example, mirror symmetry should map
the structure sheaf of a point in X to a Lagrangian brane in Y supported on a T _ fiber. The
choice of a flat U.1/ connection is the position of the point in the dual fiber T .

Kontsevich’ homological mirror symmetry is a conjecture that the category of B-
branes on X and the category of A-branes on Y are equivalent,

DX Š DY ;

and that this equivalence characterizes what mirror symmetry is.

3.2. Quantum differential equation and its monodromy
Knizhnik–Zamolodchikov equation, which plays a central role in knot theory, has

a geometric counterpart. In the world of mirror symmetry, there is an equally fundamental
differential equation,

@i V˛ � .Ci /
ˇ
˛ Vˇ D 0: (3.1)

The equation is known as the quantum differential equation of X. Both the equation and its
monodromy problem featured prominently, starting with the first papers onmirror symmetry,
see [37] for an early account. In (3.1), .Ci /

ˇ
˛ D Ci ˛ı�ıˇ is a connection on a vector bundle

with fibersH even.X/ D
L

k H k.X;^kT �
X

/ over the complexifiedKahler moduli space. The
derivative stands for @i D ai

@
@ai

, so that @i a
d D .i ; d /ad for a curve of degree d 2 H2.X/.

The connection comes from quantum multiplication with classes i 2 H 2.X/. Given three
de Rham cohomology classes on X, their quantum product

C˛ˇ D

X
d�0;d2H2.X/

.˛; ˇ; /d ad (3.2)

is a deformation of the classical cup product .˛; ˇ; /0 D
R

X
˛ ^ ˇ ^  coming from

Gromov–Witten theory of X: .˛;ˇ; /d is computed by an integral over the moduli space of
degree d holomorphic maps fromD D P 1 toX whose image meets classes Poincaré dual of
˛; ˇ and  at points. The quantum product, together with the invariant inner product �˛ˇ DR

X
˛ ^ ˇ, gives rise to an associative algebra with structure constants C˛ˇ

ı
D C˛ˇ �ı .

Flatness of the connection follows from the WDVV equations [27,31,83].
From the mirror perspective of Y, the connection is the classical Gauss–Manin con-

nection on the vector bundle over themoduli space of complex structures onY, with fibers the
mid-dimensional cohomology H d .Y/ as mirror symmetry identifies H k.X; ^kT �

X
/ with

H k.Y; ^d�kT �
Y

/.
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3.2.1.
Solutions to the equation live in a vector space, spanned by K-theory classes of

branes [22,36,41,46]. These are B-type branes on X, objects of DX , and A-type branes on Y,
objects of DY . A characteristic feature is that the equation and its solutions mix the A- and
B-type structures on the same manifold.

From the perspective of X, the solutions of the quantum differential equation come
from Gromov–Witten theory. They are obtained by counting holomorphic maps from a
domain curve D to X, where D is best thought of as an infinite cigar [39,40] together with
insertions of a class in ˛ 2 H �

even.X/ at the origin, and ŒF � 2 K.X/ at infinity. The latter is
the K-theory class of a B-type brane F 2 DX which serves as the boundary condition at the
S1 boundary at infinity of D. In the mirror Y, the A- and B-type structures get exchanged.
In the interior of D, supersymmetry is preserved by B-type twist, and at the boundary at
infinity we place an A-type brane L 2 DY , whose K-theory class picks which solution of
the equation we get.

3.2.2.
One of the key mirror symmetry predictions is that monodromy of the quantum

differential equation gets categorified by the action of derived autoequivalences of DX . It is
related by mirror symmetry to the monodromy of the Gauss–Manin connection, computed
by Picard–Lefshetz theory, whose categorification by DY is developed by Seidel [71].

The flat section V of the connection in (3.1) has a close cousin. This is Douglas’
[9, 28, 29] …-stability central charge function Z0 W K.D/ ! C, whose existence motivated
Bridgeland’s formulation of stability conditions [17]. The…-stability central chargeZ0 arises
from the same setting as V , except one places trivial insertions at the origin of D. This
implies that monodromies ofV andZ0 coincide [22]. In the context of themirrorY, given any
brane L 2 DY , its central charge is simply Z0ŒL� D

R
L

�, where � is the top holomorphic
form on Y. The stable objects are special Lagrangians, on which the phase of � is constant.
By mirror symmetry, monodromy of Z0 is expected to induce the action of monodromy on
DX . Examples of braid group actions on the derived categories include works of Khovanov
and Seidel [52], Seidel and Thomas [74], and others [18,77].

4. Homological link invariants from B-branes

The Knizhnik–Zamolodchikov equation not only has the same flavor as the quantum
differential equation, but for some very special choices of X, they coincide. For the time
being, we will take Lg to be simply laced, so it coincides with its Langlands dual g.

4.1. The geometry
The manifold X may be described as the moduli space of G-monopoles on

R3
D R � C; (4.1)
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with prescribed singularities. The monopole group G is related to LG, the Chern–Simons
gauge group, by Langlands or electric–magnetic duality. In Chern–Simons theory, the knots
are labeled by representations of LG and viewed as paths of heavy particles, charged elec-
trically under LG. In the geometric description, the same heavy particles appear as singular,
Dirac-type monopoles of the Langlands dual group G. The fact the magnetic description is
what is needed to understand categorification was anticipated by Witten [84–87].

4.1.1.
Place a singular G monopole for every finite puncture on A Š R � S1, at the point

onR obtained by forgetting the S1. Singular monopole charges are elements of the cocharac-
ter lattice of G, which Langlands duality identifies with the character lattice of LG. Pick the
charge of the monopole to be the highest weight �i of the LG representation Vi coloring the
puncture. The relative positions of singular monopoles on R3 are the moduli of the metric
on X, so we will hold them fixed.

The smooth monopole charge is a positive root of LG; choose it so that the total
monopole charge is the weight � of subspace of representation

N
i Vi , where the conformal

blocks take values. For our current purpose, it suffices to assume

� D

X
i

�i �

rkX
aD1

da
Lea; (4.2)

is a dominant weight; Lea are the simple positive roots of Lg. Provided �i are minuscule
co-weights of G and no pairs of singular monopoles coincide, the monopole moduli space
X is a smooth hyper-Kahler manifold of dimension

dimC.X/ D 2
X

a

da:

It is parameterized, in part, by positions of smooth monopoles on R3.

4.1.2.
A choice of complex structure on X reflects a split of R3 as R � C. The relative

positions of singular monopoles onC become the complex structure moduli, and the relative
positions of monopoles on R the Kahler moduli.

This identifies the complexified Kahler moduli space of X (where the Kahler form
gets complexified by a periodic two-form) with the configuration space of n distinct punc-
tures on A D R � S1, modulo overall translations, as in Figure 2.

Figure 2

Punctures on A correspond to singular G-monopoles on R 2 R � C.
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4.1.3.
As a hyper-Kahler manifold, X has more symmetries than a typical Calabi–Yau.

For its quantum cohomology to be nontrivial, and for the quantum differential equation to
coincide with the KZ equation, we need to work equivariantly with respect to a torus action
that scales its holomorphic symplectic form

!2;0
! q !2;0:

For this to be a symmetry, we will place all the singular monopoles at the origin of C; X

has a larger torus of symmetries
T D ƒ � C�

q ;

whereƒ preserves the holomorphic symplectic form, and comes from the Cartan torus ofG.
The equivariant parameters of the ƒ-action correspond to the choice of a flat LG connection
of Chern–Simons theory on R2 � S1.

4.1.4.
The same manifold X has appeared in mathematics before, as a resolution of a

transversal slice in the affine Grassmannian GrG D G..z//=GŒŒz�� of G, often denoted by

X D Gr E�
� : (4.3)

The two are related by thinking of monopole moduli space X as obtained by a sequence of
Hecke modifications of holomorphic G-bundles on C [45].

Manifold X is also the Coulomb branch of a 3d quiver gauge theory with N D 4

supersymmetry, with quiver based on the Dynkin diagram of g, see e.g. [19]. The ranks of
the flavor and gauge symmetry groups are determined from the weights � and �.

4.1.5.
The vector E� D .�1; : : : ; �n/ in (4.3) encodes singular monopole charges, and the

order in which they appear on R, and � is the total monopole charge. The ordering of entries
of E� is a choice of a chamber in the Kahler moduli. We will suppress E� for the most part,
and denote all the corresponding distinct symplectic manifolds by X.

4.1.6.
By a recent theorem of Danilenko [26], the Knizhnik–Zamolodchikov equation cor-

responding to the Riemann surface A D R � S1, with punctures colored by minuscule rep-
resentations Vi of Lg, coincides with the quantum differential equation of the T -equivariant
Gromov–Witten theory on X D Gr E�

� .
This has many deep consequences.

4.2. Branes and braiding
Since the KZ equation is the quantum-differential equation of T -equivariant

Gromov–Witten theory of X, the space of its solutions gets identified with KT .X/, the
T -equivariant K-theory of X.
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This is the K-group of the category of its B-type branes, the derived category of
T -equivariant coherent sheaves on X,

DX D DbCohT .X/:

This connection between the KZ equation and DX is the starting point for our first solution
of the categorification problem.

4.2.1.
A colored braid with n strands in A � Œ0; 1� has a geometric interpretation as a path

in the complexified Kahler moduli of X that avoids singularities, as the order of punctures
on A corresponds to a choice of chamber in the Kahler moduli of X.

Themonodromy of the quantumdifferential equation along this path acts onKT .X/.
Since the quantum differential equation coincides with the KZ equation, by the theorem of
[26], KT .X/ becomes a module for Uq.Lg/, corresponding to the weight � subspace of
representation V1 ˝ � � � ˝ Vn.

The fact that derived equivalences ofDX categorify this action is not only an expec-
tation, but also a theorem by Bezrukavnikov and Okounkov [14], whose proof makes use of
quantization of X in characteristic p.

4.2.2.
From physics perspective, the reason derived equivalences of DX had to categorify

the action of monodromy of the quantum differential equation on KT .X/ is as follows.
Braid group acts, in the � -model on the cigar D from Section 3.2.1, by letting the

moduli of X vary according to the braid near the boundary at infinity. The Euclidean time,
running along the cigar, is identified with the time along the braid. This leads to a Berry
phase-type problem studied by Cecotti and Vafa [22]. It follows that the � -model on the
annulus, with moduli that vary according to the braid, computes the matrix element of the
monodromy B, picked out by a pair of branes F0 and F1 at its boundaries.

The � -model on the same Euclidian annulus, where we take the time to run around
S1 instead, computes the index of the superchargeQ preserved by the two branes. The coho-
mology of Q is computed by DX as its most basic ingredient, the space of morphisms

Hom�;�
DX

.BF0; F1/

between the branes. This is the space of supersymmetric ground states of the � -model on
a strip, obtained by cutting the annulus open. We took here all the variations of moduli to
happen near one boundary, at the expense of changing a boundary condition from F0 to
BF0. This does not affect the homology [1,35], for the very same reason the theory depends
on the homotopy type of the braid only. Per construction, the graded Euler characteristic of
the homology theory, computed by closing the strip back up to the annulus, is the braiding
matrix element,

�.B F0; F1/ D .B V0; V1/; (4.4)

between the conformal blocks V0;1 D V ŒF0;1� of the two branes.
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Thus, by viewing the same Euclidian annulus in two different ways, we learn that
the braid group action on the derived category

B W DX E�
! DX E�0 ; (4.5)

manifestly categorifies the monodromy matrix B 2 Uq.Lg/ of the KZ equation.

4.3. Link invariants from perverse equivalences
The quantumUq.Lg/ invariants of knots and links are matrix elements of the braid-

ing matrix B, so they too will be categorified by DX , provided we can identify objects
U 2 DX which serve as cups and caps.

Conformal blocks corresponding to cups and caps are defined using fusion [62].
The geometric analogue of fusion, in terms of X and its category of branes, was shown in
[1] to be the existence of certain perverse filtrations on DX , defined by abstractly by Chuang
and Rouqiuer [24]. The utility of perverse filtrations for understanding the action of braiding
on DX parallels the utility of fusion in describing the action of braiding in conformal field
theory. In particular, it leads to identification of the cup and cap branes U we need, and a
simple proof that Hom�;�

DX
.BU; U/ are homological invariants of links [1].

4.3.1.
Aswe bring a pair of punctures at ai and aj onA together, we get a new natural basis

of solutions to the KZ equation, called the fusion basis, whose virtue is that it diagonalizes
braiding. The possible eigenvectors are labeled by the representations

Vi ˝ Vj D

mmaxO
mD0

Vkm
; (4.6)

that occur in the tensor product of representations Vi and Vj labeling the punctures. Because
Vi and Vj are minuscule representations, the nonzero multiplicities on the right-hand side are
all equal to 1. The cap arises as a special case, obtained by starting with a pair of conjugate
representations Vi and V ?

i , and picking the trivial representation in their tensor product.

4.3.2.
From perspective of X, a pair of singular monopoles of charges �i and �j are

coming together on R, as in Figure 2, and we approach a wall in Kahler moduli at which
X develops a singularity. At the singularity, a collection of cycles vanishes. This is due to
monopole bubbling phenomena described by Kapustin and Witten in [45].

The types of monopole bubbling that can occur are labeled by representations Vkm

that occur in the tensor product Vi ˝ Vj . The moduli space of monopoles whose positions
we need to tune for the bubbling of type Vkm

to occur is Gr.�i ;�j /
�km

D T �Fkm
, where �km

is
the highest weight of Vkm

. This space is transverse to the locus where exactly�i C �j � �km

monopoles have bubbled off [1]. It has a vanishing cycle Fkm
, corresponding to the repre-

sentation Vkm
, as its zero section. (Viewing X as the Coulomb branch, monopole bubbling

is related to partial Higgsing phenomena.)
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4.3.3.
Conformal blocks which diagonalize the action of braiding do not in general come

from actual objects of the derived category DX . As is well known from Picard–Lefshetz
theory, eigensheaves of braiding, branes on which the braiding acts only by degree shifts
BE D EŒDE �¹CEº, are very rare.

What one gets instead [1] is a filtration

Dk0
� Dk1

� � � � � Dkmax D DX ; (4.7)

by the order of vanishing of the …-stability central charge Z0 W K.X/ ! C. More precisely,
one gets a pair of such filtrations, one on each side of the wall. Crossing the wall preserves
the filtration, but has the effect of mixing up branes at a given order in the filtration, with
those at lower orders, whose central charge vanishes faster. Because X is hyper-Kahler, the
…-stability central charge is given in terms of classical geometry (by Eq. (4.7) of [1]).

The existence of the filtration with the stated properties follows from the existence
of the equivariant central charge function Z;

Z W KT .X/ ! C; (4.8)

and the fact the action of braiding on KT .X/ lifts to the action on DX , by the theorem of
[14]. The equivariant central chargeZ is computed by the equivariant Gromov–Witten theory
on X in a manner analogous to V , starting with the � -model on the cigar D except with no
insertion at its tip. It reduces to the …-stability central charge Z0 by turning the equivariant
parameters off.

4.3.4.
While B has few eigensheaves in DX , it acts by degree shifts

B W Dkm
=Dkm�1

! Dkm
=Dkm�1

ŒDkm
�¹Ckm

º; (4.9)

on the quotient subcategories. The degree shifts may be read off from the eigenvectors of the
action of braiding on the equivariant central charge function Z. As the punctures at ai and
aj come together, the eigenvector corresponding to the representation Vkm

in (4.6), vanishes
as [1]

Zkm
D .ai � aj /Dkm CCkm =�

� finite:

It follows that braiding ai and aj counterclockwise acts by

Zkm
! .�1/Dkm q

1
2 Ckm Zkm

:

The cohomological degree shiftDkm
D dimC Fkm

is by the dimension of the vanishing cycle.
The equivariant degree shift Ckm

is essentially the one familiar from the action of braiding
on conformal blocks of cLg in the fusion basis [1].
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4.3.5.
The derived equivalences of this type are the perverse equivalences of Chuang and

Rouquier [23, 24]. They envisioned them as a way to describe derived equivalences which
come from variations of Bridgeland stability conditions, but with few examples from geom-
etry.

Traditionally, braid group actions on derived categories of coherent sheaves, or B-
branes, are fairly difficult to describe, see for example [20, 21]. Braid group actions on the
categories of A-branes are much easier to understand, via Picard–Lefshetz theory and its
categorical uplifts [71], see e.g. [52, 77]. The theory of variations of stability conditions, by
Douglas and Bridgeland, was invented to bridge the two [9,29].

4.3.6.
As a by-product, we learn that conformal blocks describing collections cups or caps

colored by minuscule representations, come from branes in DX which have a simple geo-
metric meaning [1].

Take X D Gr.�1;��
1 ;:::;�d ;��

d
/

0 corresponding to A with n D 2d punctures, colored
by pairs of complex conjugate, minuscule representations Vi and V �

i . We get a vanishing
cycle U in X which is a product of d minuscule Grassmannians,

U D G=P1 � � � � � G=Pd ;

where Pi is the maximal parabolic subgroup of G associated to representation Vi . This van-
ishing cycle embeds in X as a compact holomorphic Lagrangian, so in the neighborhood of
U , we can model X as T �U . The structure sheaf

U D OU 2 DX

of U is the brane we are after. The Grassmannian G=Pi is the cycle that vanishes when
a single pair of singular monopoles of charges �i and ��

i come together, as Gr.�i ;��
i /

0 D

T �G=Pi .
The brane U lives at the very bottom of a d -fold filtration which DX develops at

the intersection of d walls in the Kahler moduli of X corresponding to bringing punctures
together pairwise. It follows U is the eigensheaf of braiding each pair of matched endpoints.
It is extremely special, for the same reason the trivial representation is special.

4.3.7.
Just as fusion provides the right language to understand the action of braiding in con-

formal field theory, the perverse filtrations provide the right language to describe the action
of braiding on derived categories. Using perverse filtrations and the very special properties
of the vanishing cycle branes U 2 DX , one gets the following theorem [1]:

Theorem 1. For any simply laced Lie algebra Lg, the homology groups

Hom�;�
DX

.BU; U/;

categorify Uq.Lg/ quantum link invariants, and are themselves link invariants.
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4.3.8.
As an illustration, proving that (the equivalent of) the pitchfork move in the figure

below holds in DX

Figure 3

A move equivalent to the pitchfork move.

requires showing that we have a derived equivalence

B ı Ci Š C 00
i ; (4.10)

where Ci and C 00
i are cup functors on the right and the left in Figure 3, respectively. They

increase the number of strands by two and map

Ci W DXn�2
! DXn

and C 00
i W DXn�2

! DX00
n
;

where the subscript serves to indicate the number of strands. The functor B is the equiva-
lence of categories from the theorem of [14]

B W DXn
! DX00

n
;

corresponding to braiding Vk.ak/ with Vi .ai / ˝ V �
i .aj / where Vi and V �

i color the red and
Vk the black strand in Figure 3.

To prove the identity (4.10) note that

CiDXn�2
� DXn

and C 00
i DXn�2

� DX00
n
; (4.11)

are the subcategories which are the bottom-most part of the double filtrations of DXn
and

DX00
n
, corresponding to the intersection of walls at which the three punctures come together.

By the definition of perverse filtrations, the functor B acts at a bottom part of a double
filtration at most by degree shifts. The degree shifts are trivial too, since if they were not, the
relation we are after would not hold even in conformal field theory, and we know it does. To
complete the proof, one recalls that a perverse equivalence that acts by degree shifts that are
trivial is an equivalence of categories [24].

Proofs of invariance under the Reidermeister 0 and the framed Reidermeister I
moves are similar. The invariance under Reidermeister II and III moves follows from the
theorem of [14]. One should compare this to proofs of the same relations in [20, 21], which
are more technical and less general.
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4.3.9.
An elementary consequence is a geometric explanation of mirror symmetry which

relates the Uq.Lg/ invariants of a link K and its mirror reflection K�.
It is a consequence of a basic property of DX , Serre duality. Serre duality implies

the isomorphism of homology groups onX which is a 2d complex-dimensional Calabi–Yau
manifold,

HomDX

�
B U; UŒM �¹J0; EJ º

�
D HomDX

�
BU; UŒ2d � M�¹�d � J0; � EJ º

�
: (4.12)

The equivariant degree shift comes from the fact the unique holomorphic section of the
canonical bundle has weight d under the C�

q � T action. Mirror symmetry follows by taking
Euler characteristic of both sides [1].

4.4. Algebra from B-branes
Bezrukavnikov and Kaledin, using quantization in characteristic p, constructed a

tilting vector bundle T , on any X which is a symplectic resolution [12, 13,43,44]. Its endo-
morphism algebra

A D Hom�
DX

.T ; T /

is an ordinary associative algebra, graded only by equivariant degrees. The derived category
DA of its modules is equivalent to DX ,

DX Š DA ;

essentially per definition.
Webster recently computed the algebra A for our X [80], and showed that it coin-

cides with a cylindrical version of the KLRW algebra from [78]. Working with the cylindrical
KLRW algebra, as opposed to the ordinary one, leads to invariants of links in R2 � S1 and
not just in R3. The KLRW algebra generalizes the algebras of Khovanov and Lauda [50]

and Rouquier [68]. The cylindrical version of the KLR algebra corresponds to X which is a
Coulomb branch of a pure 3D gauge theory.

4.4.1.
The description of link homologies via DX D DCohT .X/ provides a geometric

meaning of homological Uq.Lg/ link invariants. Even so, without further input, the descrip-
tion of link homologies either in terms of DX or DA is purely formal. With the help of
(equivariant) homological mirror symmetry, we will give a description of link homology
groups which is explicit and explicitly computable; in this sense, link homology groups come
to life in the mirror.

5. Mirror symmetry for monopole moduli space

In the very best instances, homological mirror symmetry relating DY and DX can
bemademanifest, by showing that each is equivalent toDA , the derived category of modules
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of the same associative algebra A ;

DX Š DA Š DY : (5.1)

The algebra
A D Hom�

D.T ; T /

is the endomorphism algebra of a set of branes T D
L

C TC , which generate DX and DY .
For economy, we will be denoting branes related by mirror symmetry by the same letter.

An elementary example [10] is mirror symmetry relating a pair of infinite cylinders,
X D C� and Y D R � S1, whose torus fibers are dual S1’s. Both DX , the derived category
of coherent sheaves on X, and DY , based on the wrapped Fukaya category, are generated by
a single object T , a flat line bundle on X and a real-line Lagrangian on Y. Their algebras of
open strings are the same, equal to the algebra A D CŒx˙1� of holomorphic functions on
the cylinder.

Figure 4

A simple example of manifest mirror symmetry.

5.1. The algebra for homological mirror symmetry
In our setting, the generator T of DX is the tilting generator of Bezrukavnikov and

Kaledin from Section 4.4. Webster’s proof of the equivalence of categorification of Uq.Lg/

link invariants and B-type branes onX and via the cKLRW algebraA should be understood
as the first of the two equivalences in (5.1).

5.1.1.
The mirror Y of X is the moduli space of G monopoles, of the same charges as X

except on R2 � S1 instead of on R3, with only complex and no Kahler moduli turned on,
and equipped with a potential [2]. Without the potential, the mirror to Y would be another
moduli space of G monopoles on R2 � S1.

The theory based on DY , the derived Fukaya–Seidel category of Y, is in the same
spirit as the work of Seidel and Smith [72]. They pioneered geometric approaches to link
homology, but produced a only singly graded theory, known as symplectic Khovanov homol-
ogy. The computation of DY , which makes mirror symmetry in (5.1) manifest, is given in
the joint work with Danilenko, Li, and Zhou [4].

5.2. The core of the monopole moduli space
Working equivariantly with respect to a C�

q -symmetry which scales the holomor-
phic symplectic form of X, all the information about its geometry should be encoded in a
core locus preserved by such actions.
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The core X is a singular holomorphic Lagrangian in X which is the union of sup-
ports of all stable envelopes [7,61]. Equivalently,X is the union of all attracting sets ofƒ-torus
actions on X, where we let ƒ vary over all chambers. If we view X as the monopole moduli
space, we can put this more simply: X is the locus where all the monopoles, singular or not,
are at the origin of C in R � C. Viewing it as a Coulomb branch, X is the locus at which
the complex scalar fields in vector multiplets vanish.

We will define the equivariant mirror Y of X to be the ordinary mirror of its core,
so we have

X Y

X Y

mirror

equiv. mirror

mirror

Working equivariantly with respect to the T -action onX, the equivariant mirror gets a poten-
tial W , making the theory on Y into a Landau–Ginsburg model. While X embeds into X as
a holomorphic Lagrangian of dimension d , Y fibers over Y with holomorphic Lagrangian
.C�/d fibers.

5.2.1.
A model example is X which is the resolution of an An�1 hypersurface singularity,

uv D zn;X is themoduli space of a single smoothG D SU.2/=Z2 monopole, in the presence
of n singular ones. The core X is a collection of n � 1 P 1’s with a pair of infinite discs
attached, as in Figure 5.

Figure 5

Core X of a resolution of the An�1 singularity.

The ordinary mirrorY ofX is the complex structure deformation of the “multiplica-
tive” An�1 surface singularity, with a potential which we will not need. Y is a C� fibration
over Y which is itself an infinite cylinder, a copy of C� with n points deleted. At the marked
points, the C� fibers degenerate. There are n � 1 Lagrangian spheres in Y, which are mirror
to n � 1 P 1’s in X. They project to Lagrangians in Y which begin and end at the punctures.

5.2.2.
Themodel example corresponds to LG D SU.2/Chern–Simons theory onR2 � S1,

and bsu2 conformal blocks on A D R � S1. The n punctures on A are colored by the fun-
damental, two-dimensional representation V1=2 of su2, and we take the subspace of weight
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Figure 6

Lagrangian spheres in Y mirror the vanishing P1’s in X.

one level below the highest. Note that Y coincides with the Riemann surface A where the
conformal blocks live. This is not an accident.

In the model example, both X and Y are S1 fibrations over R with n marked points.
At the marked points, the S1 fibers of X degenerate. In Y , this is mirrored by fibers that
decompactify, due to points which are deleted.

5.2.3.
More generally, for X D Gr E�

� we have da smooth G-monopoles colored by simple
roots Lea and otherwise identical. It follows that the common base of SYZ fibrations of
X and Y is the configuration space of the smooth monopoles on the real line R with n

marked points. Themarked points are labeled by the weights�i of Lg, which are the singular
monopole charges.

An explicit description of Y , as well as its category of A-branes DY , is given [4].
Here we will only describe some of its features. In an open set, Y coincides with

Y0 D

rkO
aD1

Symda A;

the configuration space of d D
Prk

aD1 da points on the punctured Riemann surface A, “col-
ored” by simple roots Lea of Lg, but otherwise identical. The open set is the complement of
the divisor of zeros and of poles of function f 0 in (5.5).

The top holomorphic form on Y is

� D

rk̂

aD1

dâ

˛D1

dy˛;a

y˛;a

; (5.2)

where y˛;a are coordinates on d copies of A, viewed as the complex plane with 0 and 1

deleted. While � itself is not globally well defined, so KY is not trivial, �˝2 is well defined
and

2c1.KY / D 0: (5.3)

This allows DY to have a Z-valued cohomological grading. The symplectic form on Y is
inherited from the symplectic form on Y, by restricting it to the vanishing .S1/d in each of
its .C�/d fibers over Y [4]. The precise choice of symplectic structure is the one compatible
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with mirror symmetry which we used to define Y , as the equivariant mirror of X D Gr E�
�

and the ordinary mirror of its core.
Including the equivariant T -equivariant action on X and X corresponds to adding

to the � -model on Y a potential

W D �0W 0
C

rkX
aD1

�a W a; (5.4)

which is a multivalued holomorphic function on Y ; �a are the equivariant parameters of the
ƒ-action on X, and

q D e2�i�0 :

The potentials W 0 and W a are given by

W 0
D lnf 0; W a

D ln
daY

˛D1

ya;˛;

where

f 0.y/ D

rkY
aD1

daY
˛D1

Q
i .1 � ai =y˛;a/hLea;�i iQ

.b;ˇ/¤.a;˛/.1 � yˇ;b=y˛;a/hLea;Lebi=2
: (5.5)

The superpotential W breaks the conformal invariance of the � -model to Y if �0 ¤ 0, since
only a quasihomogenous superpotential is compatible with it. This is mirror to breaking of
conformal invariance on X by the C�

q -action for q ¤ 1.
Since W 0 and W a are multivalued, Y is equipped with a collection of closed one-

forms with integer periods

c0
D dW 0=2�i; ca

D dW a=2�i 2 H 1.Y; Z/;

which introduce additional gradings in the category of A-branes, as in [73].

5.2.4.
From the mirror perspective, the conformal blocks of cLg come from the B-twisted

Landau–Ginsburg model .Y; W / on D which is an infinitely long cigar, with A-type bound-
ary condition at infinity corresponding to a Lagrangian L 2 Y . The partition function of the
theory has the following form:

V˛ŒL� D

Z
L

ˆ˛ � e�W ; (5.6)

where ˆ˛ are chiral ring operators, inserted at the tip of the cigar [22,39,40]. By placing the
trivial insertion at the origin instead, we get the equivariant central charge function ZŒL� DR

L
� e�W ; by further turning the equivariant parameters off, the potential W vanishes and

the equivariant central charge becomes the ordinary brane central charge Z0ŒL� D
R

L
�.

We have (re)discovered, from mirror symmetry, an integral representation of the
conformal blocks of cLg. This “free field representation” of conformal blocks, remarkable
for its simplicity [32], goes back to the 1980s work of Kohno and Feigin and Frenkel [34,54],
and of Schechtman and Varchenko [69,70].
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5.2.5.
There is a reconstruction theory, due to Givental [38] and Teleman [76], which says

that, starting with the solution of the quantum differential equation or its mirror counterpart,
one gets to reconstruct all genus topological string amplitudes for any semisimple 2D field
theory. The semisimplicity condition is satisfied in our case, asW has isolated critical points.
It follows the B-twisted Landau–Ginsburg model on .Y; W / and A-twisted T -equivariant
sigma model on X are equivalent to all genus [2]. Thus, equivariant mirror symmetry holds
as an equivalence of topological string amplitudes.

5.3. Equivariant Fukaya–Seidel category
For every A-brane L at the boundary at infinity of the cigar D , we get a solution of

the KZ equation. The brane is an object of

DY D D
�
F S.Y; W /

�
;

the derived Fukaya–Seidel category of Y with potential W . The category should be thought
of as a category of equivariant A-branes, due to the fact W in (5.4) is multivalued. Another
novel aspect of DY is that it provides an example of Fukaya–Seidel category with coeffi-
cients in perverse schobers. This structure, inherited from equivariant mirror symmetry, was
discovered in [4].

5.3.1.
Objects of DY are Lagrangians in Y , equipped with some extra data. A Lagrangian

in Y is a product of d one-dimensional curves on A which are colored by simple roots and
may be immersed; or a simplex obtained from an embedded curve, as a configuration space
of d partially ordered colored points. The theory also includes more abstract branes, which
are iterated mapping cones over morphisms between Lagrangians.

5.3.2.
The extra data includes a grading by Maslov and equivariant degrees. The equivari-

ant grading of a brane inDY is defined by choosing a lift of the phase of e�W to a real-valued
function on the Lagrangian L. The equivariant degree shift operation,

L ! L¹ Edº;

with Ed 2 ZrkC1, corresponds to changing the lift of W on L, now viewed as a graded
Lagrangian, W j

L¹ Edº
D W jL C 2�i E� � Ed . This is analogous to how a choice of a lift of the

phase of �˝2 defines the Maslov, or cohomological, grading of a Lagrangian. This restricts
the Lagrangians that give rise to objects of DY to those for which such lifts can be defined.

More generally, branes in DY are graded Lagrangians L equipped with an extra
structure of a local system ƒ of modules of a certain algebra B we will describe shortly. For
the time being, only branes for which ƒ is trivial will play a role for us.
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5.3.3.
The space of morphisms between a pair of Lagrangian branes in a derived Fukaya

category
Hom�;�

DY
.L0; L1/ D kerQ=imQ;

is defined by Floer theory, which itself is modeled after Morse theory approach to supersym-
metric quantum mechanics, from the introduction. The role of the Morse complex is taken
by the Floer complex.

For branes equipped with a trivial local system, the Floer complex

CF�;�.L0; L1/ D

M
P 2L0\L1

CP (5.7)

is a graded vector space spanned by the intersection points of the two Lagrangians, together
with the action of a differential Q. The complex is graded by the fermion number, which is
the Maslov index, and the equivariant gradings, thanks to the fact W is multivalued.

The action of the differential on this space

Q W CF�;�.L0; L1/ ! CF�C1;�.L0; L1/

is generated by instantons. In Floer theory, the coefficient ofP 0 inQP is obtained by “count-
ing” holomorphic strips in Y with boundary on L0 and L1, interpolating from P to P 0, of
Maslov index 1 and equivariant degree 0. The cohomology of the resulting complex is Floer
cohomology.

5.3.4.
A simplification in the present case is that, just as branes have a description in terms

of the Riemann surface, so do their intersection points, as well as the maps between them.
The theory that results is a generalization of Heegard–Floer theory, which is associ-

ated to Lg D gl1j1 and categorifies the Alexander polynomial [63,64]. Heegard–Floer theory
has target Ygl1j1

D Symd .A/, the symmetric product of d copies of A. Ygl1j1
should be

thought of as a configuration space of fermions on the Riemann surface, as opposed to anyons
for Ysu2 ; in particular, their top holomorphic forms differ.

While we so far assumed that Lg is simply laced, the DY has an extension to non-
simply-laced Lie algebras, as well as glmjn and spmj2n Lie superalgebras, described in [3,5].

5.4. Link invariants and equivariant mirror symmetry
Mirror symmetry helps us understand exactly which questions we need to ask to

recover homological knot invariants from Y .

5.4.1.
Since Y is the ordinarymirror ofX , we should start by understanding how to recover

homological knot invariants from X , rather than X. Every B-brane on X which is relevant
for us comes from a B-brane on X via an exact functor

f� W DX ! DX ; (5.8)
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which interprets a sheaf “downstairs” on X as a sheaf “upstairs” on X. The functor f� is
more precisely the right-derived functor Rf�. Its adjoint

f �
W DX ! DX (5.9)

is the left derived functor Lf �, and corresponds to tensoring with the structure sheaf ˝OX ,
and restricting. Adjointness implies that, given any pair of branes on X that come from X ,

F D f�F; G D f�G;

the Hom’s upstairs, in DX , agree with the Hom’s downstairs, in DX ,

HomDX
.F ; G / D HomDX

.f �f�F; G/; (5.10)

after replacing F with f �f�F . The functor f �f� is not identity on DX .

5.4.2.
The equivariant homological mirror symmetry relatingDX andDY is not an equiv-

alence of categories, but a correspondence of branes and Hom’s which come from a pair of
adjoint functors h� and h�, inherited from f� and f � via the downstairs homological mirror
symmetry:

DX

DY

h�

h�

Alternatively, h� and h� come by composing the upstairs mirror symmetry with a pair of
functors k� W DY ! DY and k� W DY ! DY , which are mirror to f � and f�. The functors
k�; k� come from Lagrangian correspondences; their construction is described in joint work
with McBreen, Shende, and Zhou [6]. The functor k� amounts to pairing a brane downstairs,
with a vanishing torus fiber over it; this is how Figure 6 arises in our model example. The
adjoint functors let us recover answers to all interesting questions about X from Y .

5.4.3.
For any simply laced Lie algebra Lg, the branes U 2 DX which serve as cups

upstairs are the structure sheaves of (products of) minuscule Grassmannians, as described in
Section 4.3.6. They come via the functor h� from branes IU 2 DY downstairs, on Y

U D h�IU;

which are (products of) generalized intervals. A minuscule Grassmannian G=Pi is the h�-
image of a brane which is the configuration space of colored points on an interval ending
on a pair of punctures on A corresponding to representations Vi and V �

i . The points are
colored by simple positive roots in �i C ��

i D
P

a da;i
Lea, and ordered in the sequence

by which, to obtain the lowest weight ��
i in representation Vi , we subtract simple positive
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Figure 7

The cup and cap A-branes corresponding to the defining representation of Lg D su4, colored by its three simple
roots; they are equivariant mirror to a B-brane supported on a P4 as its structure sheaf.

roots from the highest weight �i . Because Vi and V �
i are minuscule representations, the

ordering and hence the brane IU is unique, up to equivalence and a choice of grading. The
U branes project back down as generalized figure-eight branes; these are nested products of
figure-eights, colored by simple roots

h�U D h�h�IU D EU;

and ordered analogously, as in Figure 7. As objects of DY , these branes are best described
iterated cones over more elementary branes, mirror to stable basis branes [5]. The cup and
cap branes all come with trivial local systems, for which the Floer complexes are the familiar
ones, given by (5.7).

As an example, for Lg D su2 the only minuscule representation is the defining
representation Vi D V 1

2
, which is self-conjugate. The cup brane U in X is a product of d

non-intersecting P 1’s. It comes, as the image of h�, from a brane IU in Y which is a product
of d simple intervals, connecting pairs of punctures that come together. TheU-brane projects
back down, via the h� functor, as a product of d elementary figure-eight branes. The branes
are graded by Maslov and equivariant gradings, as described in [2].

5.4.4.
In the description based on Y , both the branes, and the action of braiding on them

is geometric, so we can simply start with a link and a choice of projection to the surface
A D R � S1. A link contained in a three ball in R2 � S1 is equivalent to the same link in
R3, and projects to a contractible patch on A.

To translate the link to a pair of A-branes, start by choosing bicoloring of the link
projection, such that each of its components has an equal number of red and blue segments,
and the red always underpass the blue. For a link component colored by a representation Vi

of Lg, place a puncture colored by its highest weight �i where a blue segment begins and
its conjugate ��

i where it ends; the orientation of the link component distinguishes the two.
The mirror Lagrangians IU andBEU are obtained by replacing all the blue segments by the
interval branes, and all the red segments by figure-eight branes, related by equivariant mirror
symmetry to minuscule Grassmannian branes. This data determines both Y and the branes
on it we need. The variant of the second step, applicable for Lie superalgebras, is described
in [5].
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Figure 8

A bicoloring of the left-handed trefoil.

Equivariant mirror symmetry predicts that a homological link invariant is the space
of morphisms

Hom�;�
DY

.BEU; IU/ D

M
k2Z; Ed2ZrkC1

HomDY

�
BEU; IUŒk�¹ Edº

�
; (5.11)

the cohomology of the Floer complex of the two branes. In what follows, will explain how
to compute it.

Figure 9

The branes corresponding to the left-handed trefoil in Lg D su2. The knot was isotoped relative to Figure 8.

5.4.5.
To evaluate the Euler characteristic of the homology in (5.11), one simply counts

intersection points of Lagrangians, keeping track of gradings. For links inR3, the equivariant
grading in (5.11) collapses to a Z-grading. The Euler characteristic becomes

�.BEU; IU/ D

M
P 2BEU\IU

.�1/M.P /qJ.P /; (5.12)

where M.P / and J.P / are the Maslov and c0-grading of the point P ; as in Heegard–Floer
theory, there are purely combinatorial formulas for them [3,5]. Mirror symmetry implies that
this is the Uq.Lg/ invariant of the link in R3.
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The fact that for Lg D su2 the graded count of intersection points in (5.12) repro-
duces the Jones polynomial is a theorem of Bigelow [15], building on the work of Lawrence
[56–58]. Bigelow also proved the statement for Lg D suN with links colored by the defin-
ing representation [16]. The equivariant homological mirror symmetry explains the origin of
Bigelow’s peculiar construction, and generalizes it to other Uq.Lg/ link invariants.1

5.4.6.
The action of the differentialQ on the Floer complex, defined by counting holomor-

phic maps from a disk D to Y with boundaries on the pair of Lagrangians, should have a
reformulation [2] in terms of counting holomorphic curves embedded in D � A with certain
properties, generalizing the cylindrical formulation of Heegard–Floer theory due to Lipshitz
[59]. The curve must have a projection to D as a d D

P
a da-fold cover, with branching

only between components of one color, and a projection to A as a domain with boundaries
on one-dimensional Lagrangians of matching colors. In addition, the potential W must pull
back to D as a regular holomorphic function. Computing the action of Q in this framework
reduces to solving a sequence of well defined, but hard, problems in complex analysis in
one dimension, which are applications of the Riemannian mapping theorem, similar to that
in [63].

6. Homological link invariants from A-branes

To compute the link homology groups

Hom�;�
DY

.BEU; IU/; (6.1)

we will make use of mirror symmetry which relates X and Y and is the equivalence of
categories

DX Š DA Š DY ; (6.2)

proven in [4]. A basic virtue of mirror symmetry is that it sums up holomorphic curve counts.
In our case, it solves all the disk-counting problems required to find the action of the differ-
ential Q on the Floer complex underlying (6.1).

6.1. The algebra of A-branes
As in the simplest examples of homological mirror symmetry, DX and DY are both

generated by a finite set of branes.

6.1.1.
From perspective of Y , the generating set of branes come from products of real line

Lagrangians on A, colored by d D
P

a da simple roots. The brane is unchanged by reorder-
ing a pair of its neighboring Lagrangian components, provided they are colored by roots

1 In [60], Bigelow’s representation of the Jones polynomial, specialized to q D 1, was related
to the Euler characteristic of symplectic Khovanov homology of [73].
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which are not linked in the Dynkin diagram hLea;L ebi D 0. It is also unchanged by passing
a component colored by Lea across a puncture colored by a weight �i with hLea; �i i D 0.

There is a generating brane

TC D Ti1 � � � � � Tid 2 DY ;

for every inequivalent ordering of d colored real lines on the cylinder. Their direct sum

T D

M
C

TC 2 DY ;

is the generator of DY which is mirror to the tilting vector bundle on X , which generates
DX . This generalizes the simplest example of mirror symmetry from Section 5.1. As before,
we will be denoting branes on X and on Y related by homological mirror symmetry by the
same letter.

6.1.2.
Awell known phenomenon in mirror symmetry is that it may introduce Lagrangians

with an extra structure of a local system, a nontrivial flat U.1/ bundle. The mirror of a struc-
ture sheaf of a generic point, in our model example of mirror symmetry from Section 5.1, is
a Lagrangian of this sort.

Here, we find a generalization of this [4]. The pair of adjoint functors h� and h�

that relate DY with its equivariant mirror DX equip each T -brane with a vector bundle or,
more precisely, with a local system of modules for a graded algebra B. The algebra is a
product B D

Nrk
aD1 Bda

, where Bd has a representation as the quotient of the algebra of
polynomials in d variables z1; : : : ; zd which sets their symmetric functions to zero. The z’s
have equivariant q-degree equal to one.

As a consequence, the downstairs theory is not simply the Fukaya category of Y ,
but a Fukaya category with coefficients [4]: Floer complexes assign to each intersection point
P 2 L0 \ L1 a vector space homB.ƒ0jP ; ƒ1jP / of homomorphisms of B-modules ƒ0;1

whichL0;1 are equipped with. The cup and cap branesEU and IU comewith trivial modules
for B. The TC branes correspond to modules for B equal to B itself.

6.1.3.
Since the TC -branes are noncompact, defining the Hom’s between them requires

care. The Hom’s
HomDY

�
TC ; T 0

C Œk�¹ Edº
�

D HF
�
T

�

C
; T 0

C Œk�¹ Edº
�

are defined through a perturbation of TC which induces wrapping near infinities of A, as in
Figure 4, and other examples of wrapped Fukaya categories.

The Floer cohomology groups HF are cohomology groups of the Floer complex
whose generators are intersection points of the TC branes, with coefficients in B. The gen-
erators all have homological degree zero, so the Floer differential is trivial, and

HomDY

�
TC ; TC 0 Œk�¹ Edº

�
D 0; for all k ¤ 0 and all Ed : (6.3)
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The Floer product on DY makes

A D Hom�
DY

.T; T / D

M
C ;C 0

M
Ed2ZrkC1

HomDX

�
TC ; TC 0¹ Edº

�
into an algebra, which is an ordinary associative algebra, graded only by equivariant degrees.

6.1.4.
The vanishing in (6.3) mirrors the tilting property of T viewed as the generator

ofDX . The tilting vector bundle T 2 DX is inherited from the Bezrukavnikov–Kaledin tilting
bundle T on X;

T D

M
C

TC 2 DX ;

from Section 4.4, as the image of the f � functor, which is tensoring with the structure sheaf
of X and restriction, f �T D T 2 DX . The endomorphism of the upstairs tilting generator
T ;

A D Hom�
DX

.T ; T /;

is the cylindrical KLRW algebra.
Since T is a vector bundle on X, the center of A is the algebra of holomorphic

functions on X. The downstairs algebra is a quotient of the upstairs one, by a two-sided
ideal

A D A =I : (6.4)

The ideal I is generated by holomorphic functions that vanish on the core X .

6.1.5.
The cKLRW algebra A is defined as an algebra of colored strands on a cylinder,

decorated with dots, where composition is represented by stacking cylinders and rescaling
[80]. The local algebra relations are those of the ordinary KLRW algebra from [78]. Placing
the theory on the cylinder, it gets additional gradings by the winding number of strands of a
given color, corresponding to the equivariant ƒ-action on X.

The elements of the algebraA D A =I have a geometric interpretation by recalling
the Floer complex CF�.TC ; TC 0/ is fundamentally generated by paths rather the intersec-
tion points. The S1 of the algebra cylinder is the S1 in the Riemann surface A; its vertical
direction parameterizes the path. The geometric intersection points of the T -branes on A

correspond to strings in A. The flat bundle morphisms, a copy of B for each geometric inter-
section point, dress the strings by dots of the same color. The algebra B is the quotient, of
the subalgebra of A generated by dots, by the ideal I of their symmetric functions.

6.2. The meaning of link homology
Since T D

L
C TC generates DY , like every Lagrangian in DY , the BEU brane

has a description as a complex

BEU Š � � �
t1
�! BE1.T /

t0
�! BE0.T /; (6.5)
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every term of which is a direct sum of TC -branes. The complex is the projective resolution
of the BEU brane. It describes how to get the BEU 2 DY brane by starting with the direct
sum brane

BE.T / D

M
k

BEk.T /Œk�; (6.6)

with a trivial differential, and taking iterated cones over elements tk 2 A. This deforms the
differential to

QA D

X
k

tk 2 A; (6.7)

which takes
QA W BE.T / ! BE.T /Œ1�;

as a cohomological degree 1 and equivariant degree 0 operator, which squares to zeroQ2
A D 0

in the algebra A.

6.2.1.
The category of A-branes DY has a second, Koszul dual set of generators, which

are the vanishing cycle branes I D
L

C IC of [2]. The I - and the T -branes are dual in the
sense that the only nonvanishing morphisms from the T - to the I -branes are

HomDY
.TC ; IC 0/ D CıC ;C 0 : (6.8)

The IC -branes and the T C -branes are, respectively, the simple and the projective modules
of the algebra A.

6.2.2.
Among the I -branes, we find the branes IU 2 DY which serve as cups. This is a

wonderful simplification because it implies that from the complex in (6.5), we get for free a
complex of vector spaces:

0 ! homA

�
BE0.T /; IU¹ Edº

� t0
�! homA

�
BE1.T /; IU¹ Edº

� t1
�! � � � : (6.9)

The maps in the complex (6.9) are induced from the complex in (6.5). The cohomologies of
this complex are the link homologies we are after,

HomDY

�
BEU; IUŒk�¹ Edº

�
D H k

�
homA.BEU; IU/

�
: (6.10)

6.2.3.
We learn that link homology captures only a small part of the geometry of BEU,

the braided cup brane, or more precisely, of the complex that resolves it. Because the T -
branes are dual to the I -branes by (6.8), almost all terms in the complex (6.9) vanish. The
cohomology (6.10) of small complex that remains is the Uq.Lg/ link homology.
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6.2.4.
The complex (6.9) itself has a geometric interpretation as the Floer complex,

CF�;�.BEU; IU/:

Namely, the vector space at the kth term of the complex

homA

�
BEk.T /; IU¹ Edº

�
is identified, by construction described in section 6.3, with that spanned by the intersection
points of the BEU brane and the IU brane, of cohomological degree Œk� and equivariant
degree ¹ Edº.

The maps in the complex

� � �
tk�1
��! homA

�
BEk.T /; IU¹ Edº

� tk
�! homA

�
BEkC1.T /; IU¹ Edº

� tkC1
���! � � �

encode the action of the Floer differential. A priori, computing these requires counting holo-
morphic disk instantons. In our case, mirror symmetry (6.2) has summed them up.

6.3. Projective resolutions from geometry
The projective resolution in (6.5) encodes all the Uq.Lg/ link homology, and more.

Finding the resolution requires solving two problems, both in general difficult. We will solve
simultaneously [5].

6.3.1.
The first problem is to compute which module of the algebra A the braneBEU gets

mapped to by the Yoneda functor

L 2 DY ! Hom�;�
DY

.T; L/ 2 DA:

This functor, which is the source of the equivalence DY Š DA, maps a brane L to a right
module for A, on which the algebra acts as

Hom�;�
DY

.T; L/ ˝ Hom�
DY

.T; T / ! Hom�;�
DY

.T; L/:

Evaluating this action requires counting disk instantons.

6.3.2.
The second problem is to find the resolution of this module, as in (6.5). The Yoneda

functor maps the TC branes to projective modules of the algebra A, so the resolution in (6.5)
is a projective resolution of the A module corresponding to the BEU brane. This problem
is known to be solvable, however, only formally so, by infinite bar resolutions.

6.3.3.
In our setting, these two problems get solved together. Fortune smiles since the

BEU 2 DY branes are products of d one-dimensional Lagrangians on A, for which the
complex resolving brane (6.5) can be deduced explicitly, from the geometry of the brane.
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6.3.4.
Take a pair of branes L0 and L00 on Y which are products of d one-dimensional

Lagrangians on A, chosen to coincide up to one of their factors. Up to permutation, we can
take

L0
D L1 � L2 � � � � � Ld ; L00

D L00
1 � L2 � � � � � Ld :

If L0
1 and L00

1 (which are necessarily of the same color) intersect over a point p 2 L0
1 \ L00

1

of Maslov index zero, we get a new one dimensional Lagrangian L1 which is a cone over p,

L1 D Cone.p/ D L0
1

p
�! L00

1;

as well as a new d -dimensional Lagrangian L on Y given by

L D L1 � L2 � � � � � Ld : (6.11)

The Lagrangian is a cone over the intersection point P of L0 and L00 which is of the form

P D .p; idL2 ; : : : ; idLd
/ 2 L0

\ L00; (6.12)

and which also has Maslov index zero, L D Cone.P /.
Conversely, any L brane which is of the product form in (6.11) can be written as a

complex [11]

L Š L0 P
�! L00 (6.13)

with an explicit map P coming from a one-dimensional intersection point in one of its fac-
tors, as in (6.12).

6.3.5.
To find the projective resolution of the BEU brane in (6.5), start by isotoping the

brane, by stretching it straight along the cylinder.
Let the brane break at the two infinities of A, to get the direct sum brane BE.T /

in (6.6), on which the complex is based. To find the maps in the complex, record how the
brane breaks, iterating the above construction, one one-dimensional intersection point at the
time. Every intersection point of the form (6.12) translates to a specific element of the algebra
A and a specificmap in the complex. The result is a product of d one-dimensional complexes,
which describes factors of BEU, and captures almost all the terms in the differential QA.
The remaining ones follow, up to quasi-isomorphisms, by asking that the differential closes
Q2

A D 0 in the algebra A. The fact that not all terms in QA are geometric is a general feature
of d > 1 theories.

In practice, it is convenient to first break the brane one of the two infinities of A,
and only then on the other. The branes at the intermediate stage are images, under the h�

functor, of stable basis branes [7, 61] on DX . The stable basis branes play a similar role to
that of Verma modules in category O. The detailed algorithm is given in [5].
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6.3.6.
As an example, take the left-handed trefoil and Lg D su2, which leads to the brane

configuration from Figure 9. For simplicity, consider the reduced knot homology, where the
unknot homology is set to be trivial. As in Heegard-Floer theory, this corresponds to erasing
a component from the BEU and the IU branes, and leads to Figure 10. This also brings
us back to the setting of our running example, where Y is the equivariant mirror to X, the
resolution of the An�1 surface singularity, with n D 4.

Figure 10

Resolution of the BEU brane corresponding to the reduced trefoil. The axis of the cylinder A is oriented
vertically here; the branes do not wind around the S1.

The corresponding algebra A D
Ln�1

i;j D0 Hom
�
DY

.Ti ; Tj / is the path algebra of
an affine An�1 quiver, whose nodes correspond to Ti branes. The arrows aiC1;i 2

HomDY
.Ti ;TiC1/ and bi;iC1 2HomDY

.TiC1;Ti ¹1º/ satisfy ai;i�1bi�1;i D 0 D bi;iC1aiC1;i ,
with i defined modulo n. The a’s and b’s correspond to intersections of T -branes, near one
or the other infinity of A; we have suppressed their ƒ-equivariant degrees.

Isotope the BEU brane straight along the cylinder A. Let it break into T -branes,
as in Figure 10, while recording how the brane breaks, one connected sum at a time. Every
connected sum of a pair of T -branes is a cone over their intersection point, at one of the two
infinities of A, and a specific element of the algebra A. This leads to the complex

which closes by the A-algebra relations.
The reduced homology of the trefoil is the cohomology of the complex

homA.BE�; IU¹dº/ in (6.9). The only non-zero contributions come from the T2 brane,
since the cup brane IU D I2 is dual to it. All the maps evaluate to zero, as IU brane is a
simple module for A. As a consequence,

HomDY

�
BEU; IUŒk�¹dº

�
D H k.homA

�
BE�; I2¹dº

�
/;
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equals to Z only for .k; d/ D .0; 0/; .2; �2/; .3; �3/, and vanishes otherwise. Here, k D M

is the Maslov or cohomological degree and d D J the Jones grading. This is the reduced
Khovanov homology of the left-handed trefoil, up to regrading: Khovanov’s .i; j / gradings
are related to .M; J / by i D M C 2J C i0 and j D 2J C j0 where i0 D 0, j0 D d C nC �

n�, where nC D 0, n� D 3 are the numbers of positive and negative crossings, and d D 1

is the dimension of Y [2].

6.3.7.
The theory extends to non-simply-laced Lie algebras, and to Lie superalgebras glmjn

and spmj2n, as described in [5]. The algebra A corresponding to Lg which is a Lie superal-
gebra, is not an ordinary associative algebra but a differential graded algebra; the projective
resolutions are then in terms of twisted complexes. This section gives a method for solving
the theory which is new even for Lg D gl1j1, corresponding to Heegard-Floer theory. The
solution differs from that in [65], in particular since our Heegard surface is A D R � S1,
independent of the link.
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1. Introduction

The celebrated Poincaré–Hopf theorem implies that the vanishing locus of a suitably
generic vector field on a closed, smoothmanifoldM is topologically constrained: the number
of points at which a generic vector field vanishes is equal to the Euler characteristic ofM .
More generally, one may ask: given a vector bundle E on a compact smooth manifold, what
sorts of constraints are present on the topology of vanishing loci of generic sections? IfM
is a connected, closed, smooth manifold of dimension d and E is a rank r vector bundle
on M , then by the corank of E we will mean the difference d � r . The classical work of
Eilenberg, Stiefel, Steenrod, and Whitney laid down the foundations for results restricting
the topology of vanishing loci of generic sections for bundles of a fixed corank; these results
appear essentially in modern form in Steenrod’s book [57]. For example, one knows that if
the corank of E is negative, then E admits a nowhere vanishing section and if the corank
of E is 0, then a generic section vanishes at a finite set of points, and the cardinality of
that finite set is determined by purely cohomological data (the Euler class of E and the
corresponding Euler number ofE). The situation becomes more interesting when the corank
of E is positive, to which we will return momentarily.

In the mid-1950s, Serre created a dictionary between the theory of vector bundles
in topology and the theory of projective modules over a commutative ring [55, 56]. Echo-
ing M.M. Postnikov’s MathSciNet review of Serre’s paper, J. F. Adams prosaically wrote
in his review of H. Bass’ paper [22]: “This leads to the following programme: take defini-
tions, constructions and theorems from bundle-theory; express them as particular cases of
definitions, constructions and statements about finitely-generated projective modules over a
general ring; and finally, try to prove the statements under suitable assumptions”. One of the
results Serre presented to illustrate this dictionary was the algebro-geometric analog of exis-
tence of nowhere vanishing sections for negative corank projective modules, now frequently
referred to as Serre’s splitting theorem, which we recall in algebro-geometric formulation:
if E is a rank r vector bundle over a Noetherian affine scheme X of dimension d , then when
r > d , E Š E 0 ˚ OX .

After the Pontryagin–Steenrod representability theorem, topological vector bundles
on smoothmanifolds (or spaces having the homotopy type of a CWcomplex) can be analyzed
using homotopy theoretic techniques. Extending Serre’s analogy further and using celebrated
work of Bass, Quillen, Suslin, and Lindel, F. Morel showed that algebraic vector bundles on
smooth affine varieties could be studied using an algebro-geometric homotopy theory: the
Morel–Voevodsky motivic homotopy theory. In this note, we survey recent developments
in the theory of algebraic vector bundles motivated by this circle of ideas, making sure to
indicate the striking analogies between topology and algebraic geometry.

To give the reader a taste of the methods we will use, we mention two results here.
First, we state an improvement of Serre’s splitting theoremmentioned above (for the moment
it suffices to know that A1-cohomological dimension is bounded above by Krull dimension,
but can be strictly smaller). Second, we will discuss the splitting problem for projective
modules in corank 1, which goes beyond any classical results.
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Theorem 1.1. If k is a field, andX is a smooth affine k-scheme ofA1-cohomological dimen-
sion � d , then any rank r > d bundle splits off a trivial rank 1 summand.

Conjecture 1.2. Assume k is an algebraically closed field, and X D SpecR is a smooth
affine k-variety of dimension d . A rank d � 1 vector bundle E on X splits off a free rank 1
summand if and only if 0 D cd�1.E/ 2 CHd�1.X/.

In Theorem 4.12 we verify Conjecture 1.2 in case d D 3; 4 (and k has characteristic
not equal to 2). To motivate the techniques used to establish these results, we begin by ana-
lyzing topological variants of these conjectures. We close this note with a discussion of joint
work with Mike Hopkins which addresses the difficult problem of constructing interesting
low rank vector bundles on “simple” algebraic varieties. As with any survey, this one reflects
the biases and knowledge of the authors. Limitations of space have prevented us from talking
about a number of very exciting and closely related topics.

2. A few topological stories

In this section, we recall a few topological constructions that elucidate the ap-
proaches we use to analyze corresponding algebro-geometric questions studied later.

2.1. Moore–Postnikov factorizations
Suppose f WE !B is a morphism of pointed, connected topological spaces having

the homotopy type of CW complexes that induces an isomorphism of fundamental groups
(for simplicity of discussion). Write F for the “homotopy” fiber of f , so that there is a fiber
sequence

F ! E
f
! B

yielding a long exact sequence relating the homotopy of F , E, and B .
A basic question that arises repeatedly is the following: given a mapM ! B , when

can it be lifted along f to a map M ! E? To approach this problem, one method is to
factor f in such a way as to break the original lifting problem into simpler problems where
existence of a lift can be checked by, say, cohomological means.

One systematic approach to analyzing this question was laid out in the work of
Moore–Postnikov. In this case, one factors f so as to build E out of B by sequentially
adding higher homotopy of f (keeping track of the induced action of �1.E/ Š �1.B/ on
the fiber). In more detail, the Moore–Postnikov tower of f consists of a sequence of spaces
��if , i � 0 and morphisms fitting into the following diagram:

E

��zz $$
� � � // ��iC1f //

$$

��if

��

// ��i�1f

zz

// � � �

B:

(2.1)
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The key properties of this factorization are that (i) the composite maps E ! ��if ! B

all coincide with f , (ii) the maps E ! ��if induce isomorphisms on homotopy groups
in degrees � i , (iii) the maps ��if ! B induce isomorphisms on homotopy in degrees
> i C 1, and (iv) there is a homotopy pullback diagram of the form

��if //

��

B�1.E/

��
��i�1f // K�1.E/.�i .F /; i C 1/:

(2.2)

In particular, the morphism ��if ! ��i�1f is a twisted principal fibration, which means
that a morphism M ! ��i�1f lifts along the tower if and only if the composite
M ! K�1.E/.�i .F /; i C 1/ lifts to B�1.E/. The latter map amounts to a cohomology
class on M with coefficients in a local coefficient system; this cohomology class is pulled
back from a “universal example” the k-invariant at the corresponding stage. If the obstruc-
tion vanishes, a lift exists. Lifts are not unique in general, but the ambiguity in choice of a
lift can also be described.

2.2. The topological splitting problem
In this section, to motivate some of the algebro-geometric results we will describe

later, we review the problem of deciding whether a bundle of corank 0 or 1 on a closed
smooth manifoldM of dimension d C 1 has a nowhere vanishing section. We now phrase
this problem as a lifting problem of the type described in the preceding section.

In this case, the relevant lifting problem is:

BO.d � 1/

f

��
M

'
//

9‹

::

BO.d/:

To analyze the lifting problem, we describe the Moore–Postnikov factorization of f . The
homotopy fiber of f coincides with the standard sphere Sd�1 Š O.d/=O.d � 1/.

The stabilization map O.d � 1/ ! O.d/ is compatible with the determinant, and
there are thus induced isomorphisms �1.BO.d � 1// ! �1.BO.d// Š Z=2 compatible
with f . Note, however, that the action of Z=2 on the higher homotopy of BO.d/ depends
on the parity of d : when d is odd the action is trivial, while if d is even the action is nontrivial
in general and even fails to be nilpotent. Of course, Sd�1 is .d � 2/-connected.

Remark 2.1. At this stage, the fact that bundles of negative corank on spaces have the homo-
topy type of a CW complex of dimension d follows immediately from obstruction theory
granted the assertion that the sphere S r is an .r � 1/-connected space in conjunction with
the fact that negative corank means r > d .

In order to write down obstructions, we need some information about the homotopy
of spheres: the first nonvanishing homotopy group of Sd�1 is �d�1.S

d�1/ which coincides
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with Z for all d � 2 (via the degree map). Likewise, �d .S
d�1/ is Z if d D 3 and Z=2 if

d > 3 and is generated by a suitable suspension of the classical Hopf map � W S3 ! S2.
Assume now X is a space having the homotopy type of a finite CW complex of

dimension d C 1 for some fixed integer d � 2 (to eliminate some uninteresting cases) and
� W X ! BO.d/ classifies a rank d vector bundle on X . The first nonzero k-invariant for f
yields a map X ! KZ=2.�d�1.S

d�1/; d/, i.e., an element

e.�/ 2 Hd
�
X;ZŒ��

�
called the (twisted) Euler class, where ZŒ�� is Z twisted by the orientation character �
defined by applying �1 to the morphism X ! BO.d/ ! B.Z=2/.

Assuming this primary obstruction vanishes, one may choose a lift to the next
stage of the Postnikov tower. If we fix a lift, then there is a well-defined secondary obstruc-
tion to lifting, that comes from the next k-invariant: this obstruction is given by a map
X ! KZ=2.�d .S

d�1/; d C 1/, i.e., a cohomology class in HdC1.X;ZŒ��/ if d D 3 or
HdC1.X;Z=2/ if d ¤ 3; in the latter case the choice of orientation character no longer
affects this cohomology group.

If one tracks the effect of choice of lift on the obstruction class described above, one
obtains a map KZ=2.�d�1.S

d�1/; d � 1/ ! KZ=2.�d .S
d�1/; d C 1/, which is a twisted

cohomology operation. If d D 3, the map in question is a twisted version of the Pontryagin
squaring operation, while if d > 3 the operation can be described as Sq2

Cw2[, where w2

is the second Stiefel–Whitney class of the bundle. In that case, the secondary obstruction
yields a well-defined coset in

o2.�/ 2 HdC1.X;Z=2/=.Sq2
C w2[/Hd�1

�
X;ZŒ��

�
This description of the primary and secondary obstructions was laid out carefully by the
early 1950s by S.D. Liao [37].

Finally, the dimension assumption on X guarantees that a lift of � along f exists if
and only if these two obstructions vanish. In principle, this kind of analysis can be continued,
though the calculations become more involved as the indeterminacy created by successive
choices of lifts becomes harder to control and information about higher unstable homotopy
of spheres is also harder to obtain. For a thorough treatment of this and even more general
situations, we refer the reader to [61].

Remark 2.2. The analysis of the obstructions can be improved by organizing the calcu-
lations differently. The Moore–Postnikov factorization has the effect of factoring a map
f WX ! Y as a tower of fibrations where the relevant fibers are Eilenberg–Mac Lane spaces.
However, there are many other ways to produce factorizations of f with different constraints
on the “cohomological” properties of pieces of the tower.

3. A quick review of motivic homotopy theory

Motivic homotopy theory, introduced by F. Morel and V. Voevodsky [41], provides a
homotopy theory for schemes over a base. While there are a number of different approaches

2150 A. Asok and J. Fasel



to constructing the motivic homotopy category that work in great generality, we work in a
very concrete situation. By an algebraic variety over a field k, we will mean a separated,
finite type, reduced k-scheme. We write Smk for the category of smooth algebraic varieties;
for later use, we will also write Smaff

k for the full subcategory of Smk consisting of affine
schemes.

The category Smk is “too small” to do homotopy theory, in the sense that various
natural categorical constructions one would like to make (increasing unions, quotients by
subspaces, etc.) can leave the category. As such, one first enlarges Smk to a suitable category
Spck of “spaces”; one may take Spck to be the category of simplicial presheaves on Smk and
the functor Smk ! Spck is given by the Yoneda embedding followed by the functor viewing
a presheaf on Smk as a constant simplicial presheaf.

3.1. Homotopical sheaf theory
Passing to Spck has the effect of destroying certain colimits that one would like to

retain. To recover the colimits that have been lost, one localizes Spck and passes to a suitable
“local” homotopy category of the sort first studied in detail byK. Brown–S. Gersten, A. Joyal,
and J. F. Jardine: one fixes a Grothendieck topology � on Smk and inverts the so-called
� -local weak equivalences on Spck ; we refer the reader to [34] for a textbook treatment. We
write H� .k/ for the resulting localization of Spck . If X 2 Spck , then a base-point for X

is a morphism x W Spec k ! X splitting the structure morphism. There is an associated
pointed homotopy category and these homotopy categories can be thought of as providing a
convenient framework for “nonabelian” homological algebra.

Henceforth, we take � to be the Nisnevich topology (which is finer than the Zariski
topology, but coarser than the étale topology). For the purposes of this note, it suffices to
observe that the Nisnevich cohomological dimension of a k-scheme is equal to its Krull
dimension, like the Zariski topology.

In the category of pointed spaces, we can make sense of wedge sums and smash
products, just as in ordinary topology. We also define spheres S i , i � 0, as the constant
simplicial presheaves corresponding to the simplicial sets S i . For any pointed space .X ; x/,
we define its homotopy sheaves �i .X ; x/ as the Nisnevich sheaves associated with the
presheaves on Smk defined by

U 7! homHNis.k/.S
i
^UC;X ; x/I

here the subscript C means adjoint a disjoint base-point. These homotopy sheaves may be
used to formulate a Whitehead theorem.

If G is a Nisnevich sheaf of groups on Smk , then there is a classifying space BG
such that for any smooth k-scheme X one has a functorial identification of pointed sets of
the form

homHNis.k/.X;BG/ D H1
Nis.X;G/:

For later use, we set

Vectn.X/ WD H1
Zar.X;GLn/ D H1

Nis.X;GLn/ D homHNis.k/.X;BGLn/I
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where we as usual identify isomorphism classes of rank n vector bundles locally trivial with
respect to the Zariski topology on X with GLn-torsors (and the choice of topology does not
matter).

IfA is anyNisnevich sheaf of abelian groups on Smk , then for any integer n� 0 there
are Eilenberg–Mac Lane spaces K.A; n/, i.e., spaces with exactly one nonvanishing homo-
topy sheaf, appearing in degree n, isomorphic toA. For such spaces, homHNis.k/.X;K.A; n//
has a natural abelian group structure, and there are functorial isomorphisms of abelian groups

homHNis.k/

�
X;K.A; n/

�
D Hn

Nis.X;A/:

With this definition, for essentially formal reasons there is a suspension isomorphism for
Nisnevich cohomology with respect to the suspension S1

^ .�/.

3.2. The motivic homotopy category
The motivic homotopy category is obtained as a further localization of HNis.k/: one

localizes at the projectionmorphismsX � A1 ! X . Wewrite H.k/ for the resulting homo-
topy category; isomorphisms in this category will be referred to as A1-weak equivalences.
Following the notation in classical homotopy theory, we write

ŒX ;Y �A1 WD homH.k/.X ;Y /

and refer to this set as the set of A1-homotopy classes of maps from X to Y .
If X is a space, we will write �A1

0 .X / for the Nisnevich sheaf associated with the
presheafU 7! ŒU;X �A1 on Smk ; we refer to�A1

0 .X / as the sheaf of connected components,
and we say that X is A1-connected if �A1

0 .X / is the sheaf Spec.k/.
We consider Gm as a pointed space, with base point its identity section 1. In that

case, we define motivic spheres

S i;j
WD S i

^ G^ j
m :

We caution the reader that there are a number of different indexing conventions used for
motivic spheres. One defines bigraded homotopy sheaves �A1

i;j .X ; x/ for any pointed space
as the Nisnevich sheaves associated with the presheaves on Smk

U 7!
�
S i;j

^UC;X
�

A1 I

we write �A1

i .X ; x/ for �A1

i;0 .X /. We will say that a pointed space .X ; x/ is
A1-k-connected for some integer k � 1 if it is A1-connected and the sheaves �A1

i .X ; x/

are trivial for 1 � i � k. Because of the form of the Whitehead theorem in the Nisnevich
local homotopy category, the sheaves �A1

i .�/ detect A1-weak equivalences.
We write ��

k
for the cosimplicial affine space with

�n
k WD Spec kŒx0; : : : ; xn�=

�X
i

xi D 1

�
:

For any space X , we write SingA1

X for the space diag hom.��;X /. There is a canonical
mapX ! SingA1

X and the space SingA1

X is called the singular construction onX . For
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a smooth scheme U , the set of connected components �0.SingA1

X .U // will be called the
set of naive A1-homotopy classes of maps U ! X (by construction, it is the quotient of the
set of morphisms U ! X by the equivalence relation generated by maps U � A1 ! X ).
Again, by definition there is a comparison morphism

�0.SingA1

X .U // ! ŒU;X �A1 : (3.1)

Typically, the map (3.1) is far from being a bijection.

3.3. A1-weak equivalences
We now give a number of examples of A1-weak equivalences, highlighting some

examples and constructions that will be important in the sequel.

Example 3.1. A smooth k-scheme X is called A1-contractible if the structure morphism
X ! Speck is an A1-weak equivalence. By construction, An is an A1-contractible smooth
k-scheme. However, there are a plethora of A1-contractible smooth k-schemes that are non-
isomorphic to An. For instance, the Russell cubic threefold, defined by the hypersurface
equation x C x2y C z2 C t3 D 0 is known to be nonisomorphic to affine space and also
A1-contractible [28]. See [16] for a survey of further examples.

Example 3.2. If f W X ! Y is a Nisnevich locally trivial morphism with fibers that are
A1-contractible smooth k-schemes, then f is an A1-weak equivalence. Thus, the projection
morphism for a vector bundle is an A1-weak equivalence. A vector bundle E over a scheme
X can be seen as a commutative algebraic X -group scheme, so we may speak of E-torsors;
E-torsors are classified by the coherent cohomology group H1.X; E / (in particular, vector
bundle torsors over affine schemes may always be trivialized). Vector bundle torsors are
Zariski locally trivial fiber bundles with fibers isomorphic to affine spaces, and the projection
morphism for a vector bundle torsor is an A1-weak equivalence.

By an affine vector bundle torsor over a schemeX wewill mean a torsor � W Y !X

for some vector bundle E on X such that Y is an affine scheme. Jouanolou proved [35,

Lemme 1.5] that any quasiprojective variety admits an affine vector bundle torsor. Thomason
[63, Proposition 4.4] generalized Jouanolou’s observation, and the following result is a special
case of his results.

Lemma 3.3 (Jouanolou–Thomason homotopy lemma). If X is a smooth k-variety, then X
admits an affine vector bundle torsor. In particular, any smooth k-variety is isomorphic in
H.k/ to a smooth affine variety.

Definition 3.4. By a Jouanolou device for a smooth k-variety X we will mean a choice of
an affine vector bundle torsor p W Y ! X .

Example 3.5. WhenX D P n there is a very simple construction of a “standard” Jouanolou
device QP n. Geometrically, the standard Jouanolou device for P n may be described as the
complement of the incidence divisor inP n � P n where the second projective space is viewed
as the dual of the first, with structure morphism the projection onto either factor.
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Example 3.6. If X is a smooth projective variety of dimension d , then we may choose a
finite morphism  W X ! P d . Pulling back the standard Jouanolou device for P d along  ,
we see that X admits a Jouanolou device QX of dimension 2d .

Example 3.7. For n 2 N, consider the smooth affine k-schemeQ2n�1 defined as the hyper-
surface in A2n

k
given by the equation

Pn
iD1 xiyi D 1. Projecting onto the first n-factors, we

obtain a map p W Q2n�1 ! An X 0 which one may check is an affine vector bundle torsor.
For any integer n� 0, An X 0 is A1-weakly equivalent to Sn�1;n (see [41, §3.2, Example 2.20])
and consequentlyQ2n�1 is A1-weakly equivalent to Sn�1;n as well.

Example 3.8. For n 2 N, consider the smooth affine k-scheme Q2n defined as the hyper-
surface in A2nC1

k
given by the equation

nX
iD1

xiyi D z.1 � z/:

The variety Q2 is isomorphic to the standard Jouanolou device over P 1. The variety P 1 is
A1-weakly equivalent to S1;1 and thereforeQ2 is A1-weakly equivalent to S1;1 as well. For
n � 2, one knows thatQ2n is A1-weakly equivalent to Sn;n [2, Theorem 2].

3.4. Representability results
If F is a presheaf on Smk , we will say that F is A1-invariant (resp. A1-invariant

on affines) if the pullback map F .X/ ! F .X � A1/ is an isomorphism for all X 2 Smk

(resp. X 2 Smaff
k ). A necessary condition for a cohomology theory on smooth schemes to

be representable in H.k/ is that it is A1-invariant and has a Mayer–Vietoris property with
respect to the Nisnevich topology. One of the first functors that one encounters with these
properties is that which assigns to a smooth k-scheme its Picard group.Morel andVoevodsky
showed [41, §4 Proposition 3.8] that ifX is a smooth k-scheme, then theA1-weak equivalence
P 1 ! BGm induces a bijection ŒX;P 1�A1 Š Pic.X/.

If A is a sheaf of abelian groups on Smk , then the functors Hi
Nis.�;A/ frequently

fail to be A1-invariant (taking A D Ga gives a simple example) and therefore fail to be
representable on Smk . The situation above whereAD Gm provides the prototypical example
of a sheaf whose cohomology is A1-invariant (here the zeroth cohomology is the presheaf
of units, which is even A1-invariant on reduced schemes). Following Morel and Voevodsky,
we distinguish the cases where sheaf cohomology is A1-invariant.

Definition 3.9. A sheaf of groups G on Smk is called strongly A1-invariant if for i D 0; 1

the functors Hi
Nis.�;G/ on Smk are A1-invariant. A sheaf of abelian groups A on Smk is

called strictly A1-invariant if for all i � 0 the functors Hi
Nis.�;A/ on Smk are A1-invariant.

The fundamental work of Morel, which we will review shortly, demonstrates the
key role played by strongly and strictly A1-invariant sheaves. Nevertheless, various natural
functors of geometric origin fail to be A1-invariant on smooth schemes.
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Example 3.10. If r � 2, then the functor H1
Nis.�; GLr / fails to be A1-invariant on all

schemes. For an explicit example, consider the simplest case. By a theorem of Dedekind–
Weber frequently attributed to Grothendieck every rank n vector bundle on P 1 is isomorphic
to a unique line bundle of the form

Ln
iD1 O.ai / with the ai weakly increasing. On the other

hand, consider P 1 � A1 with coordinates t and x. The matrix 
t x

0 t�1

!
determines a rank 2 vector bundle on P 1 � A1 whose restriction to P 1 � 0 is O.1/˚ O.�1/

and whose restriction to P 1 � 1 is O ˚ O. In contrast, Lindel’s theorem affirming the Bass–
Quillen conjecture in the geometric case shows that H1

Nis.�;GLr / is A1-invariant on affines.
The next result generalizes this last observation.

Theorem3.11 (Morel, Schlichting, Asok–Hoyois–Wendt). IfX is a smooth affine k-scheme,
then for any r 2 N there are functorial bijections of the form

�0

�
SingA1

Grr .X/
� �
!ŒX;Grr �A1

�
!Vectr .X/:

Remark 3.12. The above result was first established by F. Morel in [40] for r ¤ 2 and k an
infinite, perfect field, and his proof was partly simplified by M. Schlichting whose argument
also established the case r D 2 [51]. The version above is stated in [13].

Remark 3.13. While the functor of isomorphism classes of vector bundles is A1-invariant
on smooth affine k-schemes, even the latter can fail for G-torsors under more general group
schemes, e.g., the special orthogonal group scheme SOn (see [47] or [45]). Furthermore, while
GLn-torsors are always locally trivial with respect to the Nisnevich (and even the Zariski)
topology, for an arbitrary smooth k-group scheme G, one only knows that G-torsors are
locally trivial with respect to the étale topology.

In [14, 15], it is shown that if G is an isotropic reductive group scheme (see [14,

Definition 3.3.5] for the definition), then the functor assigning toX 2 Smaff
k the set H1

Nis.X;G/
is representable by BG. This observation has a number of consequences, e.g., the following
result about quadrics (see Examples 3.7 and 3.8).

Theorem 3.14 ([1,14,15]). For any integer i � 1 and any X 2 Smaff
k , the comparison map

�0

�
SingA1

Qi .X/
� �
!ŒX;Qi �A1

is a bijection, contravariantly functorial in X .

3.5. Postnikov towers, connectedness and strictly A1-invariant sheaves
Recall from Definition 3.9 the notion of strongly or strictly A1-invariant sheaves

of groups. F. Morel showed that such sheaves can be thought of as “building blocks” for
the unstable A1-homotopy category. Morel’s foundational works [39, 40] can be viewed as
a careful analysis of strictly and strongly A1-invariant sheaves of groups and the relation-
ship between the two notions. More precisely, Morel showed that working over a perfect
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field k, the A1-homotopy sheaves of a motivic space are always strongly A1-invariant, and
that strongly A1-invariant sheaves of abelian groups are automatically strictly A1-invariant.

To check this, Morel showed that strongly (resp. strictly) A1-invariant sheaves of
groups come equipped with a package of results/tools that are central to computations; this
package of results is essentially an extension/amalgam/axiomatization of work of Bloch–
Ogus and Gabber on étale cohomology exposed in [26] and Rost [50].

Example 3.15. Some examples of A1-invariant sheaves that will appear in the sequel are:

• unramified Milnor K-theory sheaves KM
i , i � 0 (see [50, Corollary 6.5, Proposi-

tion 8.6] where, more generally, it is shown that any Rost cycle module gives rise
to a strictly A1-invariant sheaf);

• theWitt sheafW or unramified powers of the fundamental ideal in theWitt ring Ij ,
j � 0 (this follows from [46]); and

• unramified Milnor–Witt K-theory sheaves KMW
i , i 2 Z (see [40, Chapter 3] for

this assertion, or [31, Corollary 8.5,Proposition 9.1] where this observation is gen-
eralized to so-called Milnor–Witt cycle modules).

3.16 (Moore–Postnikov factorizations). There is an analog of the Moore–Postnikov factor-
ization of amap f W E ! B of spaces along the lines described in Section 2. For concreteness
we discuss the case where E and B are A1-connected and f induces an isomorphism on
A1-fundamental sheaves of groups for some choice of base-point in E .

Given f as above, there are ��if 2 Spck together withmaps E ! ��if , ��if ! B

and ��if ! ��i�1f fitting into a diagram of exactly the same form as (2.1) (replacing
E by E and B by B). The relevant properties of this presentation are similar to those
sketched before (replacing homotopy groups by homotopy sheaves), together with a homo-
topy pullback diagram of exactly the same form as (2.2). We refer to this tower as the
A1-Moore–Postnikov tower of f and the reader may consult [40, Appendix B] or [5, §6] for a
more detailed presentation.

If X is a smooth scheme, then a map  W X ! B lifts to Q W X ! E if and only if
lifts exist at each stage of the tower, i.e., if and only if a suitable obstruction vanishes. These
obstructions are, by construction, valued in Nisnevich cohomology on X with values in a
strictly A1-invariant sheaf (see [5, §6] for a more detailed explanation).

By analogy with the situation in topology, we will use theA1-Moore–Postnikov fac-
torization to study lifting problems bymeans of obstruction theory. The relevant obstructions
will lie in cohomology groups of a smooth scheme with coefficients in a strictlyA1-invariant
sheaf. This motivates the following definition.

Definition 3.17. LetX be a smooth k-scheme.We say thatX hasA1-cohomological dimen-
sion � d if for any integer i > d and any strictly A1-invariant sheaf F, Hi

Nis.X;F/ D 0. In
that case, we write cdA1.X/ � d .
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Example 3.18. If X is a smooth k-scheme of dimension d , then X necessarily has
A1-cohomological dimension � d as well. Since An has A1-cohomological dimension
� 0, the A1-cohomological dimension can be strictly smaller than Krull dimension; Exam-
ple 3.6 gives numerous other such examples.

3.6. Complex realization
Assume k is a field that admits an embedding �C W k ,! C. The functor that assigns

to a smooth k-variety X the complex manifold X.C/ equipped with its classical topology
extends to a complex realization functor

RC W H.k/ ! H

where H is the usual homotopy category of topological spaces [41, §3.3]. By construction,
complex realization preserves finite products and homotopy colimits. It follows that the com-
plex realization of the motivic sphere Sp;q is the ordinary sphere SpCq , and consequently
the complex realization functor induces group homomorphisms of the form

�A1

i;j .X; x/.C/ ! �iCj

�
X.C/; x

�
for any pointed smooth k-scheme .X; x/.

SupposeX is any k-scheme admitting a complex embedding and fix such an embed-
ding. Write Vecttopr .X/ for the set of isomorphism classes of complex topological vector
bundles on X . There is a function

Vectr .X/ ! Vecttopr .X/

sending an algebraic vector bundle E over X to the topological vector bundle on X.C/
attached to the base change of E to XC . We will say that an algebraic vector bundle is
algebraizable if it lies in the image of this map.

As rank r topological vector bundles are classified by the set ŒX.C/; BU.r/� of
homotopy classes of maps from X.C/ to the complex Grassmannian, it follows that the
function of the preceding paragraph factors as

Vectr .X/ ! ŒX;Grr �A1 ! Vecttopr .X/:

Theorem 3.11 implies that the first map is a bijection if X is a smooth affine k-scheme (or,
alternatively, if r D 1). More generally, combining Theorem 3.11 and Lemma 3.3 one knows
that any element of ŒX;Grr �A1 may be represented by an actual rank r vector bundle on any
Jouanolou device QX of X ; this suggests the following definition.

Definition 3.19. If X is a smooth k-scheme, then by a rank r motivic vector bundle on X
we mean an element of the set ŒX;Grr �A1 .

Question 3.20. If X is a smooth complex algebraic variety, then which topological vector
bundles are algebraizable (resp. motivic)?
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4. Obstruction theory and vector bundles

In order to apply the obstruction theory described in the previous sections to ana-
lyze algebraic vector bundles, we need more information about the structure of the clas-
sifying space BGLn including information about its A1-homotopy sheaves, and the struc-
ture of the homotopy fiber of the stabilization map BGLn ! BGLnC1 induced by the map
GLn ! GLnC1 sending an invertible matrix X to the block matrix diag.1;X/.

4.1. The homotopy sheaves of the classifying space of BGLn

We observed earlier that BGL1 D BGm is an Eilenberg–Mac Lane space for the
sheafGm: it isA1-connected, and has exactly 1 nonvanishingA1-homotopy sheaf in degree 1,
which is isomorphic to Gm. For n � 1, the analysis of homotopy sheaves of BGLn uses
several ingredients. First, Morel–Voevodsky observed that BGL D colimn BGLn (for the
inclusions described above) represents (reduced) algebraic K-theory after [41, §4 Theorem

3.13]. Second, Morel observed that there is an A1-fiber sequence of the form

AnC1
X 0 ! BGLn ! BGLnC1; (4.1)

and thatAnC1 X 0 isA1-.n� 1/-connected. Furthermore, Morel computed [40] the first non-
vanishingA1-homotopy sheaf ofAnC1 X 0 in terms of what he called Milnor–Witt K-theory
sheaves (Example 3.15).

Putting these ingredients together, one deduces

�A1

i .BGLn/ Š KQ
i ; 1 � i � n � 1;

where KQ
i is the (Nisnevich) sheafification of the Quillen K-theory presheaf on Smk . Fol-

lowing terminology from topology, sheaves in this range are called stable, and the case i D n

is called the first unstable homotopy sheaf. In [3], we described the first unstable homotopy
sheaf of BGLn.

The group scheme GLn maps to GLn.C/ under complex realization; the latter is
homotopy equivalent to U.n/. For context, we recall some facts about homotopy of U.n/.
A classical result of Bott, refining results of Borel–Hirzeburch [24, Theorem 25.8] asserts that
the image of �2n.BU.n// inH2n.BU.n// is divisible by precisely .n� 1/Š [25]. This result
implies the assertion that �2n.U.n// D nŠ.

Complex realization yields a map �A1

n;n.GLn/ ! �2n.U.n//. One can view the cel-
ebrated “Suslin matrices” [59] as providing an algebro-geometric realization of the generator
of �2n.U.n//. Analyzing the fiber sequence of (4.1) and putting all of the ingredients above
together, we obtain the following result (we refer the reader to Example 3.15 for notation).

Theorem 4.1 ([3, Theorem 1.1]). Assume k is a field that has characteristic not equal to 2.
For any integer n � 2, there are strictly A1-invariant sheaves Sn fitting into exact sequences
of the form:

0 ! SnC1 ! �A1

n .BGLn/ ! KQ
n ! 0; n oddI

0 ! SnC1 �KM
nC1=2 InC1

! �A1

n .BGLn/ ! KQ
n ! 0; n even,

where
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(1) there is a canonical epimorphism KM
n =.n � 1/Š ! Sn which becomes an iso-

morphism after n � 2 contractions (see [3, §2.3] for this terminology);

(2) there is a canonical epimorphism Sn ! KM
n =2 such that the composite

KM
n =.n � 1/Š ! Sn ! KM

n =2

is reduction modulo 2;

(3) the fiber product is taken over the epimorphism SnC1 ! KM
nC1=2 and a sheafi-

fied version of Milnor’s homomorphism InC1 ! KM
nC1=2.

Moreover, if k admits a complex embedding, then the map

�A1

n;nC1.BGLn/.C/ ! �2nC1

�
BU.n/

�
Š Z=nŠ

induced by complex realization is an isomorphism.

Bott’s refinement of the theorem of Borel–Hirzebruch turns out to have an algebro-
geometric interpretation. Indeed, in joint work with T. B. Williams [12] we showed that Sn

can described using a “Hurewicz map” analyzed by Andrei Suslin [60]. Suslin’s conjecture
on the image of this map is equivalent to the following conjecture.

Conjecture 4.2 (Suslin’s factorial conjecture). The canonical epimorphism KM
n =

.n � 1/Š ! Sn is an isomorphism.

Remark 4.3. The conjecture holds tautologically for n D 2. For n D 3, Suslin observed the
conjecture was equivalent to the Milnor conjecture on quadratic forms, which was resolved
later independently byMerkurjev–Suslin and Rost. The conjecture was established for nD 5

in “most” cases in [12] (see the latter for a precise statement); this work relies heavily on the
computation by Østvær–Röndigs–Spitzweck of the motivic stable 1-stem [49].

4.2. Splitting bundles, Euler classes, and cohomotopy
Morel’s computations around An X 0 in conjunction with the fiber sequences

of (4.1) allow a significant improvement of Serre’s celebrated splitting theorem for smooth
affine varieties over a field that we stated in the introduction.

Proof of the motivic Serre Splitting Theorem 1.1. Suppose X is a smooth affine k-variety
having A1-cohomological dimension � d , and suppose � W X ! BGLr classifies a rank
r > d vector bundle on X . We proceed by analyzing the A1-Moore–Postnikov factorization
of the stabilization map (4.1) with n D r � 1. In that case, combining the fact that Ar X 0 is
A1-.r � 2/-connected and the A1-cohomological dimension assumption on X , one sees all
obstructions to splitting vanish.

Remark 4.4. The proof of this result does not rely on the Serre splitting theorem. Since
A1-cohomological dimension can be strictly smaller than Krull dimension (Example 3.18),
this statement is strictly stronger than Serre splitting. Importantly, the improvement achieved
here seems inaccessible to classical techniques.
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The algebro-geometric splitting problem in corank 0 on smooth affine varieties of
dimension d over a field k has been analyzed by many authors. When k is an algebraically
closed field,M. P.Murthy proved that the top Chern class in Chow groups is the only obstruc-
tion to splitting [42]. When k is not algebraically closed, vanishing of the top Chern class is
known to be insufficient to guarantee splitting, and Nori proposed some ideas to analyze this
situation. His ideas led Bhatwadekar and Sridharan [23] to introduce what they called Euler
class groups and to provide one explicit “generators and relations” answer to this question.
At the same time, F. Morel proposed an approach to the splitting problem in corank 0, which
we recall here.

Theorem 4.5 (Morel’s splitting theorem [40, Theorem 1.32]). Assume k is a field and X
is a smooth affine k-variety of A1-cohomological dimension � d . If E is a rank d vector
bundle on X , then E splits off a free rank 1 summand if and only if an Euler class
e.E/ 2 Hd

Nis.X;KMW
d

.detE// vanishes.

Remark 4.6. The Euler class of Theorem 4.5 is precisely the first nonvanishing obstruction
class, as described in Paragraph 3.16. A related “cohomological” approach to the splitting
problem in corank 0 was proposed by Barge–Morel [20] and analyzed in the thesis of the
second author [29]. The cohomological approach was in most cases shown to be equivalent
to the “obstruction-theoretic” approach in [6]. We also refer the reader to [51] for related
results on the theory of Euler classes, extending also to singular varieties.

The next result shows that the relationship between Euler classes à la Bhatwadekar–
Sridharan and Euler classes à la Morel is mediated by another topologically inspired notion:
cohomotopy (at least for bundles of trivial determinant).

Theorem 4.7 ([8, Theorem 1]). Suppose k is a field, n and d are integers, n � 2, and X
is a smooth affine k-scheme of dimension d � 2n � 2. Write En.X/ for the Bhatwadekar–
Sridharan Euler class group.

• The set ŒX;Q2n�A1 carries a functorial abelian group structure;

• There are functorial homomorphisms:

En.X/
s

! ŒX;Q2n�A1

h
! Hd

Nis.X;K
MW
n /

where the “Segre class” homomorphism s is surjective and an isomorphism if k
is infinite and d � 2, and the Hurewicz homomorphism h is an isomorphism if
d � n.

Remark 4.8. The group structure on ŒX;Q2n�A1 is an algebro-geometric variant of Borsuk’s
group structure on cohomotopy. The second point of the statement includes the algebro-
geometric analog of the Hopf classification theorem from topology.

4.3. The next nontrivial A1-homotopy sheaf of spheres
In Section 2.2 we described a cohomological approach to the splitting problem in

corank 1 for smooth closed manifolds of dimension d ; this approach relied on the computa-
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tion of �d .S
d�1/. In order to analyze the algebro-geometric splitting problem in corank 1

using theA1-Moore–Postnikov factorization we will need as input further information about
the homotopy sheaves of Ad X 0. We now describe known results in this direction. For tech-
nical reasons, we assume 2 is invertible in what follows.

4.3.1. The KO-degree map
In classical algebraic topology, all of the “low degree” elements in the homotopy of

spheres can be realized by constructions of “linear algebraic” nature. The situation in alge-
braic geometry appears to be broadly similar. The first contribution to the “next” nontrivial
homotopy sheaves of motivic spheres requires recalling the geometric formulation of Bott
periodicity for Hermitian K-theory given by Schlichting–Tripathi.

We write O for the infinite orthogonal group. In topology, Bott periodicity iden-
tifies the 8-fold loop space of O with itself and identifies the intermediate loop spaces in
concrete geometric terms. In algebraic geometry, Schlichting and Tripathi proved that the
4-fold P 1-loop space �4

P1O also coincides with O and realized suitable intermediate loop
spaces: �n

P1O is isomorphic to GL =O when n D 1, Sp when n D 2 and GL = Sp when
n D 3, where Sp is the stable sympletic group, GL=O is the ind-variety of invertible sym-
metric matrices, and GL=Sp is the ind-variety of invertible skew-symmetric matrices [52,

Theorems 8.2 and 8.4].
A slight modification of the Suslin matrix construction [59, Lemma 5.3] yields a map

un W Q2n�1 ! ��n
P1O

called the (unstable) KO-degree map in weight n that was analyzed in detail in [7]. The
terminology stems from the fact that this map stabilizes to the “unit map from the sphere
spectrum to the Hermitian K-theory spectrum” in an appropriate sense. The schemeQ2n�1

is A1-.n � 2/-connected by combining the weak equivalence of Example 3.7 and Morel’s
connectivity results for An X 0. Thus, un factors through the A1-.n� 2/-connected cover of
��n

P1O .
Taking homotopy sheaves on both sides, there are induced morphisms

�A1

i .u/ W �A1

i .Q2n�1/ ! �A1

i .��n
P1O/:

This homomorphism is trivial if i < n� 1 by connectivity estimates. If i D n� 1, viaMorel’s
calculations one obtains a morphism KMW

n ! GWn
n whose sections over finitely generated

field extensions of k can be viewed as a quadratic enhancement of the “natural” map from
Milnor K-theory to Quillen K-theory defined by symbols; we will refer to it as the natural
homomorphism (the natural homomorphism is known to be an isomorphism if n � 4; the
case n � 2 is essentially Suslin’s, n D 3 is [7, Theorem 4.3.1], and n D 4 is unpublished work
of O. Röndigs).

When i D n, we obtain a morphism

�A1

n .An
X 0/ Š �A1

n .Q2n�1/ ! �A1

n .��n
P1O/ Š GWn

nC1;

where the right-hand term is by definition a higher Grothendieck–Witt sheaf (obtained by
sheafifying the corresponding higher Grothendieck–Witt presheaf on Smk). The above map
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is an epimorphism for n D 2; 3 and it follows from these observations that the morphism is
an epimorphism after .n � 3/ contractions [7, Theorem 4.4.5].

4.3.2. The motivic J-homomorphism
The classical J-homomorphism has an algebro-geometric counterpart that yields the

second contribution to the “next” homotopy sheaf of motivic spheres. The standard action
of SLn on An extends to an action on the one-point compactification P n=P n�1. The latter
space is a motivic sphere P 1^ n and thus one obtains a map

†n
P1SLn ! P 1^ n

:

As SLn is A1-connected, it follows that †n
P1 SLn is A1-n-connected.

The first nonvanishing A1-homotopy sheaf appears in degree n C 1; for n D 2,
it is isomorphic to KMW

4 , while for n � 3 it is isomorphic to KM
nC2; this follows from

A1-Hurewicz theorem combined with [17, Proposition 3.3.9] using the fact that
�A1

1 .SLn/ D KM
2 for n � 3 and properties of the A1-tensor product [17, Lemma 5.1.8].

Combining the above discussion with that of the previous section, we see that for
n � 3, we may consider the composite maps KM

nC2 ! �A1

nC1.P
1^ n

/ ! GWn
nC1; this com-

posite is known to be zero, but the map induced by the J-homomorphism fails to be injective.
Instead, it factors through a morphism

KM
nC2=24 ! �A1

nC1.P
1^ n

/ ! GWn
nC1:

Furthermore, the map on the right fails to be surjective. The unstable description above is
not present in the literature, but it is equivalent to the results stated in [12]. In [49], the stable
motivic 1-stem was computed in the terms above: the above sequence is exact on the left
stably. The next result compares the unstable group to the corresponding stable group.

Theorem 4.9. For any integer n � 3, the kernel UnC1 of the stabilization map

�A1

nC1.P
1^ n

/ ! �A1

nC1.�
1

P1†
1

P1P 1^ n
/

is a direct summand; the stabilization map is an isomorphism if n D 3, i.e., U4 D 0.

Conjecture 4.10. For n � 4, the sheaf UnC1 is zero.

Remark 4.11. Conjecture 4.10 would follow from a suitable version of the Freudenthal
suspension theorem for P 1-suspension.

4.4. Splitting in corank 1

Using the results above, we can analyze the splitting problem for vector bundles in
corank 1. The expected result was posed as a question by Murthy [43, p. 173] which we stated
in the introduction as Conjecture 1.2. Murthy’s conjecture is trivial if d D 2. In [4] and [5]

we established the following result, which reduces Murthy’s question to Conjecture 4.10.

Theorem 4.12. Let X be a smooth affine scheme of dimension d � 2 over an algebraically
closed field k. A rank d � 1 vector bundle E on X splits off a trivial rank 1 summand if and
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only if cd�1.E/ 2 CHd�1.X/ is trivial and a secondary obstruction

o2.E/ 2 Hd
Nis
�
X;�A1

d�1.A
d�1

X 0/
�

vanishes. This secondary obstruction vanishes if d D 3;4 or if Conjecture 4.10 has a positive
answer.

To establish this result, one uses the assumptions that X is smooth affine of Krull
dimension d and k is algebraically closed in a strong way. Indeed, these assertions can be
leveraged to show that the primary obstruction, which is a priori an Euler class, actually coin-
cides with the .d � 1/st Chern class. The secondary obstruction can be described by Theo-
rem 4.9 and the form of the secondary obstruction is extremely similar to Liao’s description in
Section 2.2: it is a coset in Chd .X/=.Sq2

C c1.E/[/Chd�1.X/where Chi .X/ D CHi .X/=2.
Once more, the assumptions on X guarantee that Chd .X/ is trivial and thus the secondary
obstruction is so as well.

4.5. The enumeration problem
If a vector bundle E splits off a free rank 1 summand, then another natural question

is to enumerate the possible E 0 that become isomorphic to E after adding a free rank 1
summand. This problem may also be analyzed in homotopy theoretic terms as it amounts
to enumerating the number of distinct lifts. This kind of problem was studied in detail in
topology by James and Thomas [33] and the same kind of analysis can be pursued in algebraic
geometry.

The history of the enumeration problem in algebraic geometry goes back to early
days of algebraic K-theory. Indeed, the Bass–Schanuel cancellation theorem [22] solves the
enumeration problem for bundles of negative corank. Suslin’s celebrated cancellation the-
orem [58] solved the enumeration problem in corank 0. In all of these statements, “cancel-
lation” means that there is a unique lift. On the other hand, Mohan Kumar observed [38]

that for bundles of corank 2, uniqueness was no longer true in general. Nevertheless, Suslin
conjectured that the enumeration problem had a particularly nice solution in corank 1.

Conjecture 4.13 (Suslin’s cancellation conjecture). If k is an algebraically closed field, and
X is a smooth affine k-scheme of dimension d � 2. If E and E 0 are corank 1 bundles that
become isomorphic after addition of a trivial rank 1 summand, thenE andE 0 are isomorphic.

The above conjecture is trivial when d D 2. It was established forE the trivial bundle
of rank d � 1 in [30] and d D dim.X/ under the condition that .d � 1/Š is invertible in k.
The above conjecture was also established for d D 3 in [4] (assuming 2 is invertible in k).
Paralleling the results of James–Thomas in topology [33], P. Du was able to prove in [27] that
Suslin’s question has a positive answer for oriented vector bundles in case the cohomology
group Hd

Nis.X;�
A1

d
.Ad X 0// vanishes. This vanishing statement would follow immediately

from Conjecture 4.10.
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5. Vector bundles: nonaffine varieties and

algebraizability

In this final section, we survey some joint work with M. J. Hopkins related to the
classification of motivic vector bundles (see Definition 3.19), its relationship to the alge-
braizability question (see Question 3.20), and investigate the extent to which A1-homotopy
theory can be used to analyze vector bundles on projective varieties.

5.1. Descent along a Jouanolou device
If X is a smooth algebraic k-variety, then there is always the map

Vectr .X/ ! ŒX;BGLr �A1 (5.1)

from rank r vector bundles to rank r motivic vector bundles.WhenX is affine, Theorem 3.11
guarantees that this map is a bijection, and examples show that the map fails to be an isomor-
phism outside of this case. Nevertheless, it is very interesting to try to quantify the failure of
the above map to be a bijection.

If� W QX !X is a Jouanolou device forX , then it follows from the definitions that the
map (5.1) coincides with �� W Vectr .X/ ! Vectr . QX/ under the bijection of Theorem 3.11.
The morphism � is faithfully flat by construction, and therefore, vector bundles on X are
precisely vector bundles on QX equipped with a descent datum along � .

Since � W QX ! X is an affine morphism, it follows that QX �X
QX is itself an affine

scheme, and the two projections p1; p2 W QX �X
QX ! QX are A1-weak equivalences. Thus,

pullbacks p�
1 and p�

2 are bijections on sets of isomorphism classes of vector bundles. In
fact, since the relative diagonal map splits the two projections, the two pullbacks actually
coincide on isomorphism classes. In descent-theoretic terms, these observations mean that
any vector bundle E on QX can always be equipped with an isomorphism p�

1E
�

! p�
2E , i.e.,

a predescent datum. Thus, the only obstruction to descending a vector bundle along � is
whether one may choose a predescent datum that actually satisfies the cocycle condition.
With this observation in mind, it seems natural to analyze the question of whether every
vector bundle can be equipped with a descent datum along � .

Question 5.1. If X is a smooth k-variety and � W QX ! X is a Jouanolou device for X , then
is the pull-back map

p�
W Vectn.X/ ! Vectn. QX/

surjective?

Theorem 5.2 (Asok, Fasel, Hopkins). SupposeX is a smooth projective k-variety of dimen-
sion d . If either (i) d � 2 or (ii) k is algebraically closed and d � 3, then Question 5.1 admits
a positive answer, i.e., every vector bundle on QX admits a descent datum relative to � .

5.2. Algebraizability I: obstructions
If X is a smooth complex algebraic variety, then we considered the map

Vectr .X/ ! Vecttopr .X/
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and posed the question of characterizing its image.We observed that this map factors through
the set of motivic vector bundles, so one necessary condition for a topological vector bundle
to be algebraizable is that it admits a motivic lift. In particular, this means that the Chern
classes of the topological vector bundle in integral cohomology must lie in the image of
the cycle class map. It is natural to ask if algebraizability of Chern classes is sufficient to
guarantee that a vector bundle admits a motivic left.

In caseX is projective, this question has been for instance studied in [53] where it is
proved that any vector bundle with algebraic Chern classes is algebraizable if dim.X/D 2. In
case of projective threefolds, positive results are given by Atiyah–Rees and Bănică–Putinar
respectively in [18] and [19]. If X is affine, the works of Swan–Murthy [44] and Murthy–
Kumar [36] show that the answer to the question is positive if X is of dimension � 3 as
a consequence of the following statement: Given any pair .˛1; ˛2/ 2 CH1.X/ � CH2.X/,
there exists a vector bundle E on X with ci .E/ D ˛i . However, in dimension 4, additional
restrictions on Chern classes arise from the action of the motivic Steenrod algebra.

Theorem 5.3 ([10, Theorem 2]). If X is a smooth affine 4-fold, then a pair .c1; c2/ 2

CH1.X/ � CH2.X/ are Chern classes of a rank 2 bundle on X if and only if c1, c2 sat-
isfy the additional condition Sq2.c2/C c1c2 D 0, where

Sq2
W CH2.X/ ! CH3.X/=2

is the Steenrod squaring operation, and c1c2 is the reduction modulo 2 of the cup product.

Remark 5.4. This obstruction is sufficient to identify topological vector bundles on a
smooth affine fourfold X having algebraic Chern classes which are not algebraizable [10,

Corollary 3.1.5]. One example of such anX is provided by the open complement in P 1 � P 3

of a suitable smooth hypersurface Z of bidegree .3; 4/.

5.3. Algebraizability II: building motivic vector bundles
The notion of a cellular space goes back to the work of Dror Farjoun. By a cellular

motivic space, we will mean a space that can be built out of the motivic spheres Sp;q by
formation of homotopy colimits. It is straightforward to see inductively that P n is cellular.
In the presence of cellularity assumptions, many obstructions to producing a motivic lift of
a vector bundle vanish and this motivates the following conjecture.

Conjecture 5.5. If X is a smooth cellular C-variety, then the map

ŒX;Grr �A1 ! Vecttop.X/

is surjective (resp. bijective).

Remark 5.6. The conjecture holds for P n for n � 3 (this follows, for example, from the
results of Schwarzenberger and Atiyah–Rees mentioned above); in these cases, bijectivity
holds. For P 4, the “surjective” formulation of Conjecture 5.5 is known, but the “bijective”
formulation is not.
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We now analyze Conjecture 5.5 for a class of “interesting” topological vector bun-
dles on P n introduced by E. Rees and L. Smith. We briefly recall the construction of these
topological vector bundles here. By a classical result of Serre [54, Proposition 11], we know
that if p is a prime, then the p-primary component of �4p�3.S

3/ is isomorphic to Z=p,
generated by the composite of a generator ˛1 of the p-primary component of �2p.S

3/ and
the .2p � 3/rd suspension of itself; we will write ˛2

1 for this class.
The map P n ! S2n that collapses P n�1 to a point determines a function�

S2n�1; S3
�

Š
�
S2n;BSU.2/

�
!
�
P n;BSU.2/

�
Rees established that the class ˛2

1 determines a nontrivial rank 2 vector bundle �p 2

ŒP 2p�1;BSU.2/�; we will refer to this bundle as a Rees bundle [48]. By construction, �p is a
nontrivial rank 2 bundle with trivial Chern classes.

The motivation for Rees’ construction originated from results of Grauert–Schnei-
der [32]. If the bundles �p were algebraizable, then the fact that they have trivial Chern classes
would imply they were necessarily unstable by Barth’s results on Chern classes of stable
vector bundles [21, Corollary 1 p. 127] (here, stability means slope stability in the sense of
Mumford). Grauert and Schneider analyzed unstable rank 2 vector bundles on projective
space and they aimed to prove that such vector bundles were necessarily direct sums of line
bundles; this assertion is now sometimes known as the Grauert–Schneider conjecture. In
view of the Grauert–Schneider conjecture, the bundles �p should not be algebraizable. On
the other hand, one of the motivations for Conjecture 5.5 is the following result.

Theorem 5.7 ([11, Theorem 2.2.16]). For every prime number p, the bundle �p lifts to a class
in ŒP 2p�1;Gr2�A1 .

Remark 5.8. This is established by constructingmotivic homotopy classes lifting ˛1 and ˛2
1 .

In our situation, the collapse map takes the form

P n
! Sn;n

and the lift must come from an element of ŒSn�1;n; SL2�A1 . The class ˛1 can be lifted using
ideas related to those discussed in 4.1 in conjunction with a motivic version of Serre’s clas-
sical p-local splitting of compact Lie groups [9, Theorem 2], the resulting lift has the wrong
weight to lift to a group as above. Since the class ˛2

1 is torsion, we can employ a weight-
shifting mechanism to fix this issue. In this direction, there are host of other vector bundles
that are analogous to the Rees bundles that one might investigate from this point of view, e.g.,
bundles that can be built out of Toda’s unstable ˛-family [62]. Likewise, even the surjectivity
assertion in Conjecture 5.5 is unknown for P 5.

5.9 (The Wilson Space Hypothesis). To close, we briefly sketch an approach to the res-
olution of Conjecture 5.5 building on Mike Hopkins’ Wilson Space Hypothesis. The latter
asserts that the Voevodsky motive of the P 1-infinite loop spaces�1

P1†
n
P1 MGL arising from

algebraic cobordism are pure Tate (the space is “homologically even”); this hypothesis is an
algebro-geometric version of a result of Steve Wilson on the infinite loop spaces of the clas-
sical cobordism spectrum.
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The motivic version of the unstable Adams–Novikov resolution for BGLr yields a
spectral sequence that, under the cellularity assumption onX should converge to a (comple-
tion of) the set of rank r motivic vector bundles on X . The resulting spectral sequence can
be compared to its topological counterpart and Wilson Space Hypothesis combined with the
cellularity assumption on X would imply that the two spectral sequences coincide.
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1. Introduction

Bridgeland stability conditions and wall-crossing have provided answers to many
questions in algebraic geometry a priori unrelated to derived categories, including hyper-
kähler varieties—their rational curves, their birational geometry, their automorphisms, and
their moduli spaces—, Brill–Noether questions, Noether–Lefschetz loci, geometry of cubic
fourfolds, or higher-rank Donaldson–Thomas theory. Our goal is to answer the question:
why? What makes these techniques so effective, and what exactly do they add beyond, for
example, classical vector bundle techniques?

The common underlying strategy can be roughly summarized as follows. For each
stability condition on a derived category Db.X/ of an algebraic varietyX and each numerical
class, moduli spaces of semistable objects in Db.X/ exist as proper algebraic spaces. This
formalism includes many previously studied moduli spaces: moduli spaces of Gieseker- or
slope-stable sheaves, of stable pairs, or of certain equivalences classes of rational curves
in X . The set of stability conditions on Db.X/ has the structure of a complex manifold;
when we vary the stability condition, stability of a given object only changes when we cross
the walls of a well-defined wall and chamber structure.

The typical ingredients when approaching a problem with stability conditions are
the following:

(large volume) There is a point in the space of stability conditions where stable
objects have a “classical” interpretation, e.g. as Gieseker-stable sheaves.

(point of interest) There is a point in the space of stability conditions where stability
has strong implications, e.g., vanishing properties, or even there is no semistable
object of a given numerical class.

(wall-crossing) It is possible to analyze the finite set of walls between these two
points, and how stability changes when crossing each wall.

In general, it is quite clear from the problem which are the points of interest, and the main
difficulty consists in analyzing the walls. In the ideal situation, which leads to sharp exact
results, these walls can be characterized purely numerically; there are only a few such ideal
situations, K3 surfaces being one of them. Otherwise, the study of walls can get quite
involved, even though there are now a number of more general results available, e.g., a wall-
crossing formula for counting invariants arising from moduli spaces.

We illustrate the case of K3 surfaces, or more generally K3 categories, in Section 3,
with applications to hyperkähler varieties, to Brill–Noether theory of curves, and to the
geometry of special cubic fourfolds. The study of other surfaces or the higher-dimensional
case becomes more technical, and the existence of Bridgeland stability conditions is not yet
known in full generality. There are weaker notions of stability, which in the threefold case
already lead to striking results. We give an overview of this circle of ideas in Section 4, along
with three applications related to curves. We give a brief introduction to stability conditions
in Section 2, and pose some questions for future research in Section 5.
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Derived categories of coherent sheaves on varieties have been hugely influential
in recent years; we refer to [17, 19, 46, 74] for an overview of the theory. Moduli spaces of
sheaves on K3 surfaces have largely been influenced by [61]; we refer to [63] for an overview
of applications of these techniques and to [39] for the higher-dimensional case of hyperkähler
manifolds. For the original motivation from physics, we refer to [26,41].

Our survey completely omits the quickly developing theory and applications of sta-
bility conditions on Kuznetsov components of Fano threefolds. We also will not touch the
rich subject of extra structures on spaces of stability conditions, developed, for example, in
the foundational papers [22,23]; we also refer to [72] for a symplectic perspective.

2. Stability conditions on derived categories

Recall slope-stability for sheaves on an integral projective curve C : we set

�.E/ D
degE
rkE

2 .�1;C1�; visualized by Z.E/ D � degE C i rkE;

and call a sheaf slope-semistable if every subsheaf F � E satisfies �.F / � �.F /. The set
of semistable sheaves of fixed rank and degree is bounded and can be parameterized by a
projective moduli space. Moreover, semistable sheaves generate Coh.C /, in the sense that
every sheaf E admits a (unique and functorial) Harder–Narasimhan (HN) filtration

0 D E0 � E1 � E2 � � � � � Em D E

with El=El�1 semistable, and �.E1/ > �.E2=E1/ > � � � > �.Em=Em�1/.
How to generalize this to a variety X of dimension n � 2? Given a polarizationH ,

one can define the slope �H using Hn�1 � ch1.E/ as the degree. To distinguish, e.g., the
slope of the structure sheaf OX from that of an ideal sheaf Ix � OX for x 2 X , we can
further refine the notion of slope and use lower-degree terms of the Hilbert polynomial
pE .m/ D �.E.mH// as successive tie breakers; this yields Gieseker stability.

One of the key insights in Bridgeland’s notion of stability conditions introduced
in [20] is that insteadwe can, in fact, still use a notion of slope-stability, defined as the quotient
of “degree” by “rank.” The price we have to pay is to replace Coh.X/ by another abelian
subcategory A of the bounded derived category Db.X/ of coherent sheaves on X , and to
generalize the notions of “degree” and “rank” (combined into a central charge Z as above).

To motivate the definition, consider again slope-stability for a curve C . First, for
� 2 .0; 1�, let P .�/ � Coh.C / � Db.C / be the category of slope-semistable sheaves E
with Z.E/ 2 R>0 � ei�� , i.e., of slope �.E/ D � cot.��/, and let P .� C n/ D P .�/Œn�

for n 2 Z be the set of semistable objects of phase � C n. Every complex E 2 Db.C / has
a filtration into its cohomology objects H l .E/Œ�l �. We can combine this with the classical
HN filtration of H l .E/Œ�l � for each l to obtain a finer filtration for E where every filtration
quotient is semistable, i.e., an object of P .�/ for � 2 R. The properties of this structure
are axiomatized by conditions (1)–(4) in Definition 2.1 below. But crucially it can always be
obtained from slope-stability in an abelian category A; we just have to generalize the setting
A � Db.A/ to A � D being the “heart of a bounded t-structure” in a triangulated category.
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When combined with the remaining conditions in Definition 2.1, the main payoff
are the strong deformation and wall-crossing properties of Bridgeland stability conditions.
Given any small deformation of “rank” and “degree” (equivalently, of the central chargeZ),
we can accordingly adjust the abelian category A (or, equivalently, the set of semistable
objects P ) and obtain a new stability condition. Along such a deformation, moduli spaces
of semistable objects undergo very well-behaved wall-crossing transformations.

2.1. Bridgeland stability conditions
We now consider more generally an admissible subcategory D of Db.X/ for a

smooth and proper variety X over a field k, namely a full triangulated subcategory whose
inclusion D ,! Db.X/ admits both a left and a right adjoint. For instance, D D Db.X/;
otherwise we think of D as a smooth and proper noncommutative variety.

We fix a finite rank free abelian group ƒ and a group homomorphism

v W K0.D/ ! ƒ

from the Grothendieck group K0.D/ of D to ƒ.

Definition 2.1. A Bridgeland stability condition on D with respect to .v; ƒ/ is a pair
� D .Z;P / where

• Z W ƒ ! C is a group homomorphism, called central charge, and

• P D .P .�//�2R is a collection of full additive subcategories P .�/ � D

satisfying the following conditions:

(1) for all nonzero E 2 P .�/, we have Z.v.E// 2 R>0 � ei�� ;

(2) for all � 2 R, we have P .� C 1/ D P .�/Œ1�;

(3) if �1 > �2 and Ej 2 P .�j /, then Hom.E1; E2/ D 0;

(4) (Harder–Narasimhan filtrations) for all nonzeroE 2 D , there exist real numbers
�1 > �2 > � � � > �m and a finite sequence of morphisms

0 D E0
s1
�! E1

s2
�! � � �

sm
�! Em D E

such that the cone of sl is a non-zero object of P .�l /;

(5) (support property) there exists a quadratic formQ on ƒR D ƒ˝ R such that

• the kernel of Z is negative definite with respect toQ, and

• for all E 2 P .�/ for any � we haveQ.v.E// � 0;

(6) (openness of stability) the property of being in P .�/ is open in families of
objects in D over any scheme;

(7) (boundedness) objects in P .�/ with fixed class v 2 ƒ are parameterized by a
k-scheme of finite type.
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An object of the subcategory P .�/ is called � -semistable of phase �, and � -stable
if it admits no non-trivial subobject in P .�/. The set of Bridgeland stability conditions on
D is denoted by Stab.D/, where we omit the dependence on .v;ƒ/ from the notation.

Conditions (1)–(4) form the original definition in [20] and ensure we have a notion
of slope-stability. The support property is necessary to show that stability conditions vary
continuously (see Theorem 2.2 below) and admit a well-behaved wall and chamber struc-
ture: fundamentally, this is due to the simple linear algebra consequence that given C > 0,
there are only finitely many classes w 2 ƒ of semistable objects with jZ.w/j < C . Condi-
tions (6) and (7) were introduced in [73, 74], with similar versions appearing previously in
[42, Section 3]; they guarantee the existence of moduli spaces of semistable objects.

Theorem 2.2 (Bridgeland deformation theorem). The set Stab.D/ has the structure of a
complex manifold such that the natural map

Z W Stab.D/ ! Hom.ƒ;C/; .Z;P / 7! Z

is a local isomorphism at every point.

For conditions (1)–(5), this is a reformulation of Bridgeland’s main result [20, The-
orem 1.2]. It says that � D .Z;P / can be deformed uniquely given a small deformation of
Z ÝZ0, roughly as long as Z0.E/ ¤ 0 remains true for all � -semistable objects E. (More
precisely, any path whereQ remains negative definite on KerZ0 can be lifted uniquely to a
path in Stab.D/.) With the additional conditions (6) and (7), Theorem 2.2 was proved in [73,

Theorem 3.20] and [67, Section 4.4], where the most difficult aspect is to show that openness
of stability is preserved under deformations.

The theory has been developed over an arbitrary base scheme in [8]. A stability
condition over a base is the datum of a stability condition on each fiber, such that families of
objects over the base have locally constant central charges, satisfy openness of stability, and
a global notion of HN filtration after base change to a one-dimensional scheme; moreover,
we impose a global version of the support property and of boundedness. An analogue of
Theorem 2.2 holds; differently to the absolute case, assuming the support property is not
enough and the proof requires the additional conditions (6) and (7).

The construction of Bridgeland stability conditions is discussed in Section 4; in
particular, they exist on surfaces and certain threefolds.

2.2. Stability conditions as polarizations
It was first suggested in the arXiv version of [21] to think of � as a polarization of

the noncommutative variety D . We now review some results partly justifying this analogy.
A polarization of a variety X by an ample line bundle H gives projective moduli spaces of
H -Gieseker-stable sheaves; the following two results provide an analogue.

Theorem 2.3 (Toda, Alper, Halpern-Leistner, Heinloth). Given � 2 Stab.D/ and v 2 ƒ,
there is a finite type Artin stack M� .v/ of � -semistable objects E with v.E/ D v and fixed
phase. In characteristic zero, it has a proper good moduli spaceM� .v/ in the sense of Alper.
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Proof. The existence as Artin stack is [73, Theorem 3.20], while the existence of a goodmoduli
space is proven in [2, Theorem 7.25]; see also [8, Theorem 21.24].

Theorem 2.4. The algebraic spaceM� .v/ admits a Cartier divisor `� that has strictly pos-
itive degree on every curve. In characteristic zero, ifM� .v/ is smooth, or more generally if
it has Q-factorial log-terminal singularities, thenM� .v/ is projective.

Proof. The existence of the Cartier divisor and its properties is the Positivity Lemma in [12],
see also [8, Theorem 21.25]. The projectivity follows from [76, Corollary 3.4].

As studied extensively in Donaldson theory in the 1990s, the Gieseker-moduli
spaces may change asH crosses walls in the ample cone.

Theorem 2.5. Fix a vector v 2 ƒ. Then there exists a locally finite union Wv of real-
codimension one submanifolds in Stab.D/, called walls, such that on every connected com-
ponent C of the complement Stab.D/ n Wv , called a chamber, the moduli space M� .v/ is
independent of the choice � 2 C .

Theorem 2.5 follows from the results in [21, Section 9]; see also [73, Proposition 2.8]

and [10, Proposition 3.3]. The set Wv consists of stability conditions for which there exists an
exact triangleA!E !B of semistable objects of the same phase with v.E/D v, but v.A/
not proportional to v. Locally, the wall is defined by Z.A/ being proportional to Z.E/, and
the objects E is unstable on the side where arg.Z.A// > arg.Z.E//; often it is stable near
the wall on the other side, e.g., when A and B are stable and the extension is nontrivial. The
support property (5) is again crucial in the proof of Theorem 2.5: it constrains the classes
a D v.A/, b D v.B/ involved in a wall, and locally that produces a finite set.

Sometimes, one can describe Wv completely, namely when we know which of the
moduli spacesM� .a/ andM� .b/ are nonempty.

2.3. K3 categories
Such descriptions of Wv have been particularly powerful in the case of K3 cat-

egories; it has also been carried out completely for Db.P2/, where the answer is more
involved [24,54]. For this section, we work over the complex numbers and let D be

(1) the derived category D D Db.S/ of a smooth projective K3 surface, or

(2) the Kuznetsov component

D D Ku.Y / D O?
Y \ OY .1/

?
\ OY .2/

?
� Db.Y /

of the derived category of a smooth cubic fourfold Y , or

(3) the Kuznetsov component of a Gushel–Mukai fourfold defined in [47].

In (1) we can also allow a Brauer twist; one expects further examples of Kuznetsov compo-
nents of Fano varieties where similar results hold. In all these cases, D is a Calabi–Yau-2
category: there is a functorial isomorphismHom.E;F /DHom.F;EŒ2�/_ for allE;F 2 D .
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Moreover, it has an associated integral weight two Hodge structureH�.D ;Z/ with an even
pairing . ; /; in the case of a K3 surface, H�.Db.S/;Z/ D H�.S;Z/ with H 0 and H 4

considered to be .1; 1/-classes; in the other cases, the underlying lattice is the same, and
after the initial indirect construction in [1] there is now an intrinsic construction based on
the topological K-theory and Hochschild homology of D [64]. There is a Mukai vector
vWK0.D/ ! H 1;1.D ;Z/ satisfying �.E; F / D �.v.E/; v.F // for all E;F 2 D .

In all three cases, there is a main component Stab�.D/ � Stab.D/ with an effec-
tive version of Theorem 2.2 for ƒ D H 1;1.D ;Z/: the map Z is a covering of an explicitly
described open subset of Hom.ƒ;C/, see [21] for case (1), [8,9] for case (2), and [65] for case
(3).

Now consider a family of such K3 categories, given by a family of K3 surfaces
or Fano fourfolds over a base scheme, respectively. In this case, Mukai’s classical defor-
mation argument applies: every stable object E in a given fiber is simple, i.e., it satisfies
Hom.E;E/ D C, and so Ext2.E;E/ D C by Serre duality; therefore the obvious obstruc-
tion to extending E across the family, namely that v.E/ remains a Hodge class, is the only
one. Extending such deformation arguments to D was the original motivation for introduc-
ing stability conditions for families of noncommutative varieties, see [8, Section 31]. They
allows us to deduce nonemptiness of moduli spaces from the previously known case of K3
surfaces (and simplify the previous classical argument for Gieseker stability on K3 surfaces
by reduction to elliptically fibered K3s, see [18]), which leads to the following result.

Theorem 2.6 (Mukai, Huybrechts, O’Grady, Yoshioka, Toda [8,12,65]). Let v 2H 1;1.D ;Z/

be primitive, and � 2 Stab�.D/ be generic. Then M� .v/ is nonempty if and only if
v2 WD .v; v/ � �2; in this case, it is a smooth projective irreducible holomorphic sym-
plectic (IHS) variety.

More precisely,M� .v/ is of K3Œn�-type, where nD .v2 C 2/=2, i.e., it is deformation
equivalent to the Hilbert scheme of n points on a K3 surface (see [25,34] for the basic theory
of irreducible holomorphic symplectic varieties). If v2 � 2, the Mukai morphism

# WH 2
�
M� .v/;Z

�
! H�.D ;Z/

induced by a (quasi)universal family gives an identification of H 2.M� .v/;Z/ with v?. If
v2 D 0, thenM� .v/ is a K3 surface andH 2.M� .v/;Z/ is identified with v?=v.

Knowing exactly which semistable objects exist then allows us to describe exactly
when we are on a wall. While a complete result as in [11, Theorem 5.7] also needs to treat
essential aspects of the wall-crossing behavior, the basic result is simple to state:

Theorem 2.7 ([11]). Let v 2H 1;1.D ;Z/ be a primitive class. Then � D .Z;P / 2 Stab�.D/

lies on a wall for v if and only if there exists classes a; b 2 H 1;1.D ;Z/ with v D a C b,
a2; b2 � �2 and Z.a/;Z.b/ are positive real multiples of Z.v/.

And the fundamental reason is similarly simple to explain: by Theorem 2.6, this
allows for the existence of extensions

0 ! A ! E ! B ! 0 (2.1)
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where v.A/ D a, v.E/ D v, v.B/ D b, and A;E; B are all semistable of the same phase.
For stronger results, we need to know when such E can become stable near the wall.

3. Constructions based on K3 categories

In this section we present three applications of stability conditions on K3 categories,
to irreducible holomorphic symplectic varieties, to curves, and to cubic fourfolds.

3.1. Curves in irreducible holomorphic symplectic manifolds
LetM be a smooth projective irreducible holomorphic symplectic (IHS) variety of

K3Œn�-type, with n � 2. We let qM be the Beauville–Bogomolov–Fujiki quadratic form on
H 2.M;Z/. By [25, Section 3.7.1], there exists a canonical extension

#M W .H 2.M;Z/; qM / ,! eƒM
of lattices and weight-2 Hodge structures, where the lattice eƒM is isometric to the extended
K3 lattice U˚4 ˚E8.�1/

˚2. Let us denote by v 2 eƒM a generator of #.H 2.M;Z//?: it is
of type .1; 1/ and square v2 D 2n� 2. The lattice eƒM is called theMarkman–Mukai lattice
associated toM . IfM DM� .v/, for a stability condition � 2 Stab�.Db.S// on a K3 surface
S , then eƒM D H�.S;Z/ with the Mukai pairing, the notation for the vector v is coherent,
and #M is the Mukai morphism mentioned after Theorem 2.6.

We let Pos.M/ be the connected component of the positive cone ofM containing
an ample divisor class:

Pos.M/ WD
®
D 2 H 2.M;R/ W qM .D/ > 0

¯C
:

The following result rephrases and proves a conjecture by Hassett–Tschinkel and
gives a complete description of the ample cone ofM .

Theorem 3.1. LetM be a smooth projective IHS variety of K3Œn�-type. The ample cone of
M is a connected component of

Pos.M/ n

[
a2eƒ1;1M such that

a2��2 and
0�.a;v/�v2=2

a?:

Theorem 3.1 is proved in [11] for moduli spaces of stable sheaves/complexes on a K3
surface, and extended in [7] to all IHS of K3Œn�-type, by using deformation theory of rational
curves on IHS varieties.

The approach to Theorem 3.1 via wall-crossing is as follows. Let S be a K3
surface and M D M�0.v/ be a moduli space of �0-stable objects in Db.S/, where v 2

H 1;1.Db.S/; Z/ is a primitive vector of square v2 � 2. As � varies in the chamber C

containing �0, Theorem 2.4 gives a family of ample divisor classes `� in Pos.M/. When
� reaches a wall of C , as given by Theorem 2.7, the class `� remains nef. On the other
hand, consider an object E that becomes strictly semistable on the wall, admitting an exact
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sequence as in (2.1). Varying the extension class in a line in P .Ext1.B;A// produces a P1 of
such objects, and Theorem 2.4 shows that `� has degree zero on this curve. We have found
an extremal curve and, dually, a boundary wall of the ample cone.

Ideal sheaves of points

Stable sheaves on elliptic K3s

Stable sheaves on K3s

Stable objects on K3s

Rat’l curves on moduli spaces

Rat’l curves on IHSs of K3Œn�-type

autoequivalences[77]

deformation[77]

wall-crossing,
deformation
of objects
[18]

wall-crossing[12,73]

wall-crossing[11]

deformation of rat’l curves [7]

Figure 1

The approach to Theorem 3.1.

We summarize the history underlying Theorem 3.1 with the diagram in Figure 1.
The analogue of Theorem 2.6 for Gieseker-stable sheaves involves a two-step argument,
using autoequivalences and deformations. Wall-crossing techniques then imply the existence
of Bridgeland stable objects on K3 surfaces, and thus Theorem 2.6. As discussed above,
a finer wall-crossing analysis based on Theorem 2.7 then produces the extremal rational
curves on moduli spaces that appear implicitly as extremal curves in Theorem 3.1. Finally,
another deformation argument, involving rational curves, deduces Theorem 3.1 for all IHS
manifolds of K3Œn�-type. Wall-crossing combined with stability conditions in families can
also simplify the approach to Theorem 2.6, see [18].

3.2. Curves
Consider a Brill–Noether (BN) wall in Stab.Db.X// for a variety X : the structure

sheaf OX is stable and of the same phase � as objects E of a fixed class v. Then OX is an
object of the abelian category P .�/ with no subobjects; hence the evaluation map OX ˝

H 0.E/ ! E must be injective, giving a short exact sequence

0 ! OX ˝H 0.E/ ! E ! Q ! 0 (3.1)

where Q 2 P .�/ is also semistable. Applying known inequalities for Chern classes of
semistable objects to ch.Q/ D v � h0.E/ ch.OX / can directly lead to bounds on h0.E/.
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This simple idea turns out to be powerful. For a K3 surface S , we can be more
precise: applying Theorem 2.6 to the class ofQ, we can construct allE with given r D h0 as
a Grassmannian bundle Gr.r;Ext1.Q;OS // of extensions over the moduli space of suchQ.

Corollary 3.2. Let S be a K3 surface, v 2 H 1;1.S;Z/ primitive and � be a stability condi-
tion near the Brill–Noether wall for v. If the lattice generated by v and v.OS / is saturated,
then the locus of objects E 2 M� .v/ with h0.E/ D r has expected dimension.

In [5], this is applied, in the case where Pic.S/ D Z �H , to rank zero classes of the
form v D .0;H; s/. In this case, there are no walls between the BNwall and the large volume
limit; hence Corollary 3.2 applies in the large volume limit, and thus to zero-dimensional
torsion sheaves supported on curves in the primitive linear system. This gives a variant of
Lazarsfeld’s proof [49] of the Brill–Noether theorem: every curve in the primitive linear
system is Brill–Noether general.

This approach has been significantly strengthened in [27]: instead of requiring E to
be semistable near the Brill–Noether wall, it is sufficient to control the classes occurring in
its HN filtration. A bound on h0 is obtained by applying Corollary 3.2 to all HN filtration
factors. Thus we need to consider a point near the Brill–Noether walls for all HN factors,
and which is the limit point where Z.OX /Ý 0.

Proposition 3.3 ([27, Proposition 3.4]). Let S be a K3 surface of Picard rank one. There
exists a limit point � of the space of stability conditions, with central charge Z, and a con-
stant C , such that for (most) objects in the heart, we have

h0.E/C h1.E/ � C �

X
l

ˇ̌
Z.El=El�1/

ˇ̌
;

where E0 � E1 � � � � � Em is the HN filtration of E near � .

The following application completes a program originally proposed by Mukai [62]:

Theorem 3.4 ([27, 28]). Let S be a polarised K3 surface with Pic.S/ D Z � H and genus
g � 11, and let C 2 jH j. Then S is the unique K3 surface containing C , and can be recon-
structed as a Fourier–Mukai partner of a Brill–Noether locus of stable vector bundles on C
with prescribed number of sections.

The structure of the argument is as follows. The numerics are chosen such that there
is a two–dimensional moduli space OS , necessarily a K3 surface, of stable bundles E on S
whose restrictionEjC is automatically in the Brill–Noether locus. Conversely, given a stable
bundle V on C , its push-forward i�V along i WC ,! S is stable at the large volume limit.
Standard wall-crossing arguments bound its HN filtration near the limit point � in Proposi-
tion 3.3, which then gives a bound on h0.V /. The argument also shows that equality—the
Brill–Noether condition—only holds for the HN filtration E ! EjC D i�V ! E.�H/Œ1�,
i.e., when V is the restriction of a vector bundle in OS . Thus OS is a Brill–Noether locus on C ,
and S can be reconstructed as a Fourier-Mukai partner of OS .
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3.3. Surfaces in cubic fourfolds
Let Y � P5 be a complex smooth cubic fourfold and let h be the class of a hyper-

plane section. Following [38], we say that Y is special of discriminant d , and write Y 2 Cd , if
there exists a surface†� Y such that h2 and† span a saturated rank two lattice inH 4.Y;Z/

with

det

 
h4 h2 �†

h2 �† †2

!
D d:

The locus Cd is non-empty if and only if d � 0; 2 .mod 6/ and d > 6; in this case, Cd is an
irreducible divisor in the moduli space of cubic fourfolds.

Given d it is not known in general which degree h2 �† and self-intersection†2 can
be realised. The following gives an answer for an infinite series of d .

Theorem 3.5 ([6]). Let a � 1 be an integer and let d WD 6a2 C 6aC 2. Let Y be a general
cubic fourfold in Cd . Then there exist surfaces † � Y such that

• deg.†/ WD h2 �† D 1C
3
2
a.aC 1/ and †2 D

dCdeg.†/2
3

;

• H�.Y;I†.a � j // D 0, for all j D 0; 1; 2.

In fact, we obtain a family of such surfaces†. It is parameterized by (an open subset
of) the K3 surface S of degree d D 6a2 C 6a C 2 associated to every Y 2 Cd by Hassett
[38] via the Hodge structures of Y and S .

The proof of Theorem 3.5 is based on an enhancement of Hassett’s Hodge-theoretic
relation to the derived category: by [1,8], we have Ku.Y /D Db.S/. By [53], the Lehn-Lehn-
Sorger-van Straten IHS eightfoldX associated to Y of [50] can be realised as a moduli space
of stable objects in Ku.Y /. It admits a Lagrangian embedding Y ,! X . Markman’s Torelli
Theorem [59] implies thatX and the Hilbert schemeS Œ4� are birational; for a� 2, and Y 2 Cd

very general, we use Theorem 3.1 to show that the nef cone and the movable cone of S Œ4�

are the same, and hence X and S Œ4� are isomorphic. Now for s 2 S general let �s � S Œ4� be
the locus of subschemes containing s; then † D Y \ �s is the desired surface.

We are interested in this construction because it produces many rational morphisms
from Y as follows. The rational map S Œ4� ! S Œ5�; Z 7! Z [ s is resolved by the blow-up
Bl�s S Œ4� ! S Œ5�. Restricting to the cubic, we obtain an embedding Bl† Y ! S Œ5�. We then
use wall-crossing for S Œ5�, interpreted as a moduli space inKu.Y /D Db.S/, and restrict the
resulting birational transformations to Bl† Y . In the case aD 2, this recovers completely the
picture described in [69] and thus the rationality of all cubics inC38. Analogous constructions
likely exist for arbitrary d � 2 .mod 6/ if we replace �s with a locus of sheaves not locally
free at s inside a moduli space of stable sheaves.

4. Threefolds

Stability conditions on a threefold X have been constructed in a three step pro-
cess. Initially we consider slope-stability. In the second step, we reinterpret slope-stability
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by changing the abelian subcategory of Db.X/ and rotating the central charge; the classical
Bogomolov–Gieseker inequality then allows us to deform this to obtain tilt-stability, which
behaves much like Bridgeland stability conditions on surfaces. Finally, a conjectural gen-
eralized Bogomolov–Gieseker type inequality, Conjecture 4.7, for tilt-stable objects allows
one to repeat this procedure and produce actual stability conditions.

Already the second step, tilt-stability, has geometric consequences when combined
with Conjecture 4.7. We present three applications: to a bound for the genus of a curve on
a threefold [58], to higher rank Donaldson–Thomas theory on Calabi–Yau threefolds [30,31],
and to Clifford-type bounds for vector bundles on curves and quintic threefolds [51].

4.1. The generalized Bogomolov–Gieseker inequality
Wewill now describe the first and second step of this construction. For more details,

we refer to [8, Part V], [67] and [13]. Throughout this section, we letX be a smooth projective
variety of dimension n, over the complex numbers unless noted otherwise, and let H in
NS.X/ be the class of an ample divisor on X .

The twisted Chern character. Let

 WD e�B
� .1; 0;��; 3; : : : ; n/ 2

nM
lD0

CHlnum.X/Q; (4.1)

with B 2 NS.X/Q, � 2 CH2num.X/Q such thatHn�2 � � D 0, and 3; : : : ; n arbitrary. We
let

ch WD  � chWK0.X/ !

nM
lD0

CHlnum.X/Q

be the Chern character twisted by  . If  D e�B (e.g. in the case of surfaces) then ch is
usually denoted by chB . When X is a threefold of Picard rank 1, � D 0.

LetƒH � QnC1 be the image of the morphism vH WK0.Db.X//! QnC1 given by

v

H .E/ WD

�
Hn

� ch0.E/;H
n�1

� ch1.E/; : : : ;H � chn�1.E/; ch

n.E/

�
:

It is a free abelian group of rank nC 1. Given v 2 ƒ

H , we denote by vl its l-th component.

For l D 0; : : : ; n, we denote byƒ
H;�l

the sublattice of rank l C 1 generated by the first l C 1

components and by v�l the corresponding truncated vector.

Slope-stability (step 1). This is analogous to the curve case in Section 2. We define the
slope of a coherent sheaf E 2 Coh.X/ as

�

H .E/ WD �

�
v

H .E/

�
D v1.E/=v0.E/; with �H .E/ D C1 if v0.E/ D 0:

A sheaf E is �H -semistable if for every non-zero subsheaf F ,! E, we have �H .F / �

�

H .E=F /. In particular, torsion sheaves are semistable of slope C1. Harder–Narasimhan

(HN) filtrations for slope stability exist; if the sheaf has torsion, the first HN factor is the tor-
sion part. As before, we visualize the slope with the (weak) stability function Z W ƒ


H ! C

given by
Z.v/ WD �v1 C iv0:
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The Bogomolov–Gieseker inequality. Let us assume n � 2 and define the quadratic form
� on ƒH;�2 of signature .2; 1/ by

�.v/ WD v21 � 2v0v2:

The following result is a consequence of [16,33,68] and the Hodge index theorem:

Theorem 4.1 (Bogomolov–Gieseker inequality). Let E 2 Coh.X/ be a �H -semistable
sheaf. Then

�
�
v

H .E/

�
� 0: (4.2)

Remark 4.2. The theory works similarly in finite characteristic. Inequalities similar to (4.2)
proved by Langer in [48] are not sufficient to construct stability conditions. Instead, by
[43, Theorem 1.3], there exists a constant CX;H 2 R�0 such that inequality (4.2) holds if we
add the term CX;H �H 2=2 to  . This is sufficient for the construction tilt-stability below.

Tilt-stability (step 2). Constructing tilt-stability from slope stability needs two opera-
tions, see also Figure 2. First, let ˇ 2 R. We rotate the central charge Z by setting Zˇ WD

v0 C i.v1 � ˇv0/, and modify the abelian category accordingly to obtain Coh
H;ˇ

.X/ as
follows:

T ˇ
WD
®
E 2 Coh.X/W�;�H .E/ > ˇ

¯
;

F ˇ
WD
®
E 2 Coh.X/W�;CH .E/ � ˇ

¯
; (4.3)

Coh
H;ˇ

.X/ WD
®
E 2 Db.X/ W H l .E/ D 0; for l ¤ 0;�1;H �1.E/ 2 F ˇ ;H0.E/ 2 T ˇ

¯
;

where we denoted by �;˙H the first and last slope of the HN filtration with respect to
�

H -stability. By tilting theory [36], Coh

H;ˇ
.X/, the extension-closure of F ˇ Œ1� and T ˇ ,

is the heart of a bounded t-structure on Db.X/; in particular, it is an abelian category.

T ˇ W

�
;�
H > ˇ F ˇ W

�
;C
H � ˇ

F ˇ Œ1�

�v1

v0 v1
v0

D ˇ

Slope stability in Coh.X/

F ˇ Œ1� T ˇ

v0

v1 � ˇv0

Rotated slope stability
in Coh

H;ˇ
.X/

˛v0 � v2

v1 � ˇv0

Tilt stability

Figure 2

Rotating and deforming slope stability to obtain tilt stability.

The pair .Zˇ ;Coh


H;ˇ
.X// admits HN filtrations. The difference to slope stability

in Coh.X/ is subtle: torsion sheaves supported codimension � 2 are in both categories,
considered to have slope C1, and thus now have bigger phase than objects in F ˇ Œ1�.
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For the second part, we deform Zˇ while preserving the category Coh
H;ˇ

.X/. We
follow the presentation in [51] and denote by U the open subset of R2 given by

U WD

²
.˛; ˇ/ 2 R2 W ˛ >

ˇ2

2

³
: (4.4)

For .˛; ˇ/ 2 U , we consider the slope �
H;˛;ˇ

induced on Coh
H;ˇ

.X/ by the central charge

Z˛;ˇ .v/ WD �.v2 � ˛v0/C i.v1 � ˇv0/: (4.5)

Objects semistable with respect to v
H;˛;ˇ

are called tilt-semistable. HN filtrations exist and
Theorem 4.1 applies equally to tilt-semistable objects, which ensures that tilt-stability has a
wall-and-chamber structure analogous to Bridgeland stability as we deform .˛; ˇ/ 2 U .

Remark 4.3. We can be more precise and sometimes obtain a larger set of tilt-stability
conditions. Following [32], we define the Le Potier function ˆX;H W R ! R as

ˆ

X;H .x/ WD lim sup

�!x

²
v

H .E/2

v

H .E/0

W E 2 Coh.X/ is �H -semistable with �

H .E/ D �

³
:

It is upper semicontinuous, and by Theorem 4.1 it satisfies ˆX;H .x/ � x2=2. Tilt-stability
is well defined for all .˛; ˇ/ 2 R2 such that ˛ > ˆX;H .ˇ/.

Example 4.4. If X is a surface, then .Z˛;ˇ ; Coh


H;ˇ
.X// induces a Bridgeland stability

condition on Db.X/, as constructed in [3]. The support property is given by the quadratic
form (4.2). If X has finite Albanese morphism, then all stability conditions on Db.X/ with
respect to .vH ; ƒ


H / are given by those constructed in Remark 4.3, up to linear action [32].

A stronger version of Theorem 4.1, involving ch1.E/2 rather than just .H: ch1.E//2, gives
a support property with respect to the full numerical Grothendieck group of Db.X/ and
allows us to vary H ; see [13, Theorem 3.5]. In the case of a K3 surface S , the closure of the
locus of such stability conditions and its translates under autoequivalences give the connected
component Stab�.Db.S// mentioned in Section 2.3.

The generalized Bogomolov–Gieseker inequality. Let us assume n � 3. The main open
question is to find an inequality involving v3 for tilt-semistable objects, generalizing (4.2).
For .˛; ˇ/ 2 U , let us define the quadratic formQ˛;ˇ on ƒH;�3 of signature .2; 2/ by

Q˛;ˇ .v/ WD ˛.v21 � 2v0v2/C ˇ.3v0v3 � v1v2/C .2v22 � 3v1v3/:

Definition 4.5. We say that .X;H/ satisfies the  -generalized Bogomolov–Gieseker (BG)
inequality at .˛; ˇ/ 2 U , if for all E 2 Coh

H;ˇ
.X/ which are �

H;˛;ˇ
-semistable, we have

Q˛;ˇ

�
v

H .E/

�
� 0: (4.6)

Theorem 4.6 ([13,67]). A polarized threefold satisfying the  -generalized BG inequality at
a point .˛; ˇ/ 2 U admits Bridgeland stability conditions.

The construction of these stability conditions from tilt stability is completely analo-
gous to the construction of tilt stability from slope-stability discussed above. It was con-
jectured in [14, Conjecture 1.3.1] that all polarized threefolds satisfy the generalized BG
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inequality for all .˛; ˇ/ 2 U and  D e�B ; this turned out to be too optimistic, see [71].
The following is a modification of the original conjecture, based on [51,66]:

Conjecture 4.7. Let .X;H/ be a smooth complex projective polarized variety. There exists
a class  D X;H as in (4.1) and an upper semicontinuous function f D f


X;H W R ! R such

that .X;H/ satisfies the  -generalized BG inequality for all .˛; ˇ/ 2 R2 with ˛ > f .ˇ/.

Conjecture 4.7 has been established in a number of three-dimensional cases:

• prime Fano threefolds [52,57,70], with  D 1 and f X;H .x/ D x2=2;

• abelian threefolds [13, 56], with  D e�B , for all B 2 NS.X/R, and
f

X;H .x/ D x2=2;

• the quintic threefold [51], with  D 1 and f X;H .x/ D x2=2C .x � bxc/.bxc C

1 � x/=2;

• the complete intersection of quadratic and quartic hypersurfaces in P5 [55], with
 D 1 and

f

X;H .x/ D x2=2C

�
x � bxc

��
bxc C 1 � x

�
=2I

• the blow-up of P3 at a point [66], withH D �KX=2,  D .1; 0;��; 0/,

� D
1

12

�
c2.X/ �

H � c2.X/

H 3
H 2

�
;

and f X;H .x/ D x2=2C .x � bxc C 1/2; and

• threefolds with nef tangent bundle [15,45], with H any ample divisor,  D e�B ,
for all B 2 NS.X/R (except in the case X D P .TP2/, where H D �KX=2 and
 D 1), and f X;H .x/ D x2=2.

Similar versions have been proved for all Fano threefolds [15, 66] and for Calabi–
Yau double and triple solids [44]. It is also known in some cases in arbitrary characteristic,
e.g., P3 (whereCP3;H D 0,  D 1, f X;H .x/D x2=2). There is no known counterexample to
Conjecture 4.7 with f X;H .x/D x2=2; a nontrivial choice of  is instead necessary: the blow-
up of P3 at a point with the anticanonical polarization does not satisfy the  -generalized BG
inequality if we take  D 1 and f X;H .x/ D x2=2 [71].

4.2. Tilt-stability methods
We now describe three limit points of tilt-stability in the set U defined in (4.4), the

small and large volume limit and the Brill–Noether point. The latter two are generalizations
of limits discussed in Section 3.2 for Bridgeland stability conditions in the K3 surface case.

Throughout this section we fix a class v 2 ƒ

H , and assume v0 ¤ 0 for simplicity.

Walls. We want to understand walls in U for tilt-stability .Z˛;ˇ ;CohH;ˇ .X//, defined by
(4.5) and (4.3), of objects of class v. We may assume N�.v/ � 0 and define

p.v/ WD

�
v2

v0
;
v1

v0

�
2 R2 n U:
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˛

ˇ

�
p.OX /

�
p.v/

U

W1

WBN

�

ˇ

Figure 3

Walls for v.

Given a line L containing p.v/, we define the potential wall in U for v associated to L by

WL WD
®
.˛; ˇ/ 2 U \ L

¯
:

The main property of walls are the following, see also Figure 3. Two objects of
Coh

H;ˇ
.X/ with classes v and w have the same slope with respect to �

˛;ˇ;H
if and only

if .˛; ˇ/ lies on the line passing through p.v/ and p.w/. If an object of class v is tilt-
(semi)stable at one point of WL, then it is tilt-(semi)stable for all points in WL. Moreover,
actual walls for v are a locally finite set of potential walls, and tilt-stability is unchanged
except when crossing one of these walls.

The following elementary observation is often useful for induction arguments:

Remark 4.8. Given a wall W for v in U , let w1; : : : ; wm be the classes of the Jordan–
Hölder factors of a tilt-semistable object with class v at a point of W . Then the version of
Theorem 4.1 for tilt-stable objects implies that �.wl / � �.v/, for all l D 1; : : : ; m, with
equality if and only if all .wl /�2 and v�2 are proportional and �.wl / D �.v/ D 0. In par-
ticular, the structure sheaf OX or its shift OX Œ1� is tilt-stable everywhere in U .

Example 4.9. The equationQ˛;ˇ .v/ D 0 defines a line containing p.v/. If it intersects U ,
we call the associated potential wall the BG wall, which gives a bound on walls for v.

The small volume limit point. Assume that �.v/ > 0. We define the two small volume
limit points ˇ.v/ as the points .ˇ2=2; ˇ/ 2 R2 where the tangent to the parabola contains
p.v/.

By the local finiteness of walls, they can accumulate only at the small volume limit
points, and only finitely many lie outside a neighborhood of them. Objects which are tilt-
stable in a neighborhood of a small volume limit point are called ˇ-stable and have strong
vanishing properties, which are useful both in proving cases of Conjecture 4.7 or in appli-

2187 The unreasonable effectiveness of wall-crossing in algebraic geometry



cations of it. For instance, if Conjecture 4.7 is true and the BG wall exists, there are no
ˇ-stable objects for the corresponding small limit point. In the approach mentioned in the
Introduction, the small limit point is a promising choice for a point of interest.

The large volume limit point. As in Figure 3, consider the horizontal line

L1 WD ¹ˇ D v1=v0º:

It is called the large volume limit wall for v and a point in it is called a large volume limit point.
Object which are tilt-stable on a point inU nearby the large volume limit wall—equivalently,
for ˛ Ý C1—essentially correspond to Gieseker-stable sheaves or derived duals of them,
according to which side of the wall we are.

The Brill–Noether point. The last point we are interested in helps studying global sections
of objects. In the K3 surface case, as discussed in Section 3.2, this is where applications
to Brill–Noether theory come from. In tilt-stability, it is given by the potential wall WBN

associated to the line passing through p.v/ and .0; 0/, see again Figure 3. We call the point
.0; 0/ the Brill–Noether (BN) point.

4.3. Tilt-stability applications
In this section, we give an informal exposition of three applications of tilt-stability

and Conjecture 4.7.

Curves on threefolds. Let X D P3. We want to study the following question, called the
Halphen problem: what is the maximal genus g of an integral curve in P3 of degree d
which is not contained in a surface of degree < k? While the question is open for smaller
d , a celebrated theorem of Gruson–Peskine and Harris [35, 37] gives such maximal genus
G.d; k/, when d > k.k � 1/ We give an idea how to reprove this theorem by using tilt-
stability. The approach works for any threefold which satisfies Conjecture 4.7 and a few
extra assumptions, see [58, Theorem 1.2] for the precise statement. For instance, it yields new
results for principally polarized abelian threefolds of Picard rank 1.

Let C be a curve as above whose genus is larger than the expected bound G.d; k/.
We look at the twisted ideal sheafIC .k � 1/ and we let v D v.IC .k � 1//; here  D 1 and
the generalized BG inequality holds, for all .˛; ˇ/ 2 U . The first step is a straightforward
application of Conjecture 4.7, which shows that in a neighborhood of the small volume limit
point, there are no tilt-semistable objects with class v. The second step is to use the informa-
tion that C is not contained in a surface of degree k � 1, which says that the BN wall does
not give a wall for IC .k � 1/. To summarize: IC .k � 1/ is tilt-stable at the large volume
limit, it must be destabilized at a certain wall, which cannot be on the BN wall.

To get a contradictionwe need to analyze the finitelymanywalls forIC .k � 1/. This
is where the assumption d > k.k � 1/ comes in. In fact, possible destabilizing subobjects for
IC .k � 1/ are always reflexive sheaves: in the range d > k.k � 1/ they have rank either 1
or 2. The rank 1 case, namely invertible sheaves, can be dealt with by the fact that the BN
wall is not an actual wall. For the rank 2 case, we use once more a similar strategy to get
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bounds on the third Chern character of such rank 2 sheaves and thus a contradiction, since
we have control on the discriminant, by Remark 4.8.

Higher rank DT invariants on CY3s. Let .X; H/ be a complex polarized Calabi–Yau
threefold. In a recent sequence of papers [30, 31], Feyzbakhsh and Thomas proved the fol-
lowing theorem: if .X; H/ satisfies the generalized BG inequality on U , then the higher
rank Donaldson–Thomas (DT) theory is completely governed by the rank 1 theory, i.e.,
Hilbert schemes of curves. There is some flexibility on the assumption on the generalized
BG inequality; in particular, their theorem holds for the examples of Calabi–Yau threefolds
where Conjecture 4.7 has been proved, e.g. for the quintic threefold.

The fundamental idea is as follows. Fix a class v of rank r . The DT invariant
DTlarge-v.v/ of tilt-semistable objects of class v near the large-volume limit is essentially
the classical DT invariant. Now let n � 0. The role of the point of interest is first played by
a variant of the Brill–Noether wall: the Joyce–Song wall WJS where v and OX .�n/Œ1� have
the same slope. This is a wall not for v (where it is contained in the large-volume chamber),
but for the class v.n/ D v � v.OX .�n// of rank r � 1: there are objects E of class v.n/

destabilised by a short exact sequence F ! E ! OX .�n/Œ1� with F 2 M˛;ˇ .v/. They are
generically parameterised by a projective bundle over the DT moduli space for v.

Now consider the DT invariant DT.˛;ˇ/.v.n// as .˛; ˇ/ moves on a path from the
small-volume limit—our point of interest—for v.n/ to its large-volume limit. Conjecture 4.7
shows DTsmall-v.v

.n// D 0. Applying the generalised BG inequality again, the authors show
that except for the Joyce–Song wall, all other walls are defined by sheaves of rank � r � 1.
Thus, the Joyce–Song wall-crossing formula in [40] gives a relation of the form

DTlarge-v.v
.n// D DTsmall-v.v

.n//C Wall-crossing contributions

D 0C WallCr.lower rank DT invariants/C �.OX .�n/; v/ � DTlarge-v.v/:

This shows that DTlarge-v.v/ is determined by lower rank DT invariants.

The quintic threefold and Clifford-type bounds. In the proof of the generalized BG
inequality for the quintic threefold in [51], the first idea is the following: if we know the gen-
eralized BG inequality at the BN point, we know it everywhere (for an appropriately chosen
function f in Conjecture 4.7). Here, Li uses the same idea as in Section 3.2: a stronger clas-
sical Bogomolov–Gieseker type inequality for the quotient Q in (3.1) implies a bound for
h0.E/, and consequently for �.E/ and thus ch3.E/. The stronger bound forQ is deduced by
a restriction theorem from stronger bounds on .2; 5/-complete intersection surfaces. Using
the logic of Section 3.2 in reverse, this bound is reduced to Clifford-type bounds for stable
vector bundles on .2; 2; 5/-complete intersection curves C . Now we consider the embedding
C � S2;2 of C into the .2; 2/-complete intersection del Pezzo surface S2;2. Riemann-Roch
directly implies a stronger Bogomolov–Gieseker inequality on S2;2, and shifting the logic
of Section 3.2 back to forward gear implies the desired Clifford bounds.

These Clifford bound arguments yield new results even for planar curves [29].
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5. Further research directions

A proof of Conjecture 4.7, and thus the existence of Bridgeland stability conditions
on threefolds, would evidently be tremendous progress. We present here some more specific
open questions related to the topic of our survey.

The quintic threefold and Toda’s conjecture. The picture for Bridgeland stability condi-
tions is not yet complete, even for quintic threefolds. The expectation in [4] (see also [19,

Remark 3.9] for more details) is the following: there exists a closed embedding

I W MK !
�
Aut

�
Db.X/

�
nStab

�
Db.X/

�
=C
�
; where MK WD

�®
 2 CW 5 ¤ 1

¯
=�5

�
and I. / D .Z ;P / where Z is a solution of the associated Picard–Fuchs equation
(see [75, Section 3.2]). Li’s Theorem in [51] describes only a neighborhood of the large volume
limit. The global picture would follow from an appropriate answer to the following question.

Question 5.1. Is there a better bound for the Le Potier function for quintic threefolds (extend-
ing [75, Conjecture 1.2] for slope 1

2
to arbitrary slope), and a version of Conjecture 4.7 with

f .x/ approximating this Le Potier function?

Higher dimension. The first step towards stability conditions in higher dimension would
be the following:

Question 5.2. Can we prove Conjecture 4.7 by induction on the dimension of X once it is
known for (a suitable class of) threefolds?

Moduli spaces of polarized noncommutative varieties. A natural extension of the results
in Section 2.3 would be to answer the following:

Question 5.3. Is any smooth projective polarized irreducible holomorphic symplectic vari-
ety .M;H/ of K3Œn�-type isomorphic to the moduli space .M� .v/; `� / of � -stable objects
for a stability condition � on a K3 category D?

A candidate for D has been constructed in [60], over an open subset of the moduli
space. It is not known if it can be realized as an admissible subcategory. The question is
closely related to the following, completing the analogy between stability conditions and
polarizations:

Question 5.4. Is there an algebraicmoduli space of polarised non-commutative K3 surfaces,
parameterising pairs .D ; �/where D is a K3 category deformation–equivalent to Db.S/ for
a projective K3 surface S , and � is a stability condition on D?

The theory of stability conditions in families developed in [8] provides a definition
of morphisms to this moduli space.
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Abstract

We show how to count lattice points represented by square-tiled surfaces in the moduli
spaces of meromorphic quadratic differentials with simple poles on complex algebraic
curves. We demonstrate the versatility of the lattice point count on three different exam-
ples, including evaluation of Masur–Veech volumes of the moduli spaces of quadratic
differentials, computation of asymptotic frequencies of geodesic multicurves on hyperbolic
surfaces, and asymptotic enumeration of meanders with a fixed number of minimal arcs.
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1. Introduction

Quadratic differentials on complex algebraic curves and their moduli spaces is an
actively developing area of modern mathematics with close connections to algebraic geom-
etry, dynamics, and mathematical physics (for example, this was one of the main topics at
the MSRI semester program “Holomorphic Differentials in Mathematics and Physics” in the
Fall 2019). In this paper we deal with the moduli spaces of meromorphic quadratic differen-
tials with simple poles. These spaces are naturally equipped with linear coordinates (called
period coordinates), volume form (called the Masur–Veech volume form), and integer lat-
tice (whose points are represented by square-tiled surfaces). We show how to count lattice
points in the moduli spaces of meromorphic quadratic differentials and apply this count to
three seemingly different problems—namely, to the computation of Masur–Veech volumes
of these moduli spaces, to the distribution of simple closed geodesics on hyperbolic surfaces,
and to the enumeration of meanders.

A lattice point count relevant to moduli spaces Mg;n of genus g complex curves
with n labeled marked points was first performed by P. Norbury in [22]. He considers a
lattice in the Harer–Mumford combinatorial model of Mg;n whose points correspond to
metric ribbon graphs with edges of integer length. Moreover, he shows that the top degree
homogeneous part of his lattice point count polynomial is Kontsevich’s volume polynomial
[13] whose coefficients are given by intersection numbers of tautological  -classes on the
Deligne–Mumford compactification Mg;n (in fact, the top degree part of Norbury’s poly-
nomial coincides, up to the factor of 22g�3Cn, with the top degree homogeneous part of
Mirzakhani’s Weil–Petersson volume polynomial for the moduli space of bordered hyper-
bolic surfaces [17, 18]). He then derives a simple recursion for the lattice count polynomials
that yields an elementary proof of Witten’s conjecture [24].

A few words about the structure of the paper. In Section 2 we collect basic facts
about moduli spaces of meromorphic quadratic differentials, and in Section 3 we establish
relationships between square-tiled surfaces, geodesic multicurves on hyperbolic surfaces,
and stable graphs. Section 4 contains a formula for the Masur–Veech volume of the moduli
space of quadratic differentials. Our formula expresses the Masur–Veech volumes in terms
of the top degree parts of Norbury’s counting polynomials with explicit rational coefficients.
Note that for the moduli spaces of holomorphic quadratic differentials a similar formula for
the Masur–Veech volumes was obtained (without explicit evaluation) by M. Mirzakhani [19]
using a different approach. In Section 5we use the interpretation of geodesic (multi)curves on
hyperbolic surfaces as square-tiled surfaces to analyze their large genus asymptotic distribu-
tion. In particular, following the ideas of M. Mirzakhani [20], we show that the nonseparating
simple closed geodesics become exponentially more frequent than the separating ones when
the genus of the surface grows. Finally, in Section 6 we use the correspondence between
meanders and square-tiled surfaces of special type to address the problem of meander enu-
meration.
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2. Moduli spaces of quadratic differentials and

square-tiled surfaces

The moduli space Qg;n of (meromorphic) quadratic differentials is defined as the
set of isomorphism classes of pairs .C; q/, where C is a smooth genus g complex curve
with n � 0 labeled distinct marked points, and q is a meromorphic quadratic differential on
C with at most simple poles at the marked points and no other poles (throughout the paper
we will assume that 2g � 2C n > 0). It is well known that Qg;n is naturally isomorphic to
T �Mg;n, the total space of the holomorphic cotangent bundle on the moduli space Mg;n of
n-pointed genus g complex algebraic curves.

The moduli space Qg;n is stratified according to the set � D .m1; : : : ;mk/ of mul-
tiplicities of zeros of q (� is a partition of 4g � 4 C n). In what follows, we will mostly
deal with the principal stratum Q.14g�4Cn;�1n/ that consists of isomorphism classes of
pairs .C; q/, where C is a smooth curve and q has exactly 4g � 4C n simple zeros and n
simple poles. Moreover, we will always assume that the zeros of q are labeled. The natural
map Q.14g�4Cn;�1n/ ! Qg;n is a .4g � 4C n/Š-fold covering of its image that is open
and dense in Qg;n, and its complement is closed and has positive codimension.

A nonzero differential q in Qg;n defines a flat metric jqj on the complex curve C .
This metric has conical singularities at zeroes and poles of q. It defines the area function by
the formula

A.C; q/ D

Z
C

jqj; (1)

so that A.C; q/ is finite and positive. The area function A.C; q/ may be viewed as a level
function on the moduli space Qg;n.

To introduce the period coordinates on Q.14g�4Cn;�1n/ consider the canonical
cover of C defined by the meromorphic quadratic differential q with simple zeros and poles.
More precisely, to each such pair .C; q/ one associates a twofold covering f W OC ! C and
an abelian differential ! on OC , where OC D ¹.x;!.x// j x 2 C;!.x/ 2 T �

x C;!.x/
2 D q.x/º.

The curve OC is smooth of genus Og D 4g � 3C n, and the covering f is ramified precisely
over zeros and poles of q. The differential ! is holomorphic on OC , has second order zeros
at the preimages of zeros of q, and does not vanish at the preimages of poles of q

The map f is invariant under the canonical involution � W OC ! OC ; .x; !.x// 7!

.x;�!.x//. The induced map �� W H1. OC ;C/ ! H1. OC ;C/ allows decomposingH1. OC ;C/

into the direct sumHC
1 .

OC ;C/˚H�
1 .

OC ;C/ of eigenspaces corresponding to the eigenvalues
˙1 of ��, where dimC H

C
1 .

OC ;C/ D 2g, dimC H
�
1 D 6g � 6C 2n. Now putH�

1 .
OC ;Z/ D

H1. OC ;Z/ \H�
1 .

OC ;C/ and consider the period map P W H�
1 .

OC ;Z/ ! C defined by ˛ 7!

P.˛/ D
R

˛
!, ˛ 2 H�

1 .
OC ;Z/. We can think of P as an element of Hom.H�

1 .
OC ;Z/;C/ D

H 1
�.

OC ;C/, the anti-invariant part ofH 1. OC ;C/ with respect to the involution ��. This gives
us period (or homological) coordinates in a neighborhood of .C; q/ 2 Q.14g�4Cn;�1n/.

Consider the lattice L D Hom.H�
1 .

OC ;Z/;Z ˚ iZ/, i2 D �1, in the vector space
H 1

�.
OC ;C/. By definition, the points of the latticeL are those elements ofH 1

�.
OC ;C/ that take

values in Z ˚ iZ on H�
1 .

OC ; Z/. Note that L is a sublattice in the lattice
H 1

�.
OC ;Z ˚ iZ/ ,! H 1

�.
OC ;C/ of index 42g induced by the inclusion Z ˚ iZ ,! C. The
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Masur–Veech volume form dV on Q.14g�4Cn;�1n/ is defined as the linear volume form
in the vector space H 1

�.
OC ;C/ normalized in such a way that Vol.H 1

�.
OC ;C/=L/ D 1. The

form dV induces a volume form on the level sets of the area function A, and we define

VolQ.14g�4Cn;�1n/ D Vol0 QAD1=2.14g�4Cn;�1n/ D 2d VolQA�1=2.14g�4Cn;�1n/:

(2)
Here

QAD1=2
g;n D

®
.C; q/ 2 Qg;n j A.C; q/ D 1=2

¯
is the level A D 1=2 hypersurface (sphere bundle on Mg;n),

QA�1=2
g;n D

®
.C; q/ 2 Qg;n j A.C; q/ � 1=2

¯
is the radius-1/2 disc bundle, and d D 6g � 6C 2n is the complex dimension of Qg;n. By
a result of H. Masur [15] (cf. also W. Veech [23]), the volume of Q

A�1=2
g;n is finite. One of the

main objectives of this paper is to provide a formula for this volume in terms of the lattice
point count.

Remark 1. The moduli space Qg;n D T �Mg;n, as a cotangent bundle, carries a canonical
symplectic form that we denote by �. The corresponding volume form 1

dŠ
�d is invariant

under the Teichmüller flow on Qg;n, see [16]. Previously it was shown in [15, 23] that the
volume form dV is also preserved by the Teichmüller flow. Since 1

dŠ
�d and dV belong to

the same Lebesgue measure class, the ergodicity of the Teichmüller flow implies that these
two volume forms coincide up to a constant proportionality coefficient. We postpone the
evaluation of this constant factor to another occasion.

To give a geometric description of the lattice points in Q.14g�4Cn;�1n/, we intro-
duce a notion of square-tiled surfaces. It is possible to construct a discrete collection of
meromorphic quadratic differentials with simple poles by assembling together identical flat
squares in the following way. Take a finite number of oriented 1=2 � 1=2-squares with two
opposite sides called horizontal and the other two sides called vertical. Identify pairs of
sides of the squares by orientation reversing isometries in such a way that horizontal sides
are glued to horizontal ones and vertical sides are glued to vertical ones. We get an oriented
topological surface C without boundary, and we consider only those gluings for which C is
connected. Quadratic differential dz2 on each square is compatible with gluing and endows
C with a complex structure and a nonzero quadratic differential q with at most simple poles.
The total area A.C; q/ of C is 1/4 times the number of squares. We call such a pair .C; q/ a
square-tiled surface.

We denote by ST .Q.�;�1n// the set of all square-tiled surfaces in the stratum
Q.�; �1n/, and by ST .Q.�; �1n/; 2N / its subset consisting of surfaces made up of at
most 2N squares.1 Since each square-tiled surface .C; q/ is glued from 1=2 � 1=2-squares,

1 For example, the square-tiled surface in Figure 1 is made up of 54 squares, has 3 conical
points of angle 3� (corresponding to simple zeros of q), and 7 conical points of angle �
(corresponding to simple poles of q). Therefore, it has genus 0 and belongs to the principal
stratum Q.13;�17/.
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the periods of the abelian differential ! D
p
q on the double cover OC belong to 1

2
Z ˚

i
2
Z.

In particular, this yields a natural inclusion ST .Q.14g�4Cn;�1n// ,! L, where the lattice
L was defined above. This inclusion is actually a bijection in each coordinate chart (in the
case g D 0 a proof of the bijection between the set ST .Q.1n�4;�1n// and the lattice L can
be found in [3], see also [5, Appendix A]). Therefore, we have

VolQ.14g�4Cn;�1n/ D 2.6g � 6C 2n/ lim
N !1

jST .Q.14g�4Cn;�1n/; 2N /j

N 6g�6C2n
; (3)

where the vertical bars j j denote the cardinality of a set. Formula (3) will serve as a starting
point for our computation of VolQg;n. Note that the volumes of Qg;n and Q.14g�4Cn;�1n/

are related by a simple formula

VolQg;n D
1

.4g � 4C n/Š
VolQ.14g�4Cn;�1n/:

3. Cylinder decomposition, multicurves, and stable graphs

A square-tiled surface admits a decomposition into maximal horizontal cylinders
filled with isometric simple closed flat geodesics. Every such maximal horizontal cylinder
has at least one conical singularity on each of its two boundary components. The square-tiled
surface in Figure 1 has four maximal horizontal cylinders that are highlighted by different
shades:

Figure 1

A square-tiled surface in Q.13;�17/, and its associated multicurve and stable graph.

For a square-tiled surface .C; q/, consider its decomposition into the set of k max-
imal horizontal cylinders. To each cylinder we associate the corresponding waist curve i ,
i D 1; : : : ; k, considered up to a free homotopy. The curves i are nonperipheral (i.e., none
of them bounds a disc containing a single pole) and pairwise nonhomotopic. We denote
the number of circular horizontal bands of squares contained in the i th maximal horizontal
cylinder by hi . The formal linear combination  D

Pk
iD1 hii is called a simple closedmul-

ticurve on C . (For example, the multicurve associated to the square-tiled surface in Figure 1
is  D 21 C 2 C 3 C 24.)

To each multicurve  D
Pk

iD1 hii as above we associate its stable graph �./.
A stable graph is a graph that is dual to the nodal curve obtained from C by pinching each
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i to a point. Stable graphs are used to describe the natural stratification of the Deligne–
Mumford boundary of the moduli space Mg;n. More precisely, �./ is a decorated graph
whose vertices represent the components of S n ¹1 [ � � � [ kº and are labeled with the
genus of the corresponding component. The edges of �./ correspond to the curves i and
connect the vertices representing the components ofS n ¹1 [ � � � [ kº adjacent to i (which
may actually be the same). Finally, �./ is endowed with n “legs” (or half-edges) labeled
from 1 to n. The i th leg is attached to the vertex that represents the component that contains
the i th marked point of C (i.e., the position of the i th pole of q). In addition to that, it
is required that at each vertex v the stability condition 2g.v/ � 2 C n.v/ > 0 is satisfied,
where g.v/ is the genus assigned to v and n.v/ is the degree (or valency) of v. The right
picture in Figure 1 shows the stable graph associated to the multicurve  drawn in the middle
picture.

For a pair of nonnegative integers g and n with 2g � 2C n > 0, denote by Gg;n the
set of (isomorphism classes of) stable graphs of genus g with n legs (recall that the genus of
a stable graph � is defined as g D

P
v2V.�/ g.v/C b1.�/, where V.�/ is the set of vertices

and b1.�/ is the first Betty number of the graph �/. The number of such graphs jGg;nj is
finite, though grows rapidly with g and n.2

For a stable graph � in Gg;n, consider the subset ST�;h.Q.1
4g�4Cn;�1n/; 2N /

of square-tiled surfaces with at most 2N squares, having � as the associated stable graph
and h D .h1; : : : ; hk/ as the set of heights of the cylinders (in the units of 1/2). Denote by
ST�.Q.1

4g�4Cn;�1n/; 2N / the analogous subset without restriction on heights. Then the
contributions to VolQ.14g�4Cn;�1n/ in (2) from these subsets are given by

Vol.�/ D 2d � lim
N !1

jST�.Q.1
4g�4Cn;�1n/; 2N /j

N d
; (4)

Vol.�; h/ D 2d � lim
N !1

jST�;h.Q.1
4g�4Cn;�1n/; 2N /j

N d
; (5)

where d D 6g � 6C 2n. The results in [5] imply that for any � in Gg;n the above limits exist,
are strictly positive, and that

VolQ.14g�4Cn;�1n/ D

X
�2Gg;n

Vol.�/ D

X
�2Gg;n

X
h2Nk

Vol.�; h/; (6)

where k is the number of horizontal cylinders in C (or, equivalently, the number of edges
of the stable graph �). Dividing both sides of (6) by VolQ.14g�4Cn;�1n/, we see that the
ratio Vol.�/=VolQ.14g�4Cn;�1n/ can be interpreted as the “asymptotic probability” that
a random square-tiled surface has � as the stable graph associated to its horizontal cylinder
decomposition.

4. Formula for the Masur–Veech volume

To evaluate the Masur–Veech volume of Qg;n, we introduce certain multivariate
polynomialsNg;n.b1; : : : ; bn/ that have already appeared in the work on intersection theory

2 Table 1 below lists all stable graphs in G1;2.
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of the moduli space of stable curves Mg;n, cf. [13,17,18,22]. Let b D .b1; : : : ; bn/ be a set of
variables, and let .d1; : : : ; dn/ be a set of nonnegative integers such that d1 C � � � C dn D

3g � 3C n. Define the homogeneous polynomial Ng;n.b1; : : : ; bn/ of degree 6g � 6C 2n

in the variables b1; : : : ; bn by the formula

Ng;n.b1; : : : ; bn/ D
1

25g�6C2n

X
d1;:::;dn

b
2d1

1 � � � b
2dn
n

d1Š � � � dnŠ

Z
Mg;n

 
d1
1 � � � dn

n ; (7)

where d1 C � � � C dn D 3g � 3C n and  1; : : : ;  n are the tautological  -classes on the
Deligne–Mumford compactification Mg;n of the moduli space of curves (informally speak-
ing,  i is the class of the line bundle whose fiber over .C; p1; : : : ; pn/ is the cotangent line
T �

pi
C to C at the i th marked point pi ). For small g and n, we have

N0;3.b1; b2; b3/ D 1;

N0;4.b1; b2; b3; b4/ D
1

4
.b2

1 C b2
2 C b2

3 C b2
4/;

N1;1.b1/ D
1

48
b2

1 ;

N1;2.b1; b2/ D
1

384
.b2

1 C b2
2/.b

2
1 C b2

2/;

N2;1.b1/ D
1

1 769 472
b8

1 :

Following [3], we introduce the linear operators Yh and Z acting on the space of
polynomials in variables b1; : : : ; bk . The operator Yh is defined on monomials as

Yh W

kY
iD1

b
mi

i 7!

kY
iD1

mi Š

h
mi C1
i

; (8)

and extended to arbitrary polynomials by linearity. The operator Z is defined on monomials
as

Z W

kY
iD1

b
mi

i 7!

kY
iD1

mi Š � �.mi C 1/; (9)

and extended to arbitrary polynomials by linearity. In the above formula, � is the Riemann
zeta function

�.s/ D

X
n�1

1

ns
;

so that for any collection of positive integers .m1; : : : ; mk/ we have

Z

 
kY

iD1

b
mi

i

!
D

X
h2Nk

Yh

 
kY

iD1

b
mi

i

!
:

For a stable graph � with the vertex set V.�/ and the edge set E.�/, we associate
a homogeneous polynomial P� of degree 6g � 6C 2n as follows. To every edge e 2 E.�/

we assign a formal variable be . For a vertex v 2 V.�/ of weight g.v/ and valency n.v/, we
assign the variable be to each half of the edge e incident to v, and we assign 0 to each leg
of � . We denote by bv the resulting collection of n.v/ variables. More specifically, if an
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edge e is a loop joining v to itself, be enters bv twice; if an edge e joins v to a distinct vertex,
be enters bv once; the remaining entries of bv correspond to legs (they are represented by
zeros). To each vertex v 2 V.�/ we associate the polynomial Ng.v/;n.v/.bv/, where Ng;n is
defined in (7). We define P� by the formula

P� D
26g�5C2n � .4g � 4C n/Š

.6g � 7C 2n/Š
�

1

2jV.�/j�1
�

1

jAut.�/j
�

Y
e2E.�/

be �

Y
v2V.�/

Ng.v/;n.v/.bv/:

(10)

Lemma 1. The contributions Vol.�/ and Vol.�; h/ to VolQ.14g�4Cn;�1n/, given by for-
mulas (4) and (5), respectively, satisfy the relations

Vol.�/ D Z.P�/ and Vol.�; h/ D Yh.P�/: (11)

Substituting these expressions into formula (6), we immediately obtain

Theorem 1. The Masur–Veech volume of the principal stratum Q.14g�4Cn;�1n/ is given
by the formula

VolQ.14g�4Cn;�1n/ D

X
�2Gg;n

Z.P�/ D

X
�2Gg;n

X
h2NjE.�/j

Yh.P�/: (12)

Table 1 illustrates the computation of the polynomials P� , as well as the contribu-
tions Vol.�/ to the Masur–Veech volume VolQ.14g�4Cn;�1n/, in the simplest nontrivial
case of .g; n/ D .1; 2/. To make the computations tractable, we follow the structure of for-
mula (10). The first numerical factor 32

3
in the first line of each calculation in the right column

of Table 1 is 26g�5C2n.4g�4Cn/Š
.6g�7C2n/Š

evaluated at .g;n/D .1; 2/; it is common for all stable graphs
in G1;2. The second numerical factor is 1

2jV.�/j�1 . The third numerical factor is 1
jAut.�/j

(while
the vertices and edges of � are not labeled, the automorphism group Aut.�/ respects the
decoration of the graph). The resulting value

VolQ.12;�12/ D

�
8

45
C

1

135
C

2

27
C

2

27

�
� �4

D
�4

3

matches that previously found in [11] by implementing a completely different algorithm
of [10].

For g D 0, the formula for the Masur–Veech volumes simplifies considerably. As it
was shown in [3], for all n � 4,

VolQ.1n�4;�1n/ D 4

�
�2

2

�n�3

(13)

(VolQ0;3 D 4 and VolQ1;1 D
2
3
�2 by convention).

Table 2 below provides the volumes of principal strataVg;n DVolQ.14g�4Cn;�1n/

for small g and n (some additional data can be found in [7]).

Remark 2. An alternative formula for the Masur–Veech volume of the principal stratum
Q.14g�4Cn;�1n/ was obtained in [4]. The formula is based on the intersection theory and
expresses VolQ.14g�4Cn;�1n/ as a weighted sum of certain linear Hodge integrals over the
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32
3

� 1 �
1
2

� b1 �N0;4.b1; b1; 0; 0/

D
16
3

� b1 � .1
4
.2b2

1// D
8
3

� b3
1

Z
7�!

8
3

� 3Š � �.4/ D
8

45
�4

32
3

�
1
2

� 1 � b1 �N1;1.b1/ �N0;3.0; 0; b1/

D
16
3

� b1 � . 1
48
b2

1/ � .1/ D
1
9

� b3
1

Z
7�!

1
9

� 3Š � �.4/ D
1

135
�4

32
3

�
1
2

�
1
2

� b1b2 �N0;3.b1; b1; b2/ �N0;3.b1; 0; 0/

D
8
3

� b1b2 � .1/ � .1/ D
8
3

� b1b2

Z
7�!

8
3

� .�.2//2 D
2

27
�4

32
3

�
1
2

�
1
2

� b1b2 �N0;3.0; b1; b2/ �N0;3.b1; b2; 0/

D
8
3

� b1b2 � .1/ � .1/ D
8
3

� b1b2

Z
7�!

8
3

� .�.2//2 D
2

27
�4

Table 1

Computation of VolQ.12;�12/ D 2Š � VolQ1;2. The left column lists the multicurves and their associated stable
graphs � , while the right column gives the polynomials P� and the corresponding volume contributions
Vol.�/ D Z.P� /.

g n Vg;n

1 3 11
60
�6

1 4 1
10
�8

1 5 163
3 024

�10

2 0 1
15
�6

2 1 29
840
�8

2 2 337
18 144

�10

3 0 115
33 264

�12

4 0 2 106 241
11 548 293 120

�18

Table 2

Numerical values of Masur–Veech volumes of low-dimensional principal strata.
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moduli space of stable curves Mg;n. The subsequent papers [12,25] provided efficient algo-
rithms for computing these Hodge integrals that allowed computing VolQ.14g�4Cn;�1n/

for large enough values of g and n reasonably fast. In particular, this approach yields the
same data as in Table 2.

Remark 3. A conjectural large genus asymptotic formula for the Masur–Veech volume
of any stratum in the moduli space Qg;n was proposed in [2]. For the principal stratum
Q.14g�4Cn;�1n/, it reads

VolQ.14g�4Cn;�1n/ Ð
4

�
� 2n

�

�
8

3

�4g�4Cn

as g ! 1: (14)

Formula (14) was recently proven in [1] on the basis of (12) and a uniform large genus esti-
mate for intersection numbers of  -classes on the moduli space Mg;n.

More details concerning the results of this section can be found in [8].

5. Random square-tiled surfaces and random multicurves

Here we discuss statistical geometry of simple closed hyperbolic multicurves. The
research in this direction was inspired by the pioneering work of M. Mirzakhani [19–21]. The
new tool that we bring in is a natural bijection between square-tiled surfaces and multicurves
described in Section 3.

To give a flavor of these results, let us take a complex curve C of genus g with n
punctures endowed with the compatible complete hyperbolic metric. Let  D

Pk
iD1 hii

be a multicurve on C consisting of pairwise disjoint primitive simple closed geodesics i .
Furthermore, denote by ` the hyperbolic length function, and put L D

Pk
iD1 hi`.i / to be

the total length of  .
Denote by MLg;n.Z/ the lattice of integer points in the space of measured lam-

inations on C (i.e., the set of all simple closed geodesic multicurves). We say that two
multicurves have the same topological type if they belong to the same orbit of the mapping
class group Modg;n in MLg;n.Z/. By definition, the asymptotic probability that a random
multicurve belongs to the orbit Modg;n � is

Pg;n./ D lim
L!1

j¹ 0 2 Modg;n � j `. 0/ � Lºj

j¹ 0 2 MLg;n.Z/ j `. 0/ � Lºj
: (15)

M. Mirzakhani [20] expressed the probability Pg;n./ in terms of the intersection numbers
of tautological  -classes on the moduli spaces Mg;n. Her formula implies, in particular,
that Pg;n./ depends only on topology of the pair C;  and is independent of the complex
structure or hyperbolic metric on C . We have the following refinement of her result, cf. [8]:

Theorem 2. The asymptotic probabilityPg;n./ is given in terms of the volume contribution
Vol.�; h/ by the formula

Pg;n./ D
Vol.�; h/

VolQ.14g�4Cn;�1n/
; (16)

where � is the stable graph corresponding to the multicurve  .
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Figure 2

The non-separating curve 0 and the associated stable graph �0.

Figure 3

The separating curve 1 and the associated stable graph �1.

Let us now present a consequence of Theorem 2 for nD 0, g � 2. In this case there
is just one topological type of nonseparating simple closed geodesics 0 as in Figure 2, and
Œg=2� topological types of separating closed geodesics 1; : : : ; Œg=2� as in Figure 3, where
i splits the complex curve C into two parts of genera i and g � i , respectively. Then the
following asymptotic formula holds:PŒg=2�

iD1 Pg;0.i /

Pg;0.0/
Ð

s
2

3�g
�
1

22g
as g ! 1: (17)

In plain words, on a compact hyperbolic surface of large genus, nonseparating simple closed
curves are exponentially more frequent than separating ones. The proof of formula (17) com-
prises evaluation of individual contributions of particularly simple stable graphs displayed
in Figures 2 and 3 and analysis of their large genus asymptotic behavior using an explicit
closed-form expression for the intersection numbers

R
Mg;2

 
d1
1  

d2
2 obtained in [26], cf. [8]

for details.
In order to go beyond the case of simple closed curves, a much more involved

asymptotic analysis of intersection numbers of  -classes is needed that is performed in full
generality in [1,6].

6. Square-tiled surfaces and enumeration of meanders

Here we apply the lattice point count to the enumeration problem of meanders.
A meander is a configuration in the plane that consists of a straight line and a simple closed
curve transversely intersecting it, considered up to isotopy (see Figure 4 for an example).
Meanders naturally appear in various areas of mathematics and theoretical physics (for
instance, they provide a model of polymer folding). A brief introduction to meanders can be
found in [14]

Enumeration of meanders is a long-standing difficult combinatorial problem. Let
M.N / be the number of meanders with 2N crossings. Then, conjecturally,

M.N / Ð const �RNN ˛ as N ! 1:
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There is a plausible prediction that ˛ D �
29C

p
145

12
coming from its interpretation as the

critical exponent in a two dimensional conformal field theory with central charge c D �4,
see [9]. However, even a hypothetical value of R is not known.

The situation becomes more tractable if we impose on meanders an additional topo-
logical restriction. We call an arc minimal if it connects two adjacent intersections. The
maximal arc connecting the first and the last intersections, if present, is also treated as a
minimal arc at infinity (for instance, the meander displayed on Figure 4 has 6 minimal arcs
including the one at infinity).

Figure 4

A meander with 10 crossings and 6 minimal arcs, and the corresponding square-tiled surface in Q.12; 0;�16/

(pairs of sides connected with arrowed arcs are identified).

Denote by Mn.N / the number of meanders with not more than 2N crossings and
exactly n minimal arcs (it is not hard to see that n � 4). Then we have

Theorem 3. For any fixed n � 4, the number of meanders Mn.N / satisfies the following
asymptotic formula:

Mn.N / D
4

nŠ.n � 4/Š

�
2

�2

�n�3
 
2n � 4

n � 2

!2
N 2n�5

4n � 10
C o.N 2n�5/ as N ! 1: (18)

Belowwe sketch a derivation of formula (18). To begin with, we establish a relation-
ship between meanders and certain square-tiled surfaces. A meander with 2N crossings may
be viewed as a 4-regular plane graph, and its dual graph is a quadrangulation of the sphere
made up of 2N squares. We can think of these squares to be identical of size 1=2 � 1=2 as
above. Since this quadrangulation respects the horizontal and vertical sides of the squares,
it gives rise to a genus 0 square-tiled surface .C; q/, where the quadratic differential q has
exactly n simple poles. Besides the horizontal cylinder decomposition of C considered ear-
lier, we define its vertical cylinder decomposition in the same way. Clearly, a square-tiled
surface associated with a meander has exactly one horizontal and one vertical cylinders,
both of maximal circumference 2N (in the units of 1=2), see Figure 4. At last, we need to
mark a point onC that corresponds to the infinity (by convention, we put it at the endpoint of
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a vertical side of one of the squares). Thus, we get a correspondence between the set of mean-
ders with 2N crossings and n minimal arcs on one side and the set of genus 0 square-tiled
surfaces glued from 2N squares with exactly n simple poles, one marked point, one horizon-
tal and one vertical cylinders of maximal circumference 2N on the other (note that the latter
carries no labeling of either poles or zeros).3 This correspondence is generically two-to-one
for large N since, for a regular vertex of a square-tiled surface, there are two vertical edges
incident to it, and either of them can be chosen as a distinguished edge at infinity.

Now we want to realize these square-tiled surfaces as lattice points in a moduli
space of quadratic differentials. Denote by Qg;n;1 the moduli space of pairs .C; q/, where
C is a genus g complex curve with n C 1 labeled marked points and q is a quadratic dif-
ferentials with at most simple poles at the first n marked points and regular at the last
one (in fact, Qg;n;1 D p�T �Mg;n, where p W Mg;nC1 ! Mg;n is the forgetful map). Let
Q.14g�4Cn; 0;�1n/ be the (principal) stratum of quadratic differentials with 4g � 4C n

labeled simple zeros, so that the natural map Q.14g�4Cn; 0; �1n/ ! Qg;n;1 is a
.4g � 4C n/Š-fold covering of its image. Period coordinates on Q.14g�4Cn; 0;�1n/ are
defined as in Section 2, the only difference is that there is an additional coordinate given by
the integral of ! along a path connecting two preimages of the marked point. The Masur–
Veech volume form is also well defined in this case.

Consider three nested sets of square-tiled surfaces defined as follows:

• the set ST .Q.1n�4; 0;�1n/; 2N / of all square-tiled surfaces in Q.1n�4; 0;�1n/

made up of at most 2N squares;

• the subset ST1.Q.1
n�4; 0;�1n/; 2N / � ST .Q.1n�4; 0;�1n/; 2N / of surfaces

with one horizontal cylinder of maximal circumference;

• the subset ST1;1.Q.1
n�4; 0;�1n/; 2N /� ST1.Q.1

n�4; 0;�1n/; 2N / of surfaces
with one horizontal and one vertical cylinders of maximal circumference.

Since square-tiled surfaces are uniformly distributed in Q.1n�4; 0; �1n/ relative to the
Masur–Veech volume form, we get the asymptoticsˇ̌

ST
�
Q.1n�4; 0;�1n/; 2N

�ˇ̌
D c.n/

N d

2d
C o.N d / as N ! 1; (19)

where d D 2n� 5D dimC Q.1n�4;0;�1n/ and c.n/DVolQ.1n�4;0;�1n/, cf. formula (3).
By a more subtle argument, we obtain thatˇ̌

ST1

�
Q.1n�4; 0;�1n/; 2N

�ˇ̌
D c1.n/

N d

2d
C o.N d / as N ! 1; (20)ˇ̌

ST1;1

�
Q.1n�4; 0;�1n/; 2N

�ˇ̌
D c1;1.n/

N d

2d
C o.N d / as N ! 1: (21)

As it was shown in [5], the coefficients c1.n/ and c1;1.n/ also exist and satisfy the condition
c.n/ > c1.n/ > c1;1.n/ > 0. Though we cannot access c1;1.n/ directly, we can use the fun-

3 Actually, such a square-tiled surface additionally admits a proper chessboard coloring, but
we will not need it here.
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damental fact proven in [5] that the numbers of horizontal and vertical cylinders of a random
square-tiled surface are asymptotically uncorrelated whenN ! 1. In particular, this yields

c1;1.n/

c1.n/
D
c1.n/

c.n/
; (22)

so that c1;1.n/D
c1.n/2

c.n/
. The coefficients c.n/ and c1.n/ can be computed explicitly. By (13),

we have

c.n/ D VolQ.1n�4; 0;�1n/ D 2VolQ.1n�4;�1n/ D 8

�
�2

2

�n�3

; (23)

and, by a direct combinatorial argument in [5],

c1.n/ D 4

 
2n � 4

n � 2

!
: (24)

Note that the contribution to Mn.N / from meanders whose associated square-tiled surfaces
lie in the principle stratum Q.1n�4; 0;�1n/ becomes predominant asN ! 1. This implies
that for N ! 1 we have

Mn.N / D
2c1;1.n/

nŠ.n � 4/Š

N d

2d
C o.N d /

D
4

nŠ.n � 4/Š

�
2

�2

�n�3
 
2n � 4

n � 2

!2
N 2n�5

4n � 10
C o.N 2n�5/

as claimed.

Remark 4. The techniques outlined in this section can be applied to asymptotic enumer-
ation of pairs of multicurves on surfaces of arbitrary genus satisfying certain topological
restrictions. The details will appear elsewhere.
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Abstract

We give a short overview of a new notion of continuous K-theory, which is defined for a
certain class of large (enhanced) triangulated categories. For compactly generated triangu-
lated categories, this continuous K-theory gives the usual nonconnective K-theory of the
category of compact objects. We formulate a general theorem about the computation of
continuous K-theory for the category of sheaves (of modules) on a locally compact Haus-
dorff space. This result already gives a surprising answer for the category of sheaves on the
real line.
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1. Introduction

This paper is a very short introduction to a recent new notion of K-theory for a
certain class of “large” (enhanced) triangulated categories. We call it “continuous K-theory.”
We explain the general idea and formulate some results, including the computation of K-
theory for categories of sheaves on locally compact (Hausdorff) spaces. The detailed study
with complete proofs will appear in [2].

It is well known that the usual Grothendieck group K0.A/ of an additive cate-
gory A vanishes when A has countable direct sums (Eilenberg swindle). More generally,
for any enhanced triangulated category C , its (nonconnective) K-theory spectrum K.C/ is
contractible. In particular, when C D D.R/ is the unbounded derived category of modules
over a ring, we get Kn.D.R// D 0 for n 2 Z.

This very observation has been used by M. Schlichting to define the negative K-
theory. Namely, a short exact sequence of enhanced triangulated categories

0! A! B ! C ! 0

gives rise to the long exact sequence of K-groups. If B has countable direct sums, we have
Kn.A/ŠKnC1.C/. In particular, ignoring the set-theoretic issues, we can takeB D Ind.A/

andC DCalkA WD .Ind.A/=A/Kar, which is the Calkin category ofA (an algebraic analogue
of the usual Calkin algebra of a Hilbert space, namely bounded operators modulo compact
operators).

One characterization of dualizable presentable categories is that they can be rep-
resented as a kernel of a localization, C D ker.Ind.A/

F
�! Ind.B//, where the functor F

commutes with direct sums and takes compact objects to compact objects. The idea is to
define K-theory of such a category using the localization property for K-theory. Namely,
Kcont.C/ WD Fiber.K.A/ ! K.B//. However, such an approach would require checking
the independence on the choice of the representation of C as such a kernel (and also the
functoriality of Kcont is not really immediate from such a definition).

An alternative characterization of dualizable categories is the following: these are
presentable categories C such that the Yoneda embedding YC W C ! Ind.C/ has a twice left
adjoint. Using it, one can define the continuous Calkin category CalkcontC , namely the “virtual
quotient by compact objects.” Then we simply put

Kcont.C/ WD �K
�
CalkcontC

�
:

Continuous K-theory is functorial with respect to strongly continuous functors, that
is, the functors whose right adjoint commutes with infinite direct sums.

We have the following computation of the continuous K-theory for categories of
sheaves on locally compact Hausdorff spaces.

Theorem 1.1. Let X be a locally compact Hausdorff space, and let R be a presheaf of DG
rings on X . Then we have a natural isomorphism

Kcont�Shv.X;Mod-R/
�
Š �c

�
X; K.R/

�
:
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In particular, for any n 2 Z�0 and any DG ring A, we have

Kcont�Shv.Rn;Mod-A
�
/ Š �nK.A/;

hence
Kcont

0

�
Shv.Rn;Mod-A/

�
Š Kn.A/:

Another interesting class of dualizable categories for which it would be very inter-
esting to compute the continuous K-theory comes from the theory of condensedmathematics
due to Clausen and Scholze [17, 18]. These are the so-called categories of nuclear modules.
We only briefly mention them in the case of affine formal schemes.

Although it would be natural to consider stable1-categories, in this paper we will
restrict to DG categories to fix the ideas.

The paper is organized as follows. In Section 2 we recall the basic notions about DG
categories. In Section 3 we recall presentable and dualizable DG categories, and give some
examples.

Section 4 is devoted to the classical algebraic K-theory. In Section 5 we introduce
the notion of continuous K-theory of dualizable categories.

Finally, in Section 6 we discuss in some detail Theorem 1.1, giving a sketch of its
proof in the case of X D R and a constant presheaf of DG rings.

2. Preliminaries on DG categories

We refer to [8,10] for a general introduction and overview of DG algebras, DG cat-
egories, and the derived categories of DG modules. We refer to [1] for the notion of an
enhanced triangulated category. We refer to [20,21] for the model structures on the category
of small DG categories.

For a small DG category A over a base ring k, we denote by D.A/ the derived
category of right A-modules. We will denote by Mod-A the “correct” DG category of
A-modules, for example, the DG category of semi-free A-modules. Moreover, for a usual
associative ringR (considered as a DG algebra overZ concentrated in degree zero), we write
Mod-R for the (correct) category of DG R-modules, i.e., complexes of usual R-modules

In some cases we will also write Ind.A/ (ind-objects) instead of Mod-A, provided
that A is pretriangulated. We will denote by dgcattrk the 1-category of pretriangulated
Karoubi complete small DG categories.

We denote by Perf.A/ � Mod-A the full DG subcategory of perfect A-modules.
We denote by PsPerf.A/ �Mod-A the full DG subcategory of pseudoperfect modules, i.e.,
A-modules which are perfect over k.

The tensor product of DG categories will always be derived over k. Given small DG
categoriesA andB, we denote by Fun.A;B/ the “correct” DG category of functorsA!B,
i.e., the internal Hom in the symmetric monoidal homotopy category of DG categories (with
inverted quasiequivalences).

Although in this paper we do not need the notions of smoothness and properness of
DG algebras and DG categories, we recall them here for completeness.
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Definition 2.1. A DG algebra A over k is called proper if A is perfect as a complex of
k-modules.

Definition 2.2. A DG algebra A over k is called smooth if A 2 Perf.A ˝ Aop/, i.e., the
diagonal A-A-bimodule is perfect.

Note that for a proper (resp. smooth) DG algebra A, we have Perf.A/ � PsPerf.A/

(resp. PsPerf.A/ � Perf.A/). If X is a separated scheme of finite type over a field k, and
Perf.X/ ' Perf.A/, then X is smooth (resp. proper) if and only if such is A.

A morphism of DG algebras f W A! B is called a homological epimorphism if the
map B

L
˝A B ! B is an isomorphism in D.k/. This is equivalent to f being a homotopy

epimorphism, i.e., the map B th
A B ! B is an isomorphism in Ho.dgalgk/.

The notion of a homological epimorphism for a functor between small DG cate-
gories is defined similarly; it is also equivalent to the property of being a homotopy epimor-
phism (in the Morita model structure).

3. Presentable and dualizable DG categories

We fix some base commutative ring k. In what follows, we will mostly ignore set-
theoretic issues. Recall that a DG category C is presentable if

1) C is pretriangulated;

2) the homotopy category H 0.C/ has small direct sums;

3) there exists a regular cardinal � such that the triangulated category H 0.C/ is
generated by �-compact objects.

Recall that an object x of a triangulated category T is �-compact if for any small family
of objects ¹yj ºj 2J , and for any morphism x

f
�!

L
j 2J yj , there exists a subset I � J with

jI j < � such that f factors through
L

i2I yi .
In other words, conditions 2) and 3) mean that the triangulated category H 0.C/ is

well generated in the terminology of Neeman [14].
We will call a functor F W C ! D between such DG categories continuous if it

commutes with small direct sums. We denote by dgcatcontk the 1-category of presentable
DG categories and continuous functors.

There is a natural symmetric monoidal structure on dgcatcontk —the Lurie tensor
product. It is uniquely determined by the internal Hom, given by Funcont.C ; D/—the full
subcategory of Fun.C ; D/ formed by continuous functors. Denoting this tensor product by
�b̋�, we thus have for any C1; C2; D 2 dgcatcontk a full embedding

Funcont.C1b̋kC2; D/ ,! Fun.C1 ˝k C2; D/;

and the essential image consists of bicontinuous bifunctors.
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Definition 3.1. A presentable DG category C is dualizable if it is a dualizable object in the
symmetric monoidal category .dgcatcontk ; b̋k/.

Remark 3.2. In fact, dualizability of a presentable DG category is independent of the base
ring k.

The following is due to Lurie.

Theorem 3.3 ([12]). Let C be a presentable DG category. The following are equivalent:

(i) C is dualizable.

(ii) There is a short exact sequence

0! C ! Mod-A
�˝AB
����! Mod-B ! 0;

whereA!B is a homological epimorphism ofDGalgebras, i.e.,B
L
˝A B

�
�!B .

(iii) Same as (ii) with small DG categories instead of DG algebras.

(iv) C is a retract in dgcatcontk of a compactly generated category.

(v) The Yoneda embedding YC W C ! Ind.C/ has a twice left adjoint.

(vi) Any continuous localization of presentable DG categories D ! C has a con-
tinuous section (not necessarily fully faithful).

We call a continuous functor F W C ! D strongly continuous if its right adjoint is
continuous. We denote by dgcatdualk � dgcatcontk the (nonfull) subcategory formed by dualiz-
able categories and strongly continuous functors. We have a fully faithful embedding

dgcattrk ,! dgcatdualk ; A 7! Mod-A:

Moreover, we have

.Mod-A/b̋k.Mod-B/ ' Mod-.A˝k B/:

For a homological epimorphism A! B , we have

ker.Mod-A! Mod-B/_
' ker.A-Mod! B-Mod/:

Example: derived categories of almost modules. The first class of examples is given by
(a not necessarily commutative version of) the basic setup for almost mathematics [3,4]. Let
R be an associative ring, and I � R an ideal such that I 2 D I and I is flat as a left or right
R-module. Then I

L
˝R I Š I , hence R ! R=I is a homological epimorphism. We get a

dualizable category
C.R; I / WD ker.Mod-R! Mod-R=I/:

If 1C I � R�, then C.R; I / has no nonzero compact objects. This observation is
originally due to Keller [9].
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Example: sheaves on exponentiable spaces. Recall that a topological space X is exponen-
tiable if the functor X � � W Top! Top commutes with colimits. This is equivalent to X

being core-compact: for any point x 2 X and any open neighborhood U of x, there exists
an open neighborhood V of x such that V � U . Here V � U means that V is relatively
compact in U , i.e., any open cover of U admits a finite subcover of V . In particular, any
locally compact Hausdorff space is exponentiable, and such is any spectral space.

Let R be a DG ring and denote by Shv.X;Mod-R/ the DG category of sheaves of
R-modules. Then the category Shv.X;Mod-R/ is dualizable [12]. Similarly, one can replace
a single DG ring R with a presheaf of DG rings R.

Remark 3.4. We consider sheaves of R-modules which are not necessarily hypercomplete.
In particular, even if X is sober (that is, any irreducible closed subset has a unique generic
point), there might be some sheavesF which have zero stalks at all points ofX . For example,
this happenswhenRDZ,X D Œ0;1�N is the Hilbert cube, andF is the sheaf such thatF .U /

is the (complex computing the) Borel–Moore homology HBM
� .U; Z/. See [11] for details.

Below we will formulate a result on the computation of the continuous K-theory of
such categories when X is locally compact Hausdorff.

Example: sheaves with condition on the singular support. Let X be a (paracompact
Hausdorff) C 1-manifold, and R a DG ring. Recall that the singular support SS.F / � T �X

of a sheafF 2 Shv.X;Mod-R/ is defined as follows (see [6] for details). For a point .x0; �0/2

T �X , we have .x0; �0/ 62 SS.F / if and only if there exists an open neighborhood .x0; �0/ 2

U � T �X such that, for any point .x1; �1/ 2 U and for any C 1-function f W V ! R,
x1 2 V � �.U / such that df .x1/ D �1, we have �¹f .x/�f .x1/º.F /x1 D 0. Hence, SS.F /

is a conical closed subset.
Now, let ƒ � T �X be any conical closed subset. Denote by Shvƒ.X;Mod-R/ �

Shv.X;Mod-R/ the full subcategory of sheavesR such that SS.F /�ƒ. Then the inclusion
functor Shvƒ.X;Mod-R/ ,! Shv.X;Mod-R/ has a left adjoint. In particular, the category
Shvƒ.X;Mod-R/ is dualizable.

Example: nuclearmodules. The following class of examples comes from the theory of con-
densed mathematics due to Clausen and Scholze [17,18]. These are the categories of nuclear
modules on sufficiently nice analytic spaces.

We mention here the following characterization of the category of nuclear modules
on an affine formal scheme (for simplicity assumed to be noetherian).

Theorem 3.5. Let R be a commutative noetherian ring, and I � R an ideal. Then the fol-
lowing hold:

1) The inverse limit lim
 �n

.Mod-R=I n/ exists in dgcatdualZ (and is totally different
from the usual inverse limit).

2) The category of nuclear modules on Spf.R OI
/ defined in [17] embeds fully faith-

fully (and strongly continuously) into the above inverse limit.
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Nonexample. One of the characterizations of dualizable categories (condition (ii) of The-
orem 3.3) is via taking kernels of extension of scalars for a homological epimorphism of
DG algebras A! B . However, for a general morphism A! B the kernel of the functor
�˝A B is some “random” presentable DG category which does not have to be dualizable.
For example, takeAD kŒx;y�,B D kŒt; t�1� (deg.x/D deg.y/D deg.t/D 0), and consider
the morphism

f W A! B; f .x/ D t; f .y/ D 0:

Then one can show that the kernel ker.Mod-A
�˝AB
����! Mod-B/ is not dualizable (a

pleasant exercise).

4. K-theory of rings, abelian categories, and

triangulated categories

In this section we recall the notion of a Grothendieck group in various contexts, and
very briefly recall the higher K-theory, as well as negative K-theory.

Recall that for an associative ring R, the Grothendieck group K0.R/ is generated
by the isomorphism classes ŒP � of finitely generated (right) projective R-modules, subject
to relation ŒP ˚Q� D ŒP �C ŒQ�.

For an abelian category A, the group K0.A/ is defined similarly, but now we have
a relation ŒY � D ŒX�˚ ŒZ� for each short exact sequence

0! X ! Y ! Z ! 0:

For a triangulated category T , we obtain the group K0.T / by replacing short exact
sequences with exact triangles

0! X ! Y ! Z ! XŒ1�:

For an abelian category A, we have a natural isomorphism

K0

�
Db.A/

� �
�! K0.A/; ŒX� 7!

X
i

.�1/i
�
H i .X/

�
:

For a ring R, we have an isomorphism

K0

�
Perf.R/

� �
�! K0.R/;

�
P �

�
7!

X
i

�
P i

�
;

for a bounded complex P � of finitely generated projective R-modules.
In particular, if R is right noetherian and has finite homological dimension, then

K0.R/ Š K0

�
Perf.R/

�
Š K0.Modf:g:-R/:

For a scheme X (quasicompact, quasiseparated), one defines

K0.X/ WD K0.Dperf.X//:

If X is noetherian, we have G0.X/ D K0.Coh.X// D K0.Db
coh.X//.
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It is easy to check that for a noetherian scheme X and for a closed subset Z, we
have an exact sequence

G0.Z/ Š K0

�
CohZ.X/

�
! G0.X/! G0.X �Z/! 0:

More generally, for an abelian category A and a Serre subcategory B � A (that
is, a full subcategory closed under subobjects, quotient objects, and extensions), we have an
exact sequence

K0.B/! K0.A/! K0.A=B/! 0:

Similarly, for a triangulated category T and a full idempotent complete triangulated
subcategory � , we have an exact sequence

K0.�/! K0.T /! K0.T =�/! 0:

It is well known that the above definition of K0 can be extended to higher K-groups
Kn.�/: for associative rings (via Quillen’s plus construction [15]), for abelian categories (via
Quillen’s Q-construction [15]) and for enhanced triangulated categories (via Waldhausen’s
S-construction [23]). These are again compatible with each other: Kn.R/ Š Kn.Perf.R//,
Kn.A/ Š Kn.Db.A//.

One of the most important properties of higher algebraic K-theory is the localization
sequence. Namely, for an enhanced triangulated category T and a full idempotent complete
triangulated subcategory � � T , we have a long exact sequence

� � � ! K1.�/! K1.T /! K1.T =�/!

! K0.�/! K0.T /! K0.T =�/! 0:

Now, an important observation is that if a triangulated category T has at least count-
able direct sums, then K0.T / D 0. Indeed, for any object X 2 T , we have

ŒX�C
�
X .N/

�
D

�
X ˚X .N/

�
D

�
X .N/

�
; hence ŒX� D 0

(Eilenberg swindle).
Essentially the same argument (applied to the identity functor) shows that, for an

enhanced triangulated category T with countable direct sums, we have Kn.T / D 0, n � 0.
This actually allows defining negative K-theory, which was studied by Schlichting [16].

Namely, let T D Perf.B/ for a DG category B. Let us define the Calkin category
CalkB as the (Karoubi completion of) the quotient .Mod-B= Perf.B//Kar. Then we have a
short exact sequence

0! Perf.B/! Mod-B ! CalkB ! 0;

which forces the definition K�1.Perf.B// WD K0.CalkB/ (ignoring set theory for simplic-
ity). Iterating, one gets the groups Kn.Perf.B// for all negative integers n.

Let us remark that the terminology “Calkin category” comes from functional anal-
ysis. Namely, for a field k and a vector space V , we have EndCalkk.V /D Endk.V /=V � ˝ V .
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This is an algebraic version of the usual Calkin algebra of a Hilbert space H , defined as
B.H /=C.H /. HereC.H / is the ideal of compact operators, andwe haveC.H /DH � ˝H .

Summarizing, for an enhanced triangulated category T , one has K-groups Kn.T /,
which are stable homotopy groups of the nonconnective K-theory spectrum K.T /. For a
short exact sequence of enhanced triangulated categories

0! T1 ! T2 ! T3 ! 0;

we have an exact triangle of spectra

K.T1/! K.T2/! K.T3/! K.T1/Œ1�:

5. Continuous K-theory

Condition .v/ of Theorem 3.3 gives a canonical short exact sequence (strictly speak-
ing, we have to choose a regular cardinal to get presentable compactly generated categories)

0! C
Y LL

C
���! Mod-C ! Mod-Calkcont.C/! 0:

Here Calkcont is the Karoubi closure of the image of Cone.Y LL
C
! YC / W C !

Mod-C . This allows defining continuous K-theory for dualizable categories (and a continu-
ous version of any localizing invariant):

Kcont
W dgcatdualk ! Sp; Kcont.C/ WD �K

�
Calkcont.C/

�
:

Moreover, this is the only way to extend K-theory to dualizable categories such that

• For a small DG category A, we have K.Mod-A/ Š K.A/.

• Kcont is a localizing invariant.

In particular, if a dualizable category is represented as a kernel of extension of scalars for a
homological epimorphism A! B , then we have

Kcont�ker.Mod-A! Mod-B/
�
Š Fiber

�
K.A/! K.B/

�
:

The independence of this fiber of the choice of a homological epimorphism A! B

is closely related with (and, in fact, reproves) the excision theorem of Tamme [22].
It is not hard to deduce the general properties of continuous K-theory from the corre-

sponding properties of the usual nonconnective K-theory. In particular, continuous K-theory
commutes with filtered colimits in dgcatdualZ . Furthermore, one can deduce from the results
of [7] that continuous K-theory commutes with the products in dgcatdualZ (which are quite
different from the products in dgcatcontZ /.
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6. Continuous K-theory of categories of sheaves

This section is devoted to Theorem 1.1 from the introduction. We first recall its
formulation. Let X be a locally compact Hausdorff space. Let R be a presheaf of DG rings
on X .

Theorem 6.1. We have a natural isomorphism Kcont.Shv.X;Mod-R// Š �c.X; K.R//. In
particular, for any n 2 Z�0 and any DG ring A, we have

Kcont�Shv.Rn;Mod-A/
�
Š �nK.A/;

hence
Kcont

0

�
Shv.Rn;Mod-A/

�
Š Kn.A/:

6.1. The case of the real line
Below we sketch the proof of Theorem 6.1 in the special case when X D R

and R is the constant presheaf of DG rings with value A. We consider the subcategories
ShvR�R�0.R;Mod-A/, ShvR�R�0.R;Mod-A/, and ShvR�¹0º.R;Mod-A/ ' Mod-A. Here,
of course, we identify T �R with R �R. The following assertion is standard.

Proposition 6.2. For a sheaf F 2 Shv.R;Mod-A/, the following are equivalent:

(i) SS.F / � R �R�0;

(ii) for any real numbers a < b, the natural map �..�1; b/; F /! �..a; b/; F /

is an isomorphism.

It is not hard to check the following “gluing” statement.

Proposition 6.3. We have a homotopy Cartesian square of DG categories

Shv.R;Mod-A/ �����! ShvR�R�0.R;Mod-A/??y ??y
ShvR�R�0.R;Mod-A/ �����! ShvR�¹0º.R;Mod-A/:

(6.1)

Here each of the functors is left adjoint to the inclusion.

Since all the functors in the diagram (6.1) are localizations, we obtain the homotopy
Cartesian square of (continuous) K-theory spectra

Kcont.Shv.R;Mod-A// �����! Kcont.ShvR�R�0.R;Mod-A//??y ??y
Kcont.ShvR�R�0.R;Mod-A// �����! Kcont.ShvR�¹0º.R;Mod-A// D K.A/:

(6.2)

The special case of Theorem 6.1 states that Kcont.Shv.R; Mod-A// Š �K.A/.
Using the commutative diagram (6.2), we observe that this assertion reduces to the vanish-
ing of Kcont.ShvR�R�0.R;Mod-A// (note that, by symmetry, this implies the vanishing of
Kcont.ShvR�R�0.R;Mod-A//).

2221 K-theory of large categories



Sketch of the proof of the vanishing of Kcont.ShvR�R�0.R;Mod-A//. We define two auxil-
iary DG categoriesB andC as follows.We haveOb.B/DOb.C/DR, and the morphisms
are given by

B.a; b/ D

8<: A; for a � b;

0; otherwise,
C.a; b/ D

8<: A; for a D b;

0; otherwise.

The compositions are induced by the multiplication in A. Denote by F WB! C the obvious
functor given by F.a/ D a. We claim that this functor is a homological epimorphism. This
is straightforward to check. The only property of R we need here is that R is a dense linearly
ordered set, i.e., for any a < b there exists c such that a < c < b.

The above description of sheaveswith singular support inR�R�0 (Proposition 6.2)
implies a short exact sequence in dgcatdualZ , namely

0! ShvR�R�0.R;Mod-A/! Mod-B
F �

��! Mod-C ! 0:

Indeed, condition (ii) of Proposition 6.2 means that a sheaf F 2 ShvR�R�0.R;Mod-A/ is
determined by its sections on the negative rays .�1; a/, together with compatible restriction
maps �..�1; b/; F /! �..�1; a/; F / subject to the following condition: for any a 2 R,
the natural map

�
�
.�1; a/; F

�
! lim
 �
b<a

�
�
.�1; b/; F

�
is an isomorphism.

This exactly identifies ShvR�R�0.R;Mod-A/with the right orthogonal complement
F�.Mod-C/? � Mod-B. But the full subcategory F�.Mod-C/ � Mod-B is both left and
right admissible, hence its right orthogonal complement is equivalent to the left orthogonal
complement, which exactly equals the kernel ker.Mod-B ! Mod-C/.

Finally, we obtain an exact triangle of spectra

Kcont�ShvR�R�0.R;Mod-A/
�
! K.B/! K.C/;

so we are reduced to showing that the map K.B/!K.C/ is an isomorphism. This is imme-
diate from the two standard properties of K-theory:

1) it is additive with respect to finite semiorthogonal decompositions;

2) it commutes with filtered colimits.

This finishes the (sketch of the) proof.

6.2. Reduction to the hypercomplete case
We recall the definition of a hypercomplete space in a slightly different form to avoid

going into details.

Definition 6.4. A sober topological spaceX is hypercomplete if for any nonzero (homotopy)
sheaf of spectra F on X there is a point x 2 X such that the stalk Fx is nonzero.
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A paracompact space of finite covering dimension is hypercomplete. One can prove
Theorem 6.1 in the hypercomplete case indirectly by “sheafifying” the assertion and reducing
to stalks.

The general case can be reduced to the hypercomplete case using Urysohn’s lemma.
Namely, each compact Hausdorff space can be embedded into a product of an infinite number
of copies of the closed unit interval Œ0; 1� (for example, one can take the product over all
continuous functions X ! Œ0; 1�). This allows representing X as a cofiltered limit of spaces
Xi which are closed subsets of finite-dimensional cubes, hence are hypercomplete. This
allows reducing Theorem 6.1 to the hypercomplete case.

6.3. Continuous presheaves and continuous partially ordered sets
We now sketch another more conceptual approach to computing the K-theory of the

category of sheaves, and also recall the relevant notion of a continuous poset and a continuous
category.

The notion of a continuous (abstract, discrete) category C is due to Johnstone and
Joyal [5]. This means that the Yoneda embedding functor from C the the category Ind.C/ of
ind-objects has a twice left adjoint (as in condition (v) of Theorem 3.3). Note that having a
single left adjoint means exactly that the category C has small filtered colimits. It is proved
in [5] that a category C with small filtered colimits is continuous if and only if there is some
categoryD and a pair of functorsF WC! Ind.D/,G W Ind.D/!C such thatG ıF Š idC ,
and both F and G commute with filtered colimits (as in condition (iv) of Theorem 3.3).

If one considers a partially ordered set P as a category, then we recover the notion
of a continuous poset [13], which generalizes the notion of a continuous lattice due to Scott
[19]. Namely, recall that in a partially ordered set an element x is way below y, written as
x � y, if for any directed family of elements ¹zi 2 P ºi2I such that the supremum (join)
sup¹zi ; i 2 I º exists and sup¹zi ; i 2 I º � y, there exists some i 2 I such that zi � x.

Definition 6.5. A partially ordered set P is continuous if the following conditions hold:

1) any directed subset of elements of P has a supremum;

2) for any element x 2 P , the set ¹y 2 P W y � xº is directed and sup¹y 2 P W

y � xº D x.

It is proved in [5] that a poset P is continuous if and only if the associated category
is continuous. The collection of open subsets of a locally compact Hausdorff space X is a
continuous poset. Here we have U � V if and only if NU � V and NU is compact. More
generally, a topological space is exponentiable (= core-compact) if and only if the collection
of its open subsets is a continuous poset.

Let nowR be a presheaf of DG rings on a continuous posetP . Let us call a presheaf
F of R-modules a sheaf if for any x 2 P we have an isomorphism

F .x/
�
�! lim
 �

y�x

F .y/:
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Denote by Shv.P;Mod-R/ the DG category of sheaves (they are actually the sheaves with
respect to a suitable Grothendieck topology). We have the following result.

Proposition 6.6.

1) The category Shv.P;Mod-R/ is dualizable.

2) We have a natural isomorphism

Kcont�Shv.P;Mod-R/
�
Š

M
x�x

K
�
R.x/

�
:

Recall that an element x 2 P such that x � x is called compact, and this is the
special case of the usual notion of a compact object of a category with small filtered colimits.

Now, let us return to a locally compact Hausdorff space X with a presheaf of DG
rings R. For a presheaf F of R-modules, the sheafiness condition can be separated into the
following two conditions:

(i) for any open U � X , we have an isomorphism

F .U /
�
�! lim
 �

V �U

F .V /;

(ii) for any pair of open subsets U1; U2 � X , we have a Cartesian square
F .U1 [ U2/ �����! F .U1/??y ??y

F .U2/ �����! F .U1 \ U2/:

Let us call a presheafF ofR-modules continuous if it satisfies condition (i) (but not
necessarily condition (ii)). We denote by PShcont.X;Mod-R/ the DG category of continuous
presheaves. We get the following corollary of Proposition 6.6.

Corollary 6.7.

1) The category PShcont.X;Mod-R/ is dualizable.

2) We have
Kcont�PShcont.X;Mod-R/

�
Š

M
U �U

K
�
R.U /

�
:

Here the summation is taken over open-compact subsets U � X .

This computation leads to another way of computing the continuous K-theory of
sheaves of R-modules. Namely, assuming X is compact for simplicity, one can “approx-
imate” the category Shv.X; Mod-R/ by certain finite limits of categories of continuous
presheaves on various closed subsets of X , and eventually reduce the statement of Theo-
rem 6.1 to Corollary 6.7.
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1. Introduction

Considering the 2-dimensional reduction of the Yang–Mills equations in 4 dimen-
sions, Hitchin [34] in 1987 introduced and studied the moduli space of solutions to cer-
tain self-duality equations on a Riemann surface. The moduli space turns out to have an
“extremely rich geometric structure.”

Themoduli spaceM of solutions for a complex reductive structure groupG (Hitchin
first considered G D SL2), carries a canonical hyperkähler metric g with complex structures
I; J , and K, and corresponding Käher forms !I , !J , and !K . In complex structure I , it
agrees with the moduli space MDol of Higgs bundles—or Hitchin pairs—.E; ˆ/, where E

is a G-bundle and the Higgs field ˆ 2 H 0.C I ad.E/ ˝ K/ is a section of the adjoint bundle
twisted by the canonical bundle on a complex curve C :

.M; I / Š MDol:

Under an isomorphism induced by multiplying the Higgs field with i , the Kähler manifolds
.M; J; !J / and .M; K; !K/ are isomorphic. In turn, they are both isomorphic with the
moduli space MDR of flat G-connections on the curve C :

.M; J / Š .M; K/ Š MDR: (1.1)

The notation MDol for Dolbeault and MDR for de Rham nonabelian cohomologies follows
[48] who introduced the viewpoint of nonabelian Hodge theory in the study of M.

In turn, Hitchin [35] introduced the Hitchin map

h W M ! A:

In the G D GLn case, this is just the characteristic polynomial of the Higgs field

h.E; ˆ/ D det.x � ˆ/ 2 A WD

nM
iD1

H 0.C I Ki /:

For general G, one needs to consider invariant polynomials on g WD Lie.G/ and compute
them on the Higgs field. He proved in [35] that h is an algebraically completely integrable
Hamiltonian system with respect to the I -holomorphic symplectic form !C WD !J C i!K .
Thus h is sometimes referred to as theHitchin system. This means that dim.A/ D dim.M/=2

and that the component functions of h are independent and Poisson commute. Additionally,
the Hitchin map is proper, which was proved by Hitchin for SL2 in [35], for GLn by Nitsure
[46] and Simpson [48], and by Faltings [16] for general G. The complete integrability and
properness of the Hitchin map together imply that its generic fiber is a torsor over an abelian
variety. In particular, topologically they are isomorphic to compact tori.

Due to the flexibility of their constructions (choice of curves and structure groups—
but also various types of ramification data) Hitchin systems have been related to most of the
known integrable systems [11, 12]. They thus play a central role in the field of integrable
systems.

Our main interest in this survey will be howmirror symmetry and Langlands duality
relate to the Hitchin system. In 2003 the paper [33]mathematically related the Hitchin system
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for Langlands dual groups to mirror symmetry. In particular, it formulated a topological
mirror symmetry conjecture for certain SLn and PGLn Hitchin systems.

In 2007 Kapustin–Witten [38] placed the Hitchin system in the framework of a
certain supersymmetric 4-dimensional Yang–Mills theory reduced to 2 dimensions. It also
offered a detailed understanding ofmirror symmetry and the geometrical Langlands program
as a reduction of S -duality in 4 dimensions. This led to many papers, such as [2,8,29,31,36]

discussing pairs of mirror branes in Langlands dual Hitchin systems. The last two papers
emphasized a further structure on M, namely a canonical T-action given by .E; ˆ/ 7!

.E; �ˆ/.
In 2010 Ngô [45] proved the Fundamental Lemma in the Langlands program, via a

detailed understanding of the cohomology of certain singular fibers of the Hitchin map. In
[28] similarities between the topological mirror symmetry conjecture of [33] and such coho-
mological results of Ngô were discussed and were conjecturally related. In [24] Gröchenig–
Wyss–Ziegler proved the topological mirror symmetry conjecture of [33] using an arithmetic
p-adic integration technique. In turn, in [23] the same authors managed to reprove Ngô’s
cohomological results with these new p-adic techniques. More recently Maulik–Shen [42]

managed to complete some of the suggestions of [28] and derived a proof of the topological
mirror symmetry conjecture from Ngô’s results.

First we will discuss some of the background to these developments, and then in
Section 3 we will explain some unpublished results about enhanced mirror symmetry for
Langlands dual groups at the tip of the nilpotent cone.

2. Background

2.1. Mirror symmetry
Three aspects of mirror symmetry will be relevant for us: topological and homolog-

ical mirror symmetry and Strominger–Yau–Zaslow mirror symmetry.
Mirror symmetry in a nutshell relates the complex geometry of a Calabi–Yau X

with complex structure IX and Kähler, in particular symplectic, 2-form !X to the sym-
plectic geometry of a same dimensional mirror Calabi–Yau .Y; IY ; !Y /. Originally [22]

3-dimensional examples of such a correspondence appeared in string theory and mirror sym-
metry as the statement that the physics of a certain 2-dimensional type A nonlinear sigma
model with target .X; !X / matches that of a 2-dimensional type B nonlinear sigma model
with target .Y; IY /.

The study of mathematical aspects of this mirror symmetry has been one of the
central subjects in modern symplectic/ complex algebraic geometry. The first mathematical
aspect of the mirror relationship is the agreement of Hodge numbers hn�p;q.X/ D hp;q.Y /,
which we call topological mirror symmetry.

The formulation of Kontsevich [39] in 1994 of homological mirror symmetry

Fuk.X; !X / Š Db.Y; IY /
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— the agreement of the Fukaya category of X and the derived category of coherent sheaves
on Y—gave a profound mathematical conjecture for what mirror symmetry should mean.

The early 1990s saw several constructions of conjectured mirror pairs in [3,5,9]. In
1996 Strominger–Yau–Zaslow [49] suggested a way to construct the mirror of a Calabi–Yau
3-fold X out of the geometry of X . They argued that there should be fibrations of X and Y

over the same base B Š S3:

X Y

& .

B

(2.1)

so that the generic fibers are dual special Lagrangian 3-tori. Here L � X special Lagrangian
means that L is Lagrangian !X jL D 0 and additionally Im.�X /jL D 0 the imaginary part
of the Calabi–Yau volume form vanishes on L. In turn, then Y should be thought of as the
moduli space of certain objects in Fuk.X; !X /, generically defined by special Lagrangian
3-tori equipped with a U.1/-local system. A mathematical formulation of Strominger–
Yau–Zaslow was pursued by Gross–Siebert [26], with many accomplishments and recent
breakthroughs [25,27].

Between mirror Calabi–Yau 3-folds, a complete construction of the dual special
Lagrangian fibrations (2.1) is still missing. The Higgs bundle moduli spaces for Lang-
lands dual groups, where the Hitchin systems will automatically give us such dual special
Lagrangian fibrations, is a natural example, albeit in a geometrically different scenario from
the original [49].

2.2. Geometric Langlands correspondence
In the works of [6,14,40], a geometric version of the Langlands correspondence has

been proposed. Recall that the Langlands program in number theory (see [18, 19] for some
introductory ideas) for a reductive group G over a number field relates automorphic data
for G (like modular forms for SL2) with spectral data (like a Galois representation on the
cohomology of an elliptic curve for SL2) for a Langlands dual GL group. The conjectures
can be formulated over the other kind of global field as well: the function field of a curve over
a finite field. The conjectures become more tractable in this case as the algebraic geometry
of curves can be efficiently used. Here we will consider the even more geometric version of
this program for function fields of a curve over the complex numbers.

Over C the Langlands dual G_ WD GL of a complex reductive group G is simple
to construct. The classification of complex reductive groups is via their root datum .X; ˆ;

X_; ˆ_/—consisting of a rank n lattice X , a root system and coroot system ˆ � X and
ˆ_ � X_ in the dual lattice X_, satisfying certain properties—attached to all rank n com-
plex reductive groups G. The Langlands dual of G then is the reductive group G_ whose root
datum is the dual root datum .X_; ˆ_; X; ˆ/. For example, GL_

n Š GLn and SL_
n Š PGLn.

The geometric Langlands correspondence of Beilinson–Drinfeld [6] for a smooth
projective curve C proposes to construct from a G-local system on C (a geometric analogue
of a Galois representation) a holonomic D-module on the moduli stack of bundles BunG_
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(a geometric analogue of an automorphic form). The main property of this construction is
that the holonomic D-module must be an eigensheaf of certain Hecke operators. Beilinson–
Drinfeld [6] succeed in this construction for a certain set of G-local systems on C , the so-
called opers.

We will see below how Beilinson–Drinfeld’s picture can be understood also as
enhanced mirror symmetry between the hyperkähler, and thus in particular Calabi–Yau,
moduli space of flat G connections on MDR and the moduli space of flat G_ connec-
tions M_

DR.

2.3. SYZ mirror symmetry for Langlands dual Hitchin systems
The starting point of [33] was the observation that for G D SLn and G_ D PGLn

the two Hitchin systems h W MDol ! A for G-Higgs bundles and M_
Dol ! A_ for G_ Higgs

bundles have the same base A Š A_ and in the diagram
MDol M_

Dol

h& .h_

A

(2.2)

the generic fibers are dual abelian varieties. The fibers are holomorphic Lagrangian with
respect to the holomorphic symplectic forms !C WD !J C i!K , i.e., !C D 0, thus both
!J D !K D 0, along the fibers because of the complete integrability of the Hitchin sys-
tems.

The same maps in complex structure J then yield
MDR M_

DR

h& .h_

A

(2.3)

where the generic fibers are special Lagrangian fibrations. This means that !J vanishes
on the fibers, thus they are Lagrangian. Additionally, !K and the imaginary part of the
J -holomorphic Calabi–Yau form .!K C i!I /2d also vanish along the fibers.

To find a mathematically testable form of mirror symmetry, the paper [33] formu-
lated topological mirror symmetry between the mirror Calabi–Yau’s, MDR and M_

DR.

2.4. Topological mirror symmetry for Langlands dual Hitchin systems
To formulate this version of mirror symmetry from [33], we will be a bit more pre-

cise about our moduli spaces. For SLn, we consider M WD MDol the moduli space of stable
Hitchin pairs of rank n fixed bundles E on C of fixed determinant line bundle of degree 1

with trace-free Higgs fieldsˆ 2 H 0.C IEnd0.E/ ˝ K/. For PGLn, we consider the action of
� WD JacC Œn�, the group of order n line bundles onC , on the SLn moduli spaceM and define
M_ WD M=� . Then M will be a smooth quasiprojective variety, while M_ is a quasipro-
jective orbifold. For our considerations, we will need extra twisting structure on the moduli
spaces in the form of a gerbe

˛ 2 H 2
�
M_;U.1/

�
Š H 2

�
M;U.1/

��

which can be constructed using the universal bundle on M.

2232 T. Hausel



One can then define certain mixed Hodge numbers

hp;q.M/ D hp;q
�
H pCq

c .M/
�

for the smooth M and ˛-twisted stringy Hodge numbers for the orbifold M_ D M=�:

h
p;q
st;˛.M_/ WD

X
2�

hp�F ./Iq�F ./
�
H pCq�2F ./.M

I L˛/�
�
;

where F./ is the fermionic shift, defined from the action of  on the tangent space of M at
a  -fixed point.

With these we can formulate our topological mirror symmetry conjecture:

Conjecture 2.1 ([33]). We have an agreement of Hodge numbers hp;q.M/ D h
p;q
st;˛.M_/.

Note that, as it stands, the conjecture is about the Hodge numbers of the Higgs
moduli spaces M D MDol. However, it was proved in [33] that the Hodge numbers of MDol

and MDR agree, and so (2.1) is also about the agreement of (mixed) Hodge numbers of the
proposed mirrors MDR and M_

DR. This way we can interpret Conjecture 2.1 as topological
mirror symmetry for our SYZ mirror pair MDR and M_

DR.
Conjecture 2.1 was proved for SL2 and SL3 in [33]. More recently, in 2020, the

general case of SLn was settled by Gröchenig–Wyss–Ziegler [24]. They used an arithmetic
p-adic integration technique, pioneered by Denef–Loeser [10] and used by Batyrev [4] to
check some topological mirror symmetry conjectures in the usual mirror symmetry.

In [28]we observed a curious similarity. Namely, Ngô in his proof [45] of the Funda-
mental Lemma in the Langlands program reduced the Fundamental Lemma to the agreement
of the number of points of certain singular Hitchin fibers over finite fields and in turn to the
agreement of certain Hodge numbers of singular fibers of theHitchin fibration. In [28, §5.4]we
argued that Ngô’s cohomological result is a relative version of the topological mirror symme-
try conjecture along theHitchin fibration. A strategywas also proposed to deduce topological
mirror symmetry using Ngô’s techniques. This proposal has been recently completed by
Maulik–Shen in [42] in 2020, giving a new proof of the topological mirror symmetry Con-
jecture 2.1 using Ngô’s techniques.

Finally, in 2020, Gröchenig–Wyss–Ziegler in [23] managed to extend their p-adic
integration techniques from [24] for Higgs moduli spaces of general reductive groups G and
in turn they found a new proof of Ngô’s cohomological result.

2.5. Geometric Langlands as enhanced homological mirror symmetry
In 2007 Kapustin–Witten [38] put forward a detailed circle of ideas amounting to a

physics derivation of the geometric Langlands Correspondence as an enhanced mirror sym-
metry. They argued that a well-studied S -duality (or electro-magnetic or Montonen–Olive
duality [43]) in a certain four-dimensional N D 4 supersymmetric Yang–Mills theory, when
reduced to two dimensions, yields an enhanced mirror symmetry, which in turn recovers the
geometric Langlands correspondence as formulated by [6].

In this two-dimensional reduction, Montonen–Olive duality becomes an equiva-
lence of a type B sigma model with target the moduli space MDR of flat G-connections
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on a complex curve C and a type A sigma model with target M_
DR, the moduli space of flat

G_-connections on C . As a consequence, the category of boundary conditions in the two
theories should be equivalent,

S W Db.MDR/ ' Fuk.M_
DR/; (2.4)

which can be interpreted as Kontsevich’s homological mirror symmetry conjecture applied
to the mirror pair MDR and M_

DR.
Kapustin–Witten [38] explained that this equivalence of categories has more struc-

ture due to the hyperkähler targets, and more symmetries due to their origin in 4-dimensions
than the usual homological mirror symmetry, which arises from an equivalence of two
2-dimensional sigmamodels. They use these additional ideas to construct from a flat connec-
tion ˛ in MDR, considered by its skycraper sheaf O˛ 2 Db.MDR/, an element of Fuk.M_

DR/

which they interpret as a D-module on the moduli space of G_-bundles on our curve C .
The Hecke eigensheaf property then in turn is deduced from the extra symmetry stemming
from the 4-dimensional origin.

First, due to the hyperkähler targets, Kapustin–Witten talk about more structured
branes (also known as boundary conditions) by proposing that a brane should be either type
A or B with respect to all the three complex structures I; J , and K. This way they consider
type .B; A; A/, .A; B; A/, .A; A; B/ and type .B; B; B/ branes on hyperkähler manifolds.
For example, a type .B;A;A/ brane could be an I -holomorphic!C D !J C i!K Lagrangian
subvariety together with a local system. Or a type .B; B; B/ brane should be a hyperkähler
submanifold together with a hyperholomorphic connection on a bundle over it.

In their framework, Kapustin–Witten [38] argue that the mirror (S-dual) of an
.B; A; A/ brane on the hyperkähler M should be a .B; B; B/ brane on M_. In particu-
lar, if we just concentrate on complex structure J , that of MDR, we see that the mirror of an
A brane should be a B brane. The mirror relationships are slightly more subtle [38, Table 2,

p. 74] in that the A-model in complex structure J should be mirror to the B-model in com-
plex structure K, which in turn, by (1.1), yields our version. This more refined version of
mirror symmetry matches a type B brane in complex structure I to another type B brane in
complex structure I on the mirror.

This latter correspondence was also formulated by Donagi–Pantev [13] as a classical
limit—a first approximation of (2.4)—as

S W Db.MDol/ ' Db.M_
Dol/ (2.5)

of the homological mirror symmetry (2.4). First, [13] checks that (2.2) generically gives dual
abelian varieties as fibers, for every reductive group G. Second, they check that generically
the Fourier–Mukai transform [44] relative to the Hitchin base gives an equivalence like (2.5)
which satisfies the additional intertwining of Hecke–Wilson symmetries discussed below. It
is expected that (2.5) will have to be modified when extended over certain singular points of
the moduli spaces.

Another direction of research—motivated by [38]’s consideration of hyperkähler
branes—lead to new understandings of Lagrangian subvarieties inMDol andMDR and hyper-
holomorphic sheaves on M. For example, [2, 8, 36] studied various constructions of such
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hyperkähler branes in all four different types, and contemplated what their mirror should be.
In particular, Hitchin [36] proposed pairs of a .B; A; A/ brane on M and .B; B; B/ brane on
M_ for which he could show that generically over the Hitchin base they are Fourier–Mukai
dual. The G D GL2 case of Hitchin’s suggestion was the starting point of [31], where an addi-
tional structure, the T-action, played an important role. This point of view will be explained
below in more detail.

Second, due to the 4-dimensional origin of their derivation of (2.4), Kapustin–
Witten considered extra symmetries on these categories, arising from line operators in the
4-dimensional theory. Namely, Wilson operators W � attached to representations � of G act
on Db.MDR/ via tensoring with the vector bundle in the representation � of the G-bundle
underlying the universal G flat connection. On the other hand, Hecke operators (or t’Hooft
operators for the physicists) H � attached to irreducible representations � of G act on the
moduli space of G_ bundles and in turn on D-modules on them. The extra symmetry obser-
vation of [38] is that these operators should intertwine the mirror symmetry of (2.4). We will
spell out these operators in a more detailed way in the more symmetric classical limit (2.5)
of [13] in Section 3.4 below.

The homological mirror symmetry (2.4) with these two additional structures: match-
ing of hyperkähler branes under mirror symmetry, and the Wilson–Hecke symmetry is what
we call enhancedmirror symmetry. These go beyond the usual homological mirror symmetry
of Kontsevich and stem from the supersymmetric and 4-dimensional origins of S -duality.

3. Enhanced mirror symmetry at the tip of the nilpotent

cone

The original motivation for the considerations below is to find a way to test the
conjectured mirror pairs of .B; A; A/ and .B; B; B/ branes put forward in [2,8,36]. The only
tests so far—which were often carried out in [2, 8, 36]—are to check if the proposed mirror
pairs are indeed Fourier–Mukai dual relative to the Hitchin maps. This can only be checked
generically over the Hitchin base. We would like to see more global checks, in particular
ones which can verify mirror symmetry proposals over the 0-fibers of the Hitchin maps, the
global nilpotent cones.

We introduced a technique in [29,31] which can verify mirror symmetry proposals
over the nilpotent cone by considering the effect of mirror symmetry on morphisms in the
corresponding categories. The difficulty to consider the morphisms in our categories arises
from the noncompactness of our moduli spaces. For example, the vector spaces of mor-
phisms in the derived category D.MDol/ are typically infinite dimensional. To measure their
size, we will be looking at the T-equivariant structure on them. Recall that the multiplica-
tive group T WD C� of the complex numbers acts on M by � W .E; ˆ/ 7! .E; �ˆ/, scalar
multiplication of the Higgs field. Here we will be interested in a T-equivariant extension of
the classical limit (2.5) of the geometric Langlands correspondence, which should be as a
first approximation an equivalence S W DT.MDol/ � DT.M_

Dol/ between the T-equivariant
derived categories of MDol and M_

Dol. The morphisms between two objects F1 and F2 in
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DT.MDol/ can be identified with the graded vector space Ext�.X I F1; F2/. To measure this
graded vector space, we note that T acts on it, and assuming that the weight spaces are
finite dimensional and vanish for large enough weights (which we expect for semiprojective
varieties) we can define the equivariant Euler form as

�T.X I F1; F2/ D

X
k;l

dim
�
H k

�
RHom.F1; F2/

�l�
.�1/kt�l

D

X
k;l

dim
�
HomDcoh.X/

�
F1; F2Œk�

�l�
.�1/kt�l

D

X
k;l

dim
�
Extk.X I F1; F2/l

�
.�1/kt�l

2 C
�
.t/

�
:

With this we expect that S is an isometry,

�T
�
S .F /; S .G /

�
D �T.F ; G /:

In [31] we managed to check this isometry for several pairs of conjectured mirror
branes from [36], while in [29] we checked this isometry for the conjectured mirror pairs rel-
evant here; see below. In the second part of this paper, wewill recall some results of [29] about
the mirror of very stable upward flows, introduce and study the multiplicity algebras of the
Lagrangian upward flows following [30], and finally we will consider what the multiplicity
algebra should correspond to on the mirror.

3.1. Very stable Higgs bundles and mirror symmetry
The starting point is the recent paper [29]. First we recall its formalism.

3.1.1. Białynicki-Birula decomposition of semiprojective varieties
Let the multiplicative group T WD C� of the complex numbers act on a (possibly

reducible) variety (a reduced separated scheme of finite type over C). We say that the action
is semiprojective [32, §1] if the following three conditions hold:

(1) the action is linear, i.e., there is a locally closed T-equivariant embedding of X

into PN with a linear action of T (for example when X is normal and quasi-
projective);

(2) the fixed point subvariety XT is proper and thus projective;

(3) lim�!0 � � x exists for all x 2 X .

For ˛ 2 XT, we define W C
˛ WD ¹x 2 X j lim�!0 � � x D ˛º, the upward flow from ˛, and

W �
˛ WD ¹x 2 X j lim�!1 � � x D ˛º, the downward flow from ˛. Then we have

X D

a
˛2XT

W C
˛ ;

the Białyinicki-Birula partition of X , and we define the projective variety

C WD

a
˛2XT

W �
˛

to be the core of X . We then have the following
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Theorem 3.1 ([7], [29, Propositions 2.1 and 2.10]). When ˛ 2 .X s/T, a T-fixed point on the
smooth locus, thenW ˙

˛ � X are locally closed subvarieties andW ˙
˛ Š T ˙

˛ X as T-varieties.
Moreover, when ! 2 �2.X s/ is a homogeneity 1 symplectic form, W C

˛ � X and C � X are
Lagrangian subvarieties.

We call ˛ 2 .X s/T and W C
˛ very stable when W C

˛ \ C D ¹˛º. Equivalently,
˛ 2 .X s/T is very stable if and only if W C

˛ \ W �
ˇ

¤ ; implies ˇ D ˛. More generally,
one can show that the relation ˛ � ˇ when W C

˛ \ W �
ˇ

¤ ; induces a partial ordering. Then
˛ 2 .X s/T is very stable if it is maximal with respect to this ordering. We then have

Theorem 3.2 ([29, Proposition 2.14]). ˛ 2 .X s/T is very stable if and only if W C
˛ � X is

closed.

3.1.2. Białynicki-Birula partition for Higgs bundles
We will work with G D GLn. We will denote by M the moduli space of semistable

rank n degree d Higgs bundles .E; ˆ/ on a smooth projective curve of genus g. Here E is
a rank n vector bundle of degree d on C and the Higgs field ˆ 2 H 0.C IEnd.E/ ˝ K/.

We have the Hitchin map [35] given by the characteristic polynomial of the Higgs
field:

h W M ! A WD �
n
iD1H 0.C I Ki /;

.E; ˆ/ 7! det.x � ˆ/:

Then h is a proper map [34,46,48] and a completely integrable Hamiltonian system
[16,35]with respect to a natural holomorphic symplectic form onM. In particular, the generic
fibers are Lagrangian abelian varieties, Jacobians of certain spectral curves.

The T-action on M is given by .E; ˆ/ 7! .E; �ˆ/. This makes the Hitchin map
T-equivariant if we let T act on H 0.C I Ki / with weight i . As these weights are all posi-
tive on A Š �n

iD1H 0.C I Ki /, it is semiprojective, and as the Hitchin map is proper and
T-equivariant we get that our T-action on M is also semiprojective. Additionally, we get that
the core of A, i.e., the origin 0 2 A pulls back to the core of M. For M, the core agrees with
the nilpotent cone h�1.0/red D C .

Generalizing the notion of very stable bundle of Drinfeld and Laumon [15,41], we
can thus define a very stable Higgs bundle as a stable T-fixed Higgs bundle E 2 MsT for
whichW C

E
\ h�1.0/ D ¹Eº the only nilpotent Higgs bundle in its upward flow is itself. Thus

by Theorem 3.2, we know E 2 MsT is very stable exactly when its upward flow is closed.
To reformulate in terms of the Hitchin map, we have an alternate version of Theorem 3.2.

Theorem 3.3 ([30], cf. [51]). E 2 MsT is very stable if and only if h�1.0/ \ W C

E
D ¹Eº if

and only hE WD W C

E
! A is proper if and only if it is finite.

Definition 3.4. For E 2 MsT, define the rational function

mE.t/ WD
�T.Sym.T C�

E
//

�T.Sym.A�//
2 Z.t/:

We call it the equivariant multiplicity of W C

E
.
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We have the following

Theorem 3.5 ([29, Corollary 5.4]). When E 2 MsT is very stable, mE.t/ is a polynomial

• with nonnegative coefficients, which is

• palindromic and

• monic, such that

• mE.1/ D mFE
is the multiplicity of the componentNFE

� N in the nilpotent cone.

Let ` 2 Z, mi 2 Z�0 and

ı WD .ı0; ı1; : : : ; ın�1/ 2 Jac`.C / � C Œm1�
� � � � � C Œmn�1�

be a vector of representative divisors on C . To this we can construct a type .1; : : : ; 1/ T-fixed
Higgs bundle Eı D .Eı ; ˆı/ where

Eı D M0 ˚ � � � ˚ Mn�1

is a rank n vector bundle
Mi WD O.ı0 C � � � C ıi /K

�i

and
ˆı jMi

W Mi ! MiC1K � EıK

is given by the defining section of

H 0.C I M �1
i MiC1K/ Š H 0

�
C I O.ıi /

�
:

The following classifies all very stable T-fixed type .1; : : : ; 1/ Higgs bundles and
gives their equivariant multiplicity.

Theorem 3.6 ([29, Theorem 4.16, (5.18)]). Let ı be as above and suppose that Eı is a stable
Higgs bundle. Then Eı is very stable if and only if the effective divisor ı1 C � � � C ın�1 is
reduced. Its equivariant multiplicity is given by

mEı
.t/ D

n�1Y
iD1

"
n

i

#mi

t

;

product of t -binomial coefficients.

3.2. Multiplicity algebra and explicit Hitchin system on Lagrangians
The main idea is to study, for E 2 MsT, the restricted Hitchin map

hE WD hjW C

E
W W C

E
! A

in the framework of the Arnold school [1]. It is a T-equivariant Lagrangian map between
semiprojective vector spaces (i.e., only positive T-weights) of the same dimension. Such
maps are called quasihomogeneous in [1, §12.3].
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We recall from Theorem 3.3 that E is very stable if and only if h�1
E

.0/ D ¹Eº if
and only if hE is proper. For such maps—called nondegenerate—[1, §4,5,12] introduces and
studies its local multiplicity algebra.

Definition 3.7. When E 2 MsT is very stable, define

QE WD QhE
WD C

�
W C

E

�
=
�
h�1

E .m0/
�

D C
�
W C

E

�
=.h1; : : : ; hN /;

the local multiplicity algebra of hE at E . Here m0 � CŒA� is the maximal ideal at 0 2 A and

hE D .h1; : : : ; hN / W CN
Š W C

E
! CN

Š A

in some homogeneous coordinates.

Scheme-theoretically, QE is just the coordinate ring of the scheme-theoretical fiber
of hE over 0 or the scheme-theoretical intersection of W C

E
\ h�1.0/ of the upward flow with

the nilpotent cone. Because hE is T-equivariant, we will get a T-action, and thus a grading
on QE . Because of this, sometimes we call QE the equivariant multiplicity algebra of hE

at E .

Remark 3.8. Note that determining the algebra QE explicitly by N generators and N rela-
tions gives us coordinates on W C

E
such that the Hitchin map is given explicitly by the rela-

tions.

Using results of [1, §4,5,12], we have the following

Theorem 3.9 ([30]). Let E 2 Ms be very stable. Then its local multiplicity algebra is

(1) finite dimensional,

(2) graded QE WD
Lm

kD0 Qk
E
such that Q0

E
Š C,

(3) Gorenstein, with socle Qm
E

Š CJhE
, which is one-dimensional and spanned by

the Jacobian JhE
of hE D .h1; : : : ; hN / and

(4) a Poincaré duality ring, that is, it has a natural bilinear pairing .�; �/ W

QE � QE ! C inducing a perfect pairing Qk
E

� Qm�k
E

! C for all k.

(5) Finally, its Poincaré polynomial
Pm

kD0 dim.Qk
E

/tk D mE.t/ agrees with the
equivariant multiplicity.

This result gives a satisfactory explanation of all the properties of the equivariant
multiplicity polynomial we observed in Theorem 3.5. The following then gives an explana-
tion for the appearance of quantum binomial coefficients—which is well known to be the
Poincaré polynomial of a Grassmannian—for the equivariant multiplicity.

Theorem 3.10 ([30]). Let ı D .ı0; ı1; : : : ; ın�1/ 2 J`.C / � C Œm1� � � � � � C Œmn�1� be a vector
of divisors. Assume that ı1 C � � � C ın�1 is reduced, then Eı is very stable from Theorem 3.6
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and its equivariant multiplicity algebra is

Qı Š

n�1Y
iD1

H �
�
Gr.i; n/I C

�mi
;

the product of the complex cohomology rings of Grassmanians Gr.i; n/ of i -dimensional
subspaces in Cn.

Our attack on Theorem 3.10 starts with understanding the map hı W W C

ı
! A using

Hecke transformations. We explain it here in the first nontrivial case when

ık
c WD .ı0; : : : ; ın�1/

where ıi D 0 unless i D k and the divisor ık D c is one point. For this, we consider the kth
fundamental Hecke correspondence over the Hitchin section W C

0 WD W C

E0
which coincides

with the upward flow of the canonical uniformizing Higgs bundle E0 D .E0; ˆ0/. Recall
[29, (3.16)] that it is given in chain notation as

.E0; ˆ0/ D .O ˚ K�1
˚ � � � ˚ K1�n; ˆ0/ D O

1
! K�1 1

! � � �
1

! K1�n;

where morphisms on the arrows are twisted by K. The canonical uniformizing Higgs bundle
is at the top of the nilpotent cone. We will use Hecke transformations to generate all other
type .1; : : : ; 1/ upward flows from the Hitchin section W C

0 .
We let

Hk WD
®
.Ea; V / 2 W C

0 � Gr.k; E0jc/jˆajc.V / � V
¯

� W C
0 � Gr.k; E0jc/: (3.1)

It can be constructed étale locally over A as the fixed point scheme of the self-map of
Gr.k; E0jc/ induced by the invertible ˆajc � �I W E0 ! E0 where � 2 C is not an eigen-
value of ˆa. By performing a Hecke transformation of Ea at V for a point .Ea; V / 2 Hk ,
we get that Hk Š W C

ık
c
and, moreover, have the commutative diagram

Hk

Š
�! W C

ık
c

�k# #hık
c

W C
0

h0
�! A:

Hence Qık
c

Š Q�k
. In turn, the computation of Q�k

can be done in the Grassman-
nian Gr.k; E0jc/ and will yield in two different ways the two isomorphisms

H �
�
Gr.k; E0jc/I C

�
Š Q�k

Š
CŒp1; : : : ; pk ; q1; : : : ; qn�k �

..pk C � � � C p1xk�1 C xk/.qn�k C � � � C q1xn�k�1 C xn�k/ D xn/
: (3.2)

Of course, the isomorphism of the first and third rings gives the well-known presentation of
the cohomology ring of the Grassmannian.

In effect, we can think of the determination of themultiplicity algebra in (3.2) to give
coordinates on the upward flowW C

ık
c
so that the Hitchin map hık

c
becomes explicit—basically

given by the relations in the cohomology ring of the Grassmannian.

2240 T. Hausel



3.3. Explicit Hitchin system for wobbly Lagrangians
Herewe show howone can generalize the technique above to understandmultiplicity

algebras of wobbly, i.e., not very stable, upward flows using the affine Grassmannian [21,52].
We start with a generalized notion of the kth fundamental Hecke correspondence over the
Hitchin section. Recall the affine Grassmannian

Gr WD GLn..z//=GLnŒŒz��;

where GLn..z// WDGLn.C..z/// and GLnŒŒz�� WDGLn.CŒŒz��/. It is a projective ind scheme,
in particular its reduced is a nested union of projective varieties. It parametrizes higher Hecke
transformations of a vector bundle at a point on a curve.

Let
� D .�1 � �2 � � � � � �n/ 2 P C

� P Š Zn

be a dominant weight and

z�
WD

0BBBB@
z�1 0 : : : 0

0 z�2 : : : 0
:::

:::
: : :

:::

0 0 : : : z�n

1CCCCA 2 GLn

�
C

�
.z/

��
:

We note that GLnŒŒz�� acts from the left on Gr with orbit decomposition

Gr D

a
�2P C

Gr� D

a
�2P C

GLnŒŒz��
�
z�

�
;

where Gr� are labeled by dominant weights � 2 P C as they are the orbits of Œz��. We have
a natural map

Gr� ! GLn

�
z�

�
Š GLn=P� (3.3)

given by setting z D 0. We note that GLnŒz�� Š GLn=P� is a partial flag variety and the
map (3.3) is a finite-rank vector bundle on GLn=P�. We denote by Gr� the reduced of the
closure of Gr� in Gr. We then have

Gr� D

a
���2P C

Gr�; (3.4)

where � � � is meant in the dominance order on P C, i.e., when � � � is some sum of
positive roots (possibly with multiplicity).

One important example is when � D !k D .1; : : : ; 1„ ƒ‚ …
k

; 0; : : : ; 0/ is the kth funda-

mental weight. Then !k is minuscule (minimal in dominance order) and

Gr!k
D Gr!k Š Gr.k; n/;

the classical Grassmannian.
For a dominant �, we can now define the Hecke correspondence of type � over the

Hitchin section as

H �
WD

®
.Ea; V / 2 W C

0 � Gr� such that ˆaj�c .V / � V
¯

� W C
0 � Gr�; (3.5)
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where �c ! C is the formal neighborhood of c in C . In particular, �c Š Spec.CŒŒz��/.
We fix a trivialization E0j�c Š On

�c
and a trivialization Kj�c Š O�c , then we can think of

a WD ˆaj�c 2 glnŒŒz��. Then if V D Œg� 2Gr� is represented by g 2GLn..z// the condition
ˆaj�c 2 glnŒŒz�� translates as

ag�1
2 glnŒŒz��: (3.6)

For a fixed a 2 A, this defines the affine Springer fiber of a.
By performing a type � Hecke transformation of E0 at V 2 Gr�, this will yield

a new vector bundle together with a Higgs field, thanks to the invariance condition (3.6).
Provided some stability conditions are satisfied, the new Higgs bundle will be stable and on
the upward flow of Eı

�
c
, where

ı�
c D .˛nc; ˛n�1c; : : : ; ˛1c/; (3.7)

by writing� D
P

i ˛i !i in terms of the fundamental weights and ˛i 2 Z�0 for 1 � i � n � 1

and ˛n 2 Z. We claim that such a Hecke transformation will induce an isomorphism, and so
we get the following diagram:

H � Š
�! W C

ı
�
c

��# #hı
�
c

W C
0

h0
�! A:

(3.8)

This way we get Q�� Š Qh
ı

�
c
. Thus we reduced the computation of the equivariant mul-

tiplicity algebra for a computation inside Gr� by studying the equations describing H � �

W C
0 � Gr�. It turns out that this reduces to a relatively simple linear algebra computation.

We have the following results and conjectures. In order to formulate them, we will need to
introduce the notion of dominant upward flows and their multiplicity.

Definition 3.11. Let E 2 MsT. We call the upward flow W C

E
dominant if the Hitchin map

hE W W C

E
! A is dominant. In this case the inducedmap on algebra of functions h�

E
W CŒA� !

CŒW C

E
� is injective and thus we get a extensionC.A/ � C.W C

E
/ of function fields. We define

its degree to be the multiplicity of W C

E
,

mE WD
�
C.W C

E
/ W C.A/

�
:

We note that mE also agrees with the rank

mE D dimC.A/

�
ME ˝CŒA� C.A/

�
of the CŒA�-module ME given by h�

E
and also with the cardinality of the generic fiber

mE D #
�
h�1

E .a/ \ W C

E

�
for generic a 2 A. Notice that the latter two definitions make sense for all upward flows.
Dominance in turn then will be equivalent to nonzero multiplicity.

We have the following results:
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Theorem 3.12 ([30]). Let � D .d C 1/!k 2 P C for d 2 Z>0 and 1 � k � n � 1 and c 2 C .
When Eı

�
c

2 MsT, the following hold:

(1) Hecke modification of type � of W C
0 induces an isomorphism H � ! W C

ı
�
c
;

(2) W C

E
ı

�
c

is dominant;

(3) mE D jW � �j is the order of the Weyl orbit of �;

(4) we have

Q� Š C
�
Jd .Q!k

/
�

Š C
�
Jd

�
Spec

�
H �

�
Gr.k; n/; C

����
;

where for a scheme X we denote by Jd .X/ the .d � 1/th jet scheme of Spec.R/.
In particular, Jd .X/.C/ D Hom.Spec.CŒz�=.zd //; X/ is the set of d � 1 jets
in X .

Remark 3.13. We conjecture that (1), (2) and (3) hold for any � 2 P C.

Remark 3.14. As examples in the n D 2 case, let us give themultiplicity algebra for d D 1;2,
and 3. First we have

Q
ı

!1
c

Š CŒa0�=.a2
0/ Š H �.P1; C/: (3.9)

Then we have

Q
ı

2!1
c

Š CŒa0; a1�=.a2
0; a0a1/: (3.10)

Note that .a2
0; a0a1/ D .a0; a1/2 \ .a0/, thus the scheme-theoretical intersection

Spec.Q
ı

2!1
c

/ of the upward flow W C

ı
2!1
c

and the nilpotent cone h�1.0/ is the line .a0/ with a
double embedded point at the origin. Note that this upward flow was studied in [29, §8.2].

For d D 3, we have the multiplicity-2 algebra

Q
ı

3!1
c

Š CŒa0; a1; a2�=.a2
0; a0a1; a0a2 C a2

1/: (3.11)

Both (3.10) and (3.11) follow from Conjecture 3.12.4, and both can be proved by direct
computation in Gr� as explained above.

Remark 3.15. It is surprising how complex Jd .Spec.H �.Gr.k; n/; C/// can be. In partic-
ular, in the k D 1 case (i.e., jet schemes of the cohomology ring of projective space) there is
only a conjecture about its multiplicity in [50, Conjecture III.21].

Remark 3.16. Finally, we remark that already for type .2/ we have new phenomena. As
discussed in [37, §5.4], there are multiplicity algebras depending on continuous parameters,
in particular they cannot be isomorphic to cohomology rings, because cohomology rings are
integral.

3.3.1. Lagrangian closure of W C

ı

Definition 3.17. Let E 2 MsT. The Lagrangian closure W C

E
of W C

E
is the smallest closed

union of upward flows containing W C

E
. In other words, the Lagrangian closure is the closure

in the quotient space by the BB partition.
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Using (3.8) and (3.4), we can deduce the following

Theorem 3.18 ([30]). Let � 2 P C and c 2 C . Recall ı
�
c from (3.7). Assume Eı

�
c

2 MsT.
Then

W C

E
D

a
���2P C

W C

ı�
c

;

i.e., the upward flows correspond to dominant weights � less than or equal to� in dominance
order.

3.4. Towards a classical limit of the geometric Satake correspondence
Finally, we will formulate some conjectures which were the original motivation of

much of the previous ideas. In particular, they hint at a new construction of the irreducible
representations of GLn.C/, and more generally of any complex reductive group G.

The general setup comes from the classical limit (2.5) of the geometric Langlands
program, as formulated in [13]. Here we sketch some of the expectations of this classical limit
in a schematic (not completely well defined) manner. It should be an equivalence of some
sort of derived categories of coherent sheaves

S W Db.MDol/ ! Db.M_
Dol/:

Several properties of this equivalence were proposed and some established in [13]. In particu-
lar, S should be a relative Fourier–Mukai transform along the generic locus in AG Š AG_ .
Another crucial property [38], which we called enhanced mirror symmetry in Section 2.5
above, is that S should intertwine the actions of certain Hecke operators on Db.MDol/ and
the Wilson operators on Db.MDol/. Let � 2 XC.G_/ D XC.G/ be a dominant character of
G_. We denote by

H �
WD

®
.E; ˆ/ 2 MDol; Œg� 2 Gr� j g�1ˆcg 2 G

�
Œz�

�¯
� MDol � Gr�

some space of Hecke correspondences at a point c 2 C . Indeed, this gives us
H �

�� . & f �

MDol MDol

two maps to MDol, first the projection �� to the first factor, and second f �, the Hecke trans-
formation1 of .E; ˆ/ by the compatible Hecke transform Œg� 2 Gr�, which is expected to
induce

H �
WD f �

� ı ��
� W Db.MDol/ ! Db.MDol/

a Hecke (or the physicists’ t’Hooft) operator.
On the other hand, we can consider the so-called Wilson operators

W �
W Db.M_

Dol/ ! Db.M_
Dol/;

F 7! F ˝ ��.EjM_
Dol�¹cº/

given by tensoring with the universal G_ bundle E in the representation �� WG_ !GL.V��/.

1 Here we ignore stability issues.
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We then expect [13,38] that

W �
ı S D S ı H �: (3.12)

There are two more expectations for the classical limit S , both are motivated from
Fourier–Mukai transform where the analogous statements hold. First, we expect that for any
F 2 Db.MDol/ we should have

.hG/�.F / Š S .F /jW C
0

: (3.13)

Second, the structure sheaf of the Hitchin section should be mirror to the structure sheaf of
the mirror Higgs moduli space,

S .OW C
0

/ Š OM_
Dol

: (3.14)

Combining (3.12) with (3.14), we can deduce that

S
�
H �.OW C

0
/
�

D W �
�
S .OW C

0
/
�

D W �.OM_
Dol

/:

On the one hand, we should have

supp
�
H �.OW C

0
/
�

D W C
� ;

where W C
� is the upward flow from a certain E� maximally split G-Higgs bundle of type �

at c 2 C . On the other hand,

W �.OM_
Dol

/ D ��.E/c DW ƒ�;

the vector bundle associated to the principal bundle Ec in the representation ��.
Thus Kapustin–Witten’s (3.12) implies

S
�
H �.OW C

0
/
�

D ƒ�:

We can test this by (3.13) as

ƒ�jLW C
0

D S
�
H �.OW C

0
/
�
jLW C

0
D .hG/�

�
H �.OW C

0
/
�
:

In [29] we have argued that the mirror of the structure sheaf of a very stable type
.1; : : : ; 1/ upward flow Wı is

ƒı WD

n�1O
iD1

miO
j D1

ƒi Ecij
;

where .E; I/ is a universal Higgs bundle on M � C and

ıi D ci1 C ci2 C � � � 2 C Œmi �:

In particular, one expectation of mirror symmetry is that

h�.OW C

ı
/ Š ƒı jW C

0
:

This follows from Theorem 3.6 and a direct computation for �T.Ec/.
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In [29, §8.2] we proposed that for n D 2 the mirror of Sym2.Ec/ should be the struc-
ture sheaf of the Lagrangian closure W C

ı2
c
where ı2

c D .0; 2c/. We can generalize this as
follows.

Conjecture 3.19. Let c 2 C and G a reductive group. Then we have the following conjec-
tures:

(1) For any � 2 XC.G_/, the support of the mirror of ��.Ec/ is W C

ı
�
c
.

(2) Let � 2 XC.G_/ such that the corresponding irreducibleG_ representation ��

is multiplicity free. Then the mirror of ��.Ec/ is O
W C

ı
�
c

.

(3) In the latter case, the multiplicity algebra of the restricted Hitchin map hG W

W C

ı
�
c

! A is isomorphic with the cohomology ring of Gr�.

Remark 3.20. In [17], studying opers in the geometric Langlands program, the authors con-
struct a canonical Poincaré duality ring structure on the underlying vector space V� of all
irreducible representation �� of G_. In the case when �� is multiplicity-free, this ring is
isomorphic with the cohomology ring H �.Gr�/. Note that, according to [20, Theorem 1.5],
these are precisely the cases when

H �.Gr�/ Š IH �.Gr�/;

when the cohomology ring satisfies Poincaré duality. In this case, this ringwasmore carefully
studied in [47].
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The Hodge theory of complex algebraic varieties is at heart a transcendental comparison
of two algebraic structures. We survey the recent advances bounding this transcendence,
mainly due to the introduction of o-minimal geometry as a natural framework for Hodge
theory.
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1. Introduction

Let X be a smooth connected projective variety over C, and X an its associated
compact complex manifold. Classical Hodge theory [52] states that the Betti (i.e., singular)
cohomology groupH k

B .X
an;Z/ is a polarizable Z-Hodge structure of weight k: there exists

a canonical decomposition (called the Hodge decomposition) of complex vector spaces

H k
B .X

an;Z/˝Z C D

M
pCqDk

Hp;q.X an/ satisfying Hp;q.X an/ D H q;p.X an/

and a .�1/k-symmetric bilinear pairing qk W H k
B .X

an;Z/ �H k
B .X

an;Z/ ! Z whose com-
plexification makes the above decomposition orthogonal, and satisfies the positivity condi-
tion (the signs are complicated but are imposed to us by geometry)

ip�qqk;C.˛; ˛/ > 0 for any nonzero ˛ 2 Hp;q.X an/:

Deligne [29] vastly generalized Hodge’s result, showing that the cohomologyH k
B .X

an;Z/ of
any complex algebraic varietyX is functorially endowed with a slightly more general graded
polarizable mixed Z-Hodge structure, that makes, after tensoring with Q, H k

B .X
an;Q/ a

successive extension of polarizable Q-Hodge structures, with weights between 0 and 2k.
As mixed Q-Hodge structures form a Tannakian category MHSQ, one can conveniently
(although rather abstractly) summarize the Hodge–Deligne theory as functorially assigning
to any complex algebraic variety X a Q-algebraic group: the Mumford–Tate group MTX

of X , defined as the Tannaka group of the Tannakian subcategory hH �
B.X

an;Q/i of MHSQ

generated byH �
B.X

an;Q/. The knowledge of the groupMTX is equivalent to the knowledge
of all Hodge tensors for the Hodge structureH �

B.X
an;Q/.

These apparently rather innocuous semilinear algebra statements are anything but
trivial. They have become the main tool for analyzing the topology, geometry and arithmetic
of complex algebraic varieties. Let us illustrate what wemean with regard to topology, which
we will not go into later. The existence of the Hodge decomposition for smooth projective
complex varieties, which holds more generally for compact Kähler manifolds, imposes many
constraints on the cohomology of such spaces, the most obvious being that their odd Betti
numbers have to be even. Such constraints are not satisfied even by compact complex man-
ifolds as simple as the Hopf surfaces, quotients of C2 n ¹0º by the action of Z given by
multiplication by � 6D 0, j�j 6D 1, whose first Betti number is one. Characterizing the homo-
topy types of compact Kähler manifolds is an essentially open question, which we will not
discuss here.

The mystery of the Hodge–Deligne theory lies in the fact that it is at heart not an
algebraic theory, but rather the transcendental comparison of two algebraic structures. For
simplicity, let X be a smooth connected projective variety over C. The Betti cohomology
H �

B.X
an;Q/ defines a Q-structure on the complex vector space of the algebraic de Rham

cohomology H �
dR.X=C/ WD H �.X; ��

X=C/ under the transcendental comparison isomor-
phism:

$ W H �
dR.X=C/

�
�! H �

�
X an; ��

Xan
�

DWH �
dR.X

an;C/
�
�! H �

B.X
an;Q/˝Q C; (1.1)
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where the first canonical isomorphism is the comparison between algebraic and analytic
de Rham cohomology provided by GAGA, and the second one is provided by integrat-
ing complex C1 differential forms over cycles (de Rham’s theorem). The Hodge filtra-
tion F p on H �

B.X
an;Q/ ˝Q C is the image under $ of the algebraic filtration F p D

Im.H �.X;�
��p

X=C/ ! H �
dR.X=C// on the left-hand side.

The surprising power of the Hodge–Deligne theory lies in the fact that, although
the comparison between the two algebraic structures is transcendental, this transcendence
should be severely constrained, as predicted, for instance, by the Hodge conjecture and the
Grothendieck period conjecture:

• ForX smooth projective, it is well known that the cycle class ŒZ� of any codimen-
sion k algebraic cycle on X with Q coefficients is a Hodge class in the Hodge
structure H 2k.X an;Q/.k/. Hodge [52] famously conjectured that the converse
holds true: any Hodge class inH 2k.X;Q/.k/ should be such a cycle class.

• For X smooth and defined over a number field K � C, its periods are the coeffi-
cients of the matrix of Grothendieck’s isomorphism (generalizing (1.1))

$ W H �
dR.X=K/˝K C

�
�! H �

B.X
an;Q/˝Q C

with respect to bases of H �
dR.X=K/ and H

�
B.X

an;Q/. The Grothendieck period
conjecture (combined with the Hodge conjecture) predicts that the transcendence
degree of the field kX � C generated by the periods of X coincides with the
dimension ofMTX .

This tension between algebraicity and transcendence is perhaps best revealed when consid-
ering Hodge theory in families, as developed by Griffiths [43]. Let f W X ! S be a smooth
projective morphism of smooth connected quasiprojective varieties overC. Its complex ana-
lytic fibersX an

s , s 2 S an, are diffeomorphic, hence their cohomologies VZ;s WDH �
B.X

an
s ;Z/,

s 2 S an are all isomorphic to a fixed abelian group VZ and glue together into a locally con-
stant sheaf VZ WD R�f an

�Z on S an. However, the complex algebraic structure onXs , hence
also the Hodge structure on VZ;s , varies with s, making R�f an

� Z a variation of Z-Hodge
structures (ZVHS) V on S an, which can be naturally polarized. One easily checks that the
Mumford–Tate groupGs WDMTXs , s 2 S an, is locally constant equal to the so-called generic
Mumford–Tate group G, outside of a meagre set HL.S; f / � S an, the Hodge locus of the
morphism f , where it shrinks as exceptional Hodge tensors appear in H �

B.X
an
s ;Z/. The

variation V is completely described by its period map

ˆ W S an
! �nD:

Here the period domain D classifies all possible Z-Hodge structure on the abelian group
VZ, with a fixed polarization and Mumford–Tate group contained in G; and ˆ maps a point
s 2 S an to the point ofD parameterizing the polarized Z-Hodge structure on VZ defined by
VZ;s (well defined up to the action of the arithmetic group � WD G \ GL.VZ/).

The transcendence of the comparison isomorphism (1.1) for each fiberXs is embod-
ied in the fact that the Hodge variety �nD is, in general, a mere complex analytic variety
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not admitting any algebraic structure; and that the period map ˆ is a mere complex analytic
map. On the other hand this transcendence is sufficiently constrained so that the following
corollary of the Hodge conjecture [96] holds true, as proven by Cattani–Deligne–Kaplan [22]:
the Hodge locus HL.S; f / is a countable union of algebraic subvarieties of S . Remarkably,
their result is in fact valid for any polarized ZVHS V on S an, not necessarily coming from
geometry: the Hodge locus HL.S;V ˝/ is a countable union of algebraic subvarieties of S .

In this paper we report on recent advances in the understanding of this interplay
between algebraicity and transcendence in Hodge theory, our main object of interest being
period maps ˆ W S an ! �nD. The paper is written for nonexperts: we present the mathe-
matical objects involved, the questions, and the results but give only vague ideas of proofs,
if any. It is organized as follows. After Section 2 presenting the objects of Hodge theory
(which the advanced reader will skip to refer to on occasion), we present in Section 3 the
main driving force behind the recent advances: although periodmaps are very rarely complex
algebraic, their geometry is tame and does not suffer from any of the many possible patholo-
gies of a general holomorphic map. In model-theoretic terms, period maps are definable
in the o-minimal structure Ran;exp. In Section 4, we introduce the general format of bialge-
braic structures for comparing the algebraic structure on S and that on (the compact dual LD

of) the period domain D. The heuristic provided by this format, combined with o-minimal
geometry, leads to a powerful functional transcendence result: the Ax–Schanuel theorem for
polarizedZVHS. It also suggests to interpret variational Hodge theory as a special case of an
atypical intersection problem. In Section 5 we describe how this viewpoint leads to a stun-
ning improvement of the result of Cattani, Deligne, and Kaplan: in most cases HL.S;V ˝/

is not only a countable union of algebraic varieties, but is actually algebraic on the nose (at
least if we restrict to its components of positive period dimension). Finally, in Section 6 we
turn briefly to some arithmetic aspects of the theory.

For the sake of simplicity, we focus on the case of pure Hodge structures, only men-
tioning the references dealing with the mixed case.

2. Variations of Hodge structures and period maps

2.1. Polarizable Hodge structures
Let n2 Z. LetRD Z,Q, orR. AnR-Hodge structureV of weight n is a finitely gen-

erated R-module VR together with one of the following equivalent data: a bigrading VC.WD

VR ˝R C/ D
L

pCqDn V
p;q , called the Hodge decomposition, such that V p;q D V q;p (the

numbers .dim V p;q/pCqDn are called the Hodge numbers of V ); or a decreasing filtration
F � of VC , called the Hodge filtration, satisfyingF p ˚F nC1�p D VC . One goes from one to
the other throughF p D

L
r�p V

r;n�r and V p;q D F p \F q . The following group-theoretic
description will be most useful to us: a Hodge structure is an R-module VR and a real alge-
braic representation ' W S ! GL.VR/ whose restriction to Gm;R is defined over Q. Here
the Deligne torus S denotes the real algebraic group C� of invertible matrices of the forms
. a �b

b a
/, which contains the diagonal subgroup Gm;R. Being of weight n is the requirement
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that 'jGm;R
acts via the character z 7! z�n. The space V p;q is recovered as the eigenspace for

the character z 7! z�p Nz�q of S.R/ ' C�. A morphism of Hodge structures is a morphism
of R-modules compatible with the bigrading (equivalently, with the Hodge filtration or the
S-action).

Example 2.1. We write R.n/ for the unique R-Hodge structure of weight �2n, called the
Tate–Hodge structure of weight �2n, on the rank-one free R-module .2� i/nR � C.

One easily checks that the category of R-Hodge structures is an abelian category
(where the kernels and cokernels coincide with the usual kernels and cokernels in the cat-
egory of R-modules, with the induced Hodge filtrations on their complexifications), with
natural tensor products V ˝W and internal homs hom.V; W / (in particular, duals V _ WD

hom.V; R.0//). For R D Q, or R, we obtain a Tannakian category, with an obvious exact
faithful R-linear tensor functor ! W .VR; '/ 7! VR. In particular, R.n/D R.1/˝n. If V is an
R-Hodge structure, we write V.n/ WD V ˝R.n/ its nth Tate twist.

If V D .VR; '/ is an R-Hodge structure of weight n, a polarization for V is a mor-
phism of R-Hodge structures q W V ˝2 ! R.�n/ such that .2� i/nq.x; '.i/y/ is a positive-
definite bilinear form on VR, called theHodge form associated with the polarization. If there
exists a polarization for V then V is said polarizable. One easily checks that the category of
polarizable Q-Hodge structures is semisimple.

Example 2.2. Let M be a compact complex manifold. If M admits a Kähler metric, the
singular cohomology Hn

B .M;Z/ is naturally a Z-Hodge structure of weight n, see [52], [94,
Chap. 6]:

Hn
B .M;Z/˝Z C D Hn

dR.M;C/ D

M
pCqDn

Hp;q.M/;

whereH �
dR
.M;C/ denotes the de Rham cohomology of the complex .A�.M;C/; d/ of C1

differential forms on M , the first equality is the canonical isomorphism obtained by inte-
grating forms on cycles (de Rham theorem), and the complex vector subspaceHp;q.M/ of
Hn

dR.M;C/ is generated by the d -closed forms of type .p; q/, and thus satisfies automat-
ically Hp;q.M/ D H q;p.M/. Although the second equality depends only on the complex
structure onM , its proof relies on the choice of a Kähler form ! onM through the following
sequence of isomorphisms:

Hn
dR.M;C/

�
�! H n

�!
.M/ D

M
pCqDn

H
p;q
�!
.M/

�
�!

M
pCqDn

Hp;q.M/;

where H n
�!
.M/ denotes the vector space of �!-harmonic differential forms on M and

H
p;q
�!
.M/ its subspace of �!-harmonic .p; q/-forms. The heart of Hodge theory is thus

reduced to the statement that the Laplacian�! of aKählermetric preserves the type of forms.
The choice of a Kähler form ! onM also defines, through the hard Lefschetz theorem [94,

Theorem 6.25], a polarization of the R-Hodge structure Hn.M;R/, see [94, Theorem 6.32]. If
f WM !N is any holomorphic map between compact complex manifolds admitting Kähler
metrics then both f � WHn

B .N;Z/!Hn
B .M;Z/ and the Gysin morphism f� WHn

B .M;Z/!

Hn�2r
B .N;Z/.�r/ are morphism of Z-Hodge structures, where r D dimM � dimN .
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Example 2.3. Suppose moreover thatM D X an is the compact complex manifold analyti-
fication of a smooth projective variety X over C. In that case, Hn

B .X;Z/ is a polarizable
Z-Hodge structure. Indeed, the Kähler class Œ!� can be chosen as the first Chern class of an
ample line bundle on X , giving rise to a rational Lefschetz decomposition and (after clear-
ing denominators by multiplying by a sufficiently large integer) to an integral polarization.
Moreover, the Hodge filtration F � onHn

B .X
an;C/ can be defined algebraically: upon identi-

fyingHn
B .X

an;C/ with the algebraic de Rham cohomologyHn
dR.X=C/ WD Hn.X;��

X=C/,
the Hodge filtration is given by F p D Im.Hn.X; �

��p

X=C/ ! Hn
B .X

an;C//. It follows that
if X is defined over a subfield K of C, then the Hodge filtration F � on Hn

B .X
an;C/ D

Hn
dR.X=K/˝K C is defined over K.

Example 2.4. The functor which assigns to a complex abelian variety A its H 1
B .A

an;Z/

defines an equivalence of categories between abelian varieties and polarizable Z-Hodge
structures of weight 1 and type .1; 0/ and .0; 1/.

2.2. Hodge classes and Mumford–Tate group
Let R D Z or Q and let V be an R-Hodge structure. A Hodge class for V is a

vector in V 0;0 \ VQ D F 0VC \ VQ. For instance, any morphism of R-Hodge structures
f W V ! W defines a Hodge class in the internal hom.V;W /. Let Tm;nVQ denote the Q-
Hodge structure V ˝m

Q ˝ hom.V; R.0//˝n
Q . A Hodge tensor for V is a Hodge class in some

Tm;nVQ.
The main invariant of an R-Hodge structure is itsMumford–Tate group. For any R-

Hodge structure V we denote by hV i the Tannakian subcategory of the category ofQ-Hodge
structures generated by VQ; in other words, hV i is the smallest full subcategory containing
V , Q.0/ and stable under ˚, ˝, and taking subquotients. If !V denotes the restriction of the
tensor functor ! to hV i, the functor Aut˝.!V / is representable by some closed Q-algebraic
subgroup GV � GL.VQ/, called the Mumford–Tate group of V , and !V defines an equiva-
lence of categories hV i ' RepQ GV . See [33, II, 2.11].

The Mumford–Tate groupGV can also be characterized as the fixator inGL.VQ/ of
the Hodge tensors for V , or equivalently, writing V D .VR; '/, as the smallest Q-algebraic
subgroup of GL.VQ/ whose base change to R contains the image Im'. In particular ' fac-
torizes as ' W S ! GV;R. The groupGV is thus connected, and reductive if V is polarizable.
See [2, Lemma 2].

Example 2.5. GZ.n/ D Gm if n 6D 0 and GZ.0/ D ¹1º.

Example 2.6. LetA be a complex abelian variety and let V WDH 1
B .A

an;Z/ be the associated
Z-Hodge structure of weight 1. We write GA WD GV . The choice of an ample line bundle
on A defines a polarization q on V . On the one hand, the endomorphism algebra D WD

End0.A/.WD End.A/ ˝Z Q/ is a finite-dimensional semisimple Q-algebra which, in view
of Example 2.4, identifies with End.VQ/

GA . Thus GA � GLD.VQ/. On the other hand, the
polarization q defines a Hodge class in hom.V ˝2

Q ;Q.�1// thus GA has to be contained in
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the group GSp.VQ; q/ of symplectic similitudes of VQ with respect to the symplectic form
q. Finally, GA � GLD.VQ/ \ GSp.VQ; q/.

If A D E is an elliptic curve, it follows readily that eitherD D Q and GE D GL2,
or D is an imaginary quadratic field (E has complex multiplication) and GE D TD , the
Q-torus defined by TD.S/ D .D ˝Q S/� for any Q-algebra S .

2.3. Period domains and Hodge data
Let VZ be a finitely generated abelian group VZ of rank r . Fix a positive integer

n, a .�1/n-symmetric bilinear form qZ on VZ and a collection of nonnegative integers
.hp;q/ (p; q � 0, p C q D n) such that hp;q D hq;p and

P
hp;q D r . Associated with

.n; qZ; .h
p;q// we want to define a period domain D classifying Z-Hodge structures of

weight n on VZ, polarized by qZ, and with Hodge numbers hp;q . Setting f p D
P

r�p h
r;n�r ,

we first define the compact dual LD parametrizing the finite decreasing filtrations F � on VC

satisfying .F p/?qZ D F nC1�p and dimF p D f p . This is a closed algebraic subvariety of
the product of Grassmannians

Q
p Gr.f p; VC/. The period domain D � LDan is the open

subset where the Hodge form is positive definite. If G WD GAut.VQ; qQ/ denotes the group
of similitudes of qQ, one easily checks that G.C/ acts transitively on LDan, which is thus a
flag variety forGC; and that the connected componentG WD Gder.R/C of the identity in the
derived groupGder.R/ acts transitively onD, which identifies with an openG-orbit in LD. If
we fix a base point o 2D and denote by P andM its stabilizer inG.C/ andG, respectively,
the period domainD is thus the homogeneous space

D D G=M ,! LDan
D G.C/=P:

The group P is a parabolic subgroup ofG.C/. Its subgroupM D P \G, consisting of real
elements, not only fixes the filtrationF �

o but also the Hodge decomposition, hence the Hodge
form, at o. It is thus a compact subgroup of G andD is an open elliptic orbit of G in LD.

Example 2.7. Let nD 1, suppose that the only nonzero Hodge numbers are h1;0 D h0;1 D g,
qZ is a symplectic form andD is the subset of Gr.g; VC/ consisting of qC-Lagrangian sub-
spaces F 1 on which iqC.u; Nu/ is positive definite. In this case G D GSp2g , G D Sp2g.R/,
M D SO2g.R/ is a maximal compact subgroup of the connected Lie group G, and D D

G=M is a bounded symmetric domain naturally biholomorphic to Siegel’s upper half-space
Hg of g � g-complex symmetric matrices Z D X C iY with Y positive definite. When
g D 1,D is the Poincaré disk, biholomorphic to the Poincaré upper half-space H.

More generally, let G be a connected reductive Q-algebraic group and let ' W S !

GR be a real algebraic morphism such that 'jGm;R
is defined over Q. We assume that G is

the Mumford–Tate group of '. The period domain (or Hodge domain) D associated with
' W S ! GR is the connected component of the G.R/-conjugacy class of ' W S ! GR in
Hom.S;GR/. Again, one easily checks that D is an open elliptic orbit of G WD Gder.R/C

in the compact dual flag variety LDan, the G.C/-conjugacy class of 'C ı � W Gm;C ! GC ,
where � W Gm;C ! SC D Gm;C � Gm;C is the cocharacter z 7! .z; 1/. See [41] for details.
The pair .G;D/ is called a (connected)Hodge datum. A morphism of Hodge data .G;D/!
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.G0; D0/ is a morphism � W G ! G0 sending D to D0. Any linear representation � W G !

GL.VQ/ defines a G.Q/-equivariant local system LV� on LDan. Moreover, each point x 2

D, seen as a morphism 'x W S ! GR, defines a Q-Hodge structure Vx WD .VQ; � ı 'x/.
The G.C/-equivariant filtration F � LV� WD Gad.C/ �P;� F

�Vo;C of the holomorphic vector
bundle LV� WD Gad.C/�P;� Vo;C on LDan induces the Hodge filtration on Vx for each x 2D.
The Mumford–Tate group of Vx is G precisely when x 2 D n

S
�

�.D0/, where � ranges

through the countable set of morphisms of Hodge data � W .G0;D0/! .G;D/. The complex
analytic subvarieties �.D0/ ofD are called the special subvarieties ofD.

The following geometric feature of LD will be crucial for us. The algebraic tangent
bundle T LD naturally identifies, as aGC-equivariant bundle, with the quotient vector bundle
LVAd=F

0 LVAd, where Ad W G ! GL.g/ is the adjoint representation on the Lie algebra g ofG.
In particular, it is naturally filtered by the F iT LD WD F i LVAd=F

0 LVAd, i � �1. The subbundle
F �1T LD is called the horizontal tangent bundle of LD.

2.4. Hodge varieties
Let .G; D/ be a Hodge datum as in Section 2.3. A Hodge variety is the quotient

�nD ofD by an arithmetic lattice � ofG.Q/C WD G.Q/\G. It is thus naturally a complex
analytic variety, which is smooth if� is torsion-free. The special subvarieties of�nD are the
images of the special subvarieties ofD under the projection� WD!�nD (one easily checks
these are closed complex analytic subvarieties of �nD). For any algebraic representation
� W G ! GL.VQ/, theG.Q/-equivariant local system LV� as well as the filtered holomorphic
vector bundle . LV�; F

�/ on LD are G-equivariant when restricted to D, hence descend to a
triple .V�; .V�; F

�/;r/ on �nD. Similarly, the horizontal tangent bundle of LD defines the
horizontal tangent bundle Th.�nD/ � T .�nD/ of the Hodge variety �nD.

2.5. Polarized Z-variations of Hodge structures
Hodge theory as recalled in Section 2.1 can be considered as the particular case over

a point of Hodge theory over an arbitrary base. Again, the motivation comes from geometry.
Let f W Y !B be a proper surjective complex analytic submersion from a connected Kähler
manifold Y to a complex manifold B . It defines a locally constant sheaf VZ WD R�f�Z of
finitely generated abelian groups onB , gathering the cohomologiesH �

B.Yb;Z/, b 2B . Upon
choosing a base point b0 2 B , the datum of VZ is equivalent to the datum of a monodromy
representation � W �1.B; b0/ ! GL.VZ;b0

/. On the other hand, the de Rham incarnation of
the cohomology of the fibers of f is the holomorphic flat vector bundle .V WD VZ ˝ZB

OB '

R�f��
�
Y=B

;r/, where OB is the sheaf of holomorphic functions on B ,��
Y=B

is the relative
holomorphic de Rham complex and r is the Gauss–Manin connection. The Hodge filtra-
tion on each H �

B.Yb;C/ is induced by the holomorphic subbundles F p WD R�f��
��p

Y=B
of

V . The Hodge filtration is usually not preserved by the connection, but Griffiths [42] cru-
cially observed that it satisfies the transversality constraint rF p � �1

B ˝OB
F p�1. More

generally, a variation of Z-Hodge structures (ZVHS) on a connected complex manifold
.B;OB/ is a pair V WD .VZ; F

�/, consisting of a locally constant sheaf of finitely gener-
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ated abelian groups VZ on B and a (decreasing) filtration F � of the holomorphic vector
bundle V WD VZ ˝ZB

OB by holomorphic subbundles, called the Hodge filtration, satisfy-
ing the following conditions: for each b 2 B , the pair .Vb; F

�
b
/ is a Z-Hodge structure; and

the flat connection r on V defined by VC satisfies Griffiths’ transversality,

rF �
� �1

B ˝OB
F ��1: (2.1)

A morphism V ! V 0 of ZVHSs on B is a morphism f W VZ ! V 0
Z of local systems such

that the associated morphism of vector bundles f W V ! V 0 is compatible with the Hodge
filtrations. If V has weight k, a polarization of V is a morphism q W V ˝ V ! ZB.�k/

inducing a polarization on each Z-Hodge structure Vb , b 2 B . In the geometric situation,
such a polarization exists if there exists an element � 2 H 2.Y;Z/ whose restriction to each
fiber Yb defines a Kähler class, for instance if f is the analytification of a smooth projective
morphism of smooth connected algebraic varieties over C.

2.6. Generic Hodge datum and period map
Let S be a smooth connected quasiprojective variety overC and letV be a polarized

ZVHS on S an. Fix a base point o 2 S an, let p W fS an ! S an be the corresponding universal
cover and write VZ WD VZ;o, qZ WD qZ;o. The pulled-back polarized ZVHS p�V is canoni-
cally trivialized as .fS an � VZ; .fS an � VC; F

�/;r D d; qZ/. In [31, 7.5], Deligne proved that
there exists a reductiveQ-algebraic subgroup � WG ,!GL.VQ/, called the genericMumford–
Tate group of V , such that, for all points Qs 2 fS an, the Mumford–Tate group G.VZ;F �

Qs
/ is

contained in G, and is equal to G outside of a meagre set of fS an (such points Qs are said
Hodge generic for V ). A closed irreducible subvariety Y � S is said Hodge generic for
V if it contains a Hodge generic point. The setup of Section 2.3 is thus in force. With-
out loss of generality, we can assume that the point Qo is Hodge generic. Let .G; D/ be
the Hodge datum (called the generic Hodge datum of S an for V ) associated with the polar-
ized Hodge structure .VZ; F

�
Qo
/. The ZVHS p�V is completely described by a holomorphic

map ê W fS an ! D, which is naturally equivariant under the monodromy representation
� W �1.S

an; o/! � WDG \GL.VZ/, hence descends to a holomorphic mapˆ W S an ! �nD,
called the period map of S for V . We thus obtain the following commutative diagram in the
category of complex analytic spaces:

fS an ê //

p

��

D

�

��

� � // LDan

S an ˆ // �nD:

(2.2)

Notice that the pair .VQ; .V ; F
�// is the pullback underˆ of the pair .V�; .V�; F

�//

on theHodge variety�nD defined by the inclusion � WG ,!GL.VQ/. Griffiths’ transversality
condition is equivalent to the statement that ˆ is horizontal, dˆ.TS an/ � Th.�nD/. By
extension we call period map any holomorphic, horizontal, locally liftable map from S an to
a Hodge variety �nD.
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The Hodge locus HL.S;V ˝/ of S for V is the subset of points s 2 S an for which
the Mumford–Tate group Gs is a strict subgroup of G, or equivalently for which the Hodge
structure Vs admits more Hodge tensors than the very general fiber Vs0 . Thus

HL.S;V ˝/ D

[
.G0;D0/,!.G;D/

ˆ�1.� 0
nD0/; (2.3)

where the union is over all strict Hodge subdata and � 0nD0 is a slight abuse of notation for
denoting the projection ofD0 � D to �nD.

Let Y � S be a closed irreducible algebraic subvariety i W Y ,! S . Let .GY ; DY /

be the generic Hodge datum of the ZVHS V restricted to the smooth locus of Y . The alge-
braic monodromy group HY of Y for V is the identity component of the Zariski-closure in
GL.VQ/ of the monodromy of the restriction to Y of the local system VZ. It follows from
Deligne’s (in the geometric case) and Schmid’s (in general) “Theorem of the fixed part” and
“Semisimplicity Theorem” that HY is a normal subgroup of the derived group Gder

Y , see [2,

Theorem 1].

3. Hodge theory and tame geometry

3.1. Variational Hodge theory between algebraicity and transcendence
Let S be a smooth connected quasi-projective variety over C and let V D .VZ; F

�/

be a polarized ZVHS on S an. Let .G; D/ be the generic Hodge datum of S for V and let
ˆ W S an ! �nD be the period map defined by V .

The fact that Hodge theory is a transcendental theory is reflected in the following
facts:

• First, the triplets .V�; .V�; F
�/;r/ on �nD (for � W G ! GL.VQ/ an algebraic

representation) do not in general satisfy Griffiths’ transversality, hence do not
define aZVHS on�nD. They do if and only ifV is of Shimura type, i.e., .G;D/ is
a (connected) Shimura datum (meaning that the weight zero Hodge structures on
the fibers of VAd are of type ¹.�1; 1/; .0; 0/; .1;�1/º); or equivalently, if the hor-
izontal tangent bundle ThD coincides with TD. In other words, Hodge varieties
are in general not classifying spaces for polarized ZVHS.

• Second, andmore importantly, the complex analytic Hodge variety�nD is in gen-
eral not algebraizable (i.e., it is not the analytification of a complex quasiprojective
variety). More precisely, let us write D D G=M as in Section 2.3. A classical
property of elliptic orbits like D is that there exists a unique maximal compact
subgroup K of G containing M [46]. Supposing for simplicity that G is a real
simple Lie group G, then �nD is algebraizable only if G=K is a hermitian sym-
metric domain and the projectionD !G=K is holomorphic or antiholomorphic,
see [45].

On the other hand, this transcendence is severely constrained, as shown by the following
algebraicity results:
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• If .G;D/ is of Shimura type, then�nDD Shan is the analytification of an algebraic
variety, called a Shimura variety Sh [8,30,32]. In that case Borel [17, Theorem 3.10]

proved that the complex analytic period mapˆ W S an ! Shan is the analytification
of an algebraic map.

• Let S � S be a log-smooth compactification of S by a simple normal cross-
ing divisor Z. Following Deligne [28], the flat holomorphic connection r on
V defines a canonical extension V of V to S . Using GAGA for S , this defines
an algebraic structure on .V ;r/, for which the connection r is regular. Around
any point of Z, the complex manifold S an is locally isomorphic to a product
.��/k � �l of punctured polydisks. Borel showed that the monodromy repre-
sentation � W �1.S

an; so/ ! � � G.Q/ of V is “tame at infinity,” that is, its
restriction to Zk D �1..�

�/k ��l / is quasiunipotent, see [82, (4.5)]. Using this
result, Schmid showed that the Hodge filtrationF � extends holomorphically to the
Deligne extension V . This is the celebrated Nilpotent Orbit theorem [82, (4.12)]. It
follows, as noticed by Griffiths [82, (4.13)], that the Hodge filtration on V comes
from an algebraic filtration on the underlying algebraic bundle, whether V is of
geometric origin or not.

• More recently, an even stronger evidence came from the study of Hodge loci.
Cattani, Deligne, and Kaplan proved the following celebrated result (generalized
to the mixed case in [18–21]):

Theorem 3.1 ([22]). Let S be a smooth connected quasiprojective variety over C and V

be a polarized ZVHS over S . Then HL.S;V ˝/ is a countable union of closed irreducible
algebraic subvarieties of S .

In view of this tension between algebraicity and transcendence, it is natural to ask
if there is a framework, less strict than complex algebraic geometry but more constraining
than complex analytic geometry, where to analyze period maps and explain its remarkable
properties.

3.2. O-minimal geometry
Such a framework was in fact envisioned by Grothendieck in [47, §5] under the name

“tame topology,” as a way out of the pathologies of general topological spaces. Examples of
pathologies are Cantor sets, space-filling curves but also much simpler objects like the graph
� WD ¹.x; sin 1

x
/; 0 < x � 1º � R2: its closure � WD � q I, where I WD ¹0º � Œ�1; 1� � R2

is connected but not arc-connected; dim.� n �/ D dim � , which prevents any reasonable
stratification theory; and � \ R is not “of finite type.” Tame geometry has been developed
by model theorists as o-minimal geometry, which studies structures where every definable
set has a finite geometric complexity. Its prototype is real semialgebraic geometry, but it is
much richer. We refer to [34] for a nice survey.
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Definition 3.2. A structure � expanding the real field is a collection � D .Sn/n2N , where
Sn is a set of subsets of Rn such that for every n 2 N:

(1) all algebraic subsets of Rn are in Sn.

(2) Sn is a boolean subalgebra of the power set of Rn (i.e., Sn is stable by finite
union, intersection, and complement).

(3) If A 2 Sn and B 2 Sm then A � B 2 SnCm.

(4) Let p W RnC1 ! Rn be a linear projection. If A 2 SnC1 then p.A/ 2 Sn.

The elements of Sn are called the �-definable sets of Rn. A map f W A ! B between �-
definable sets is said to be �-definable if its graph is �-definable.

A dual point of view starts from the functions, namely considers sets definable in a
first-order structure � D hR;C;�;<; .fi /i2I i where I is a set and the fi W Rni ! R, i 2 I ,
are functions. A subset Z � Rn is �-definable if it can be defined by a formula

Z WD ¹.x1; : : : ; xn/ 2 Rn
j �.x1; : : : ; xn/ is trueº;

where � is a first-order formula that can be written using only the quantifiers8 and 9 applied
to real variables; logical connectors; algebraic expressions written with the fi ; the order
symbol <; and fixed parameters �i 2 R. When the set I is empty the �-definable subsets
are the semialgebraic sets. Semialgebraic subsets are thus always �-definable.

One easily checks that the composite of �-definable functions is �-definable, as are
the images and the preimages of �-definable sets under �-definable maps. Using that the
euclidean distance is a real-algebraic function, one shows easily that the closure and interior
of an �-definable set are again �-definable.

The following o-minimal axiom for a structure � guarantees the possibility of doing
geometry using �-definable sets as basic blocks.

Definition 3.3. A structure � is said to be o-minimal if S1 consists precisely of the finite
unions of points and intervals (i.e., the semialgebraic subsets of R/.

Example 3.4. The structure Rsin WD hR;C;�; <; sini is not o-minimal. Indeed, the infinite
union of points �Z D ¹x 2 R j sin x D 0º is a definable subset of R in this structure.

Any o-minimal structure � has the following main tameness property: given finitely
many �-definable sets U1; : : : ; Uk � Rn, there exists a definable cylindrical cellular decom-
position of Rn such that each Ui is a finite union of cells. Such a decomposition is defined
inductively on n. For n D 1, this is a finite partition of R into cells which are points or open
intervals. For n > 1, it is obtained from a definable cylindrical cellular decomposition of
Rn�1 by fixing, for any cell C � Rn�1, finitely many definable functions fC;i W C ! R,
1 � i � kC , with fC;0 WD �1 < fC;1 < � � � < fC;kC

< fC;kC C1 WD C1, and defining the
cells of Rn as the graphs ¹.x; fC;i .x//; x 2 C º, 1 � i � kC , and the bands ¹.x; fC;i .x/ <

y < fC;iC1.x//; x 2 C; y 2 Rº, 0 � i � kC , for all cells C of Rn�1.
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The simplest o-minimal structure is the structure Ralg consisting of semialge-
braic sets. It is too close to algebraic geometry to be used for studying transcendence
phenomena. Luckily much richer o-minimal geometries do exist. A fundamental result of
Wilkie, building on the result of Khovanskii [54] that any exponential set ¹.x1; : : : ; xn/ 2

Rn j P.x1; : : : ; xn; exp.x1/; : : : ; exp.xn// D 0º (where P 2 RŒX1; : : : ; Xn; Y1; : : : ; Yn�)
has finitely many connected components, states:

Theorem 3.5 ([97]). The structure Rexp WD hR;C;�; <; exp W R ! Ri is o-minimal.

In another direction, let us define

Ran WD
˝
R; C; �; <; ¹f º for f restricted real analytic function

˛
;

where a function f W Rn ! R is a restricted real analytic function if it is zero outside Œ0; 1�n

and if there exists a real analytic function g on a neighborhood of Œ0; 1�n such that f and
g are equal on Œ0; 1�n. Gabrielov’s result [37] that the difference of two subanalytic sets is
subanalytic implies rather easily that the structure Ran is o-minimal. The structure generated
by two o-minimal structures is not o-minimal in general, but Van den Dries and Miller [35]
proved that the structure Ran;exp generated by Ran and Rexp is o-minimal. This is the o-
minimal structure which will be mainly used in the rest of this text.

Let us now globalize the notion of definable set using charts:

Definition 3.6. A definable topological space X is the data of a Hausdorff topological
space X, a finite open covering .Ui /1�i�k of X, and homeomorphisms  i W Ui ! Vi � Rn

such that all Vi , Vij WD  i .Ui \ Uj / and  i ı  �1
j W Vij ! Vj i are definable. As usual the

pairs .Ui ;  i / are called charts. A morphism of definable topological spaces is a continuous
map which is definable when read in the charts. The definable site X of a definable topo-
logical space X has for objects definable open subsets U � X and admissible coverings are
the finite ones.

Example 3.7. LetX be an algebraic variety overR. ThenX.R/ equipped with the euclidean
topology carries a natural Ralg-definable structure (up to isomorphism): one covers X by
finitely many (Zariski) open affine subvarieties Xi and take Ui WD Xi .R/ which is naturally
a semialgebraic set. One easily check that any two finite open affine covers define isomorphic
Ralg-structures on X.R/. If X is an algebraic variety over C then X.C/ D .ResC=RX/.R/

carries thus a natural Ralg-structure. We call this the Ralg-definabilization of X and denote
it by XRalg .

In the rest of this section, we fix an o-minimal structure � and write “definable”
for �-definable. Given a complex algebraic variety X we write Xdef for the �-definabili-
zation X� .

3.3. O-minimal geometry and algebraization
Why should an algebraic geometer care about o-minimal geometry? Because o-

minimal geometry provides strong algebraization results.
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3.3.1. Diophantine criterion
The first algebraization result is the celebrated Pila–Wilkie theorem:

Theorem 3.8 ([77]). Let Z � Rn be a definable set. We define Zalg as the union of all con-
nected positive-dimensional semialgebraic subsets of Z. Then, denoting by H W Qn ! R

the standard height function:

8 " > 0; 9C" > 0; 8T > 0;
ˇ̌®
x 2 .Z nZalg/ \ Qn; H.x/ � T

¯ˇ̌
< C"T

":

In words, if a definable set contains at least polynomially many rational points
(with respect to their height), then it contains a positive dimensional semialgebraic set! For
instance, if f W R ! R is a real analytic function such that its graph �f \ Œ0; 1� � Œ0; 1�

contains at least polynomially many rational points (with respect to their height), then the
function f is real algebraic [15]. This algebraization result is a crucial ingredient in the proof
of functional transcendence results for period maps, see Section 4.

3.3.2. Definable Chow and definable GAGA
In another direction, algebraicity follows from the meeting of o-minimal geometry

with complex geometry. Themotto is that o-minimal geometry is incompatible with themany
pathologies of complex analysis. As a simple illustration, let f W�� ! C be a holomorphic
function, and assume that f is definable (where we identifyC withR2 and�� � R2 is semi-
algebraic). Then f does not have any essential singularity at 0 (i.e., f is meromorphic).
Otherwise, by the Big Picard theorem, the boundary �f n �f of its graph would contain
¹0º � C, hence would have the same real dimension (two) as �f , contradicting the fact that
�f is definable.

Let us first define a good notion of a definable topological space “endowed with a
complex analytic structure.” We identify Cn with R2n by taking real and imaginary parts.
Given U � Cn a definable open subset, let OCn.U / denote the C-algebra of holomorphic
definable functions U ! C. The assignment U  OCn.U / defines a sheaf OCn on Cn

whose stalks are local rings. Given a finitely generated ideal I � OCn.U /, its zero locus
V.I / � U is definable and the restriction OV.I/ WD .OU =IOU /jV.I/ define a sheaf of local
rings on V.I /.

Definition 3.9. A definable complex analytic space is a pair .X;OX/ consisting of a defin-
able topological space X and a sheaf OX on X such that there exists a finite covering of X

by definable open subsets Xi on which .X;OX/jXi
is isomorphic to some .V .I /;OV.I//.

Bakker et al. [10, Theorem 2.16] show that this is a reasonable definition: the sheaf
OX , in analogy with the classical Oka’s theorem, is a coherent sheaf of rings. Moreover,
one has a natural definabilization functor .X;OX / .Xdef;OXdef/ from the category of
separated schemes (or algebraic spaces) of finite type over C to the category of definable
complex analytic spaces, which induces a morphism g W .Xdef;OXdef/ ! .X;OX / of locally
ringed sites.
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Let us now describe the promised algebraization results. The classical Chow’s the-
orem states that a closed complex analytic subset Z of X an for X smooth projective over
C is in fact algebraic. This fails dramatically if X is only quasiprojective, as shown by the
graph of the complex exponential in .A2/an. However, Peterzil and Starchenko, generalizing
[36] in the Ralg case, have shown the following:

Theorem 3.10 ([69,70]). Let X be a complex quasiprojective variety and let Z � X an be a
closed analytic subvariety. If Z is definable in Xdef then Z is complex algebraic in X .

Chow’s theorem, which deals only with spaces, was extended to sheaves by Serre
[83]: when X is proper, the analytification functor .�/an W Coh.X/ ! Coh.X an/ defines an
equivalence of categories between the categories of coherent sheaves Coh.X/ and Coh.X an/.
In the definable world, letX be a separated scheme (or algebraic space) of finite type overC.
Associating with a coherent sheaf F on X the coherent sheaf F def WD F ˝g�1OX

OXdef on
the �-definabilization Xdef of X , one obtains a definabilization functor .�/def W Coh.X/ !

Coh.Xdef/. Similarly there is an analytification functor X  Xan from complex defin-
able analytic spaces to complex analytic spaces, that induces a functor .�/an W Coh.X/ !

Coh.Xan/.

Theorem 3.11 ([10]). For every separated algebraic space of finite typeX , the definabiliza-
tion functor .�/def W Coh.X/ ! Coh.Xdef/ is exact and fully faithful (but it is not necessarily
essentially surjective). Its essential image is stable under subobjects and subquotients.

Using Theorem 3.11 and Artin’s algebraization theorem for formal modification
[4], one obtains the following useful algebraization result for definable images of algebraic
spaces, which will be used in Section 3.6.2:

Theorem 3.12 ([10]). Let X be a separated algebraic space of finite type and let E be a
definable analytic space. Any proper definable analytic map ˆ W Xdef ! E factors uniquely
as � ı f def, where f W X ! Y is a proper morphism of separated algebraic spaces (of finite
type) such that OY ! f�OX is injective, and � W Y def ,! E is a closed immersion of definable
analytic spaces.

3.4. Definability of Hodge varieties
Let us now describe the first result establishing that o-minimal geometry is poten-

tially interesting for Hodge theory.

Theorem 3.13 ([11]). Any Hodge variety �nD can be naturally endowed with a functorial
structure .�nD/Ralg of Ralg-definable complex analytic space.

Here “functorial” means that that any morphism .G0;D0/ ! .G;D/ of Hodge data
induces a definable map .� 0nD0/Ralg ! .�nD/Ralg of Hodge varieties. Let us sketch the
construction of .�nD/Ralg . Without loss of generality (replacing G by its adjoint group if
necessary), we can assume thatG is semisimple,G D G.R/C. For simplicity, let us assume
that the arithmetic lattice � is torsion free. We choose a base point inD DG=M . Notice that
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G and G=M � LDRalg are naturally endowed with a G-equivariant semialgebraic structure,
making the projectionG ! G=M semialgebraic. To define an Ralg-structure on �n.G=M/,
it is thus enough to find a semialgebraic open fundamental set F � G=M for the action
of � and to write �nG=M D �nF , where the right-hand side is the quotient of F by the
closed étale semialgebraic equivalence relation induced by the action of � on D. Here by
fundamental set we mean that the set of  2 � such that F \ F 6D ; is finite. We construct
the fundamental set F using the reduction theory of arithmetic groups, namely the theory
of Siegel sets. Let K be the unique maximal compact subgroup of G containing M . For
any Q-parabolic P of G with unipotent radical N, the maximal compact subgroup K of G
determines a real LeviL�G which decomposes asLDAQ whereA is the center andQ is
semisimple. A semialgebraic Siegel set of G associated to P and K is then a set of the form
S DU.aA>0/W whereU �N.R/,W �QK are bounded semialgebraic subsets, a 2A, and
A>0 is the cone corresponding to the positive root chamber. By a Siegel set of G associated
toK wemean a semialgebraic Siegel set associated to P andK for someQ-parabolic P ofG.
Suppose now that� �G is an arithmetic group. A fundamental result of Borel [16] states that
there exists finitely many Siegel sets Si � G, 1 � i � s, associated with K, whose images
in �nG=K cover the whole space; and such that for any 1 � i 6D j � s, the set of  2 � such
that Si \ Sj 6D ; is finite. We call the images Si;D WD Si=M Siegel sets forD. Noticing
that these Siegel sets for D are semialgebraic in D, we can take F D

`s
iD1 Si;D . It is not

difficult to show that the Ralg-structure thus constructed is independent of the choice of the
base point eM 2 G=M . The functoriality follows from a nontrivial property of Siegel sets
with respect to morphisms of algebraic groups, due to Orr [68].

3.5. Definability of period maps
Once Theorem 3.13 is in place, the following result shows that o-minimal geometry

is a natural framework for Hodge theory:

Theorem 3.14 ([11]). Let S be a smooth connected complex quasiprojective variety. Any
period mapˆ W S an ! �nD is the analytification of a morphismˆ W SRan;exp ! .�nD/Ran;exp

ofRan;exp-definable complex analytic spaces, where theRan;exp-structures on S.C/ and�nD

extend their natural Ralg-structures defined in Example 3.7 and Theorem 3.13, respectively.

In down-to-earth terms, this means that we can cover S by finitely many open affine
charts Si such that ˆ restricted to .ResC=RSi /.R/ D Si .C/ and read in a chart of �nD

defined by a Siegel set ofD, can be written using only real polynomials, the real exponential
function, and restricted real analytic functions! This statement is already nontrivial when
S D Sh is a Shimura variety and ˆan W S an ! �nD is the identity map coming from the
uniformization � W D ! S an of S an by the hermitian symmetric domainD D G=K. In that
case theRalg-definable varieties ShRalg and .�nD/Ralg are not isomorphic, but Theorem 3.14
claims that theirRan;exp-extensions ShRan;exp and .�nD/Ran;exp are. This is equivalent to show-
ing that the restriction �jSD

W SD ! SRan;exp to a Siegel set forD can be written using only
real polynomials, the real exponential function, and restricted real analytic functions. This
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is a nice exercise on the j -function when Sh is a modular curve, was done in [71] and [76] for
Sh D Ag , and [58] in general.

Let us sketch the proof of Theorem 3.14. We choose a log-smooth compactification
of S , hence providing us with a definable cover of SRan by punctured polydisks .��/k ��l .
We are reduced to showing that the restriction of ˆ to such a punctured polydisk is Ran;exp-
definable. This is clear if k D 0, as in this case ' W �kCl ! �nD is even Ran-definable.
For k > 0, let e W exp.2� i�/ W H ! �� be the universal covering map. Its restriction to a
sufficiently large bounded vertical strip V WD Œa; b� � �0;C1Œ � H D ¹x C iy; y > 0º is
Ran;exp-definable. Considering the following commutative diagram:

V k ��l ê //

e
��

D

�

��

F?
_oo

.��/k ��l �
� // S an

ˆ
// �nD;

it is thus enough to show that � ı ê W V k ��l ! �nD is Ran;exp-definable.
Let the coordinates of .��/k ��l be ti , 1� i � kC l , those ofHk be zi , 1� i � k,

so that e.zi /D ti . Let Ti be the monodromy at infinity ofˆ around the hyperplane .zi D 0/,
boundary component of S n S . By Borel’s theorem Ti is quasiunipotent. Replacing S by a
finite étale cover, we canwithout loss of generality assume that each Ti D exp.Ni /, withNi 2

g nilpotent. The Nilpotent Orbit Theorem of Schmid is equivalent to saying that ê W V k �

�l !D can bewritten as ê.z1; : : : ; zk ; tkC1; : : : ; tkCl /D exp.
Pk

iD1 ziNi / �‰.t1; : : : ; tkCl /

for ‰ W �k � �l ! LDan a holomorphic map. On the one hand, ‰ is Ran-definable as a
function of the variables ti , hence Ran;exp-definable as a function of the variables zi , 1 �

i � k, and the variables tj , k C 1 � j � k C l . On the other hand, exp.
Pk

iD1 ziNi / 2

G.C/ is polynomial in the variables zi , as the monodromies Ni are nilpotent and commute
pairwise. As the action of G.C/ on LD is algebraic, it follows that ê W V k � �l ! D is
Ran;exp-definable. The proof of Theorem 3.14 is thus reduced to the following, proven by
Schmid when k D 1, l D 0 [82, 5.29]:

Theorem 3.15 ([11]). The image ê.V k ��l / lies in a finite union of Siegel sets ofD.

This can be interpreted as showing that, possibly after passing to a definable cover
of V k ��l , the Hodge form of ê is Minkowski reduced with respect to a flat frame. This is
done using the hard analytic theory of Hodge forms estimates for degenerations of variations
of Hodge structure, as in [53, Theorems 3.4.1 and 3.4.2] and [23, Theorem 5.21].

Remark 3.16. Theorems 3.13 and 3.14 have been extended to the mixed case in [9].

3.6. Applications
3.6.1. About the Cattani–Deligne–Kaplan theorem
As a corollary of Theorems 3.14 and 3.10 one obtains the following, which, in view

of (2.3), implies immediately Theorem 3.1:
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Theorem 3.17 ([11]). Let S be a smooth quasiprojective complex variety. Let V be a polar-
ized ZVHS on S an with period map ˆ W S an ! �nD. For any special subvariety � 0nD0 �

�nD, its preimage ˆ�1.� 0nD0/ is a finite union of irreducible algebraic subvarieties of S .

Indeed, it follows from Theorem 3.13 that � 0nD0 is definable in .�nD/Ralg . By The-
orem 3.14, its preimage ˆ�1.� 0nD0/ is definable in SRan;exp . As ˆ is holomorphic and
� 0nD0 ��nD is a closed complex analytic subvariety,ˆ�1.� 0nD0/ is also a closed complex
analytic subvariety of S an. By Theorem 3.10, it is thus algebraic in S .

Remark 3.18. Theorem 3.17 has been extended to the mixed case in [9], thus recovering
[18–21].

Let Y � S be a closed irreducible algebraic subvariety. Let .GY ;DY / � .G;D/ be
the generic Hodge datum of V restricted to the smooth locus of of Y . There exist a smallest
Hodge subvariety �Y nDY of �nD containing ˆ.Y an/. The following terminology will be
convenient:

Definition 3.19. Let S be a smooth quasiprojective complex variety. Let V be a polarized
ZVHS on S an with period map ˆ W S an ! �nD. A closed irreducible subvariety Y � S is
called a special subvariety of S for V if it coincides with an irreducible component of the
preimage ˆ�1.�Y nDY /.

Equivalently, a special subvariety of S for V is a closed irreducible algebraic subva-
riety Y � S maximal among the closed irreducible algebraic subvarieties Z of S such that
the generic Mumford–Tate group GZ of VjZ equals GY .

3.6.2. A conjecture of Griffiths
Combining Theorem 3.14 this time with Theorem 3.12 leads to a proof of an old

conjecture of Griffiths [44], claiming that the image of any period map has a natural structure
of quasiprojective variety (Griffiths proved it when the target Hodge variety is compact):

Theorem 3.20 ([10]). Let S be a smooth connected quasiprojective complex variety and let
ˆ W S an ! �nD be a period map. There exists a unique dominant morphism of complex alge-
braic varieties f W S ! T , with T quasiprojective, and a closed complex analytic immersion
� W T an ,! �nD such that ˆ D � ı f an.

Let us sketch the proof. As before, let S � S be a log-smooth compactification by a
simple normal crossing divisorZ. It follows from a result of Griffiths [43, Prop. 9.11i)] thatˆ
extends to a proper period map over the components of Z around which the monodromy is
finite. Hence, without loss of generality, we can assume thatˆ is proper. The existence of f
in the category of algebraic spaces then follows immediately from Theorems 3.14 and 3.12
(for � D Ran;exp). The proof that T is in fact quasiprojective exploits a crucial observation of
Griffiths that �nD carries a positively curved Q-line bundle L WD

N
p det.F p/. This line

bundle is naturally definable on .�nD/def. Using the definable GAGA Theorem 3.11, one
shows that its restriction to T def comes from an algebraic Q-line bundle LT on T , which
one manages to show to be ample.
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4. Functional transcendence

4.1. Bialgebraic geometry
As we saw, Hodge theory, which compares the Hodge filtration onH �

dR.X=C/ with
the rational structure on H �

B.X
an;C/, gives rise to variational Hodge theory, whose funda-

mental diagram (2.2) compares the algebraic structure of S with the algebraic structure on
the dual period domain LD. As such, it is a partial answer to one of the most classical problem
of complex algebraic geometry: the transcendental nature of the topological universal cover
of complex algebraic varieties. If S is a connected complex algebraic variety, the universal
cover fS an has usually no algebraic structure as soon as the topological fundamental group
�1.S

an/ is infinite. As an aside, let us mention an interesting conjecture of Kóllar and Pardon
[60], predicting that if X is a normal projective irreducible complex variety whose universal
cover eX an is biholomorphic to a semialgebraic open subset of an algebraic variety then eX an

is biholomorphic to Cn �D � F an, where D is a bounded symmetric domain and F is a
normal, projective, irreducible, topologically simply connected, complex algebraic variety.
We want to think of variational Hodge theory as an attempt to provide a partial algebraic
uniformization: the period map emulates an algebraic structure on fS an, modeled on the flag
variety LD. The remaining task is then to describe the transcendence properties of the complex
analytic uniformization map p W fS an ! S an with respects to the emulated algebraic structure
on fS an and the algebraic structure S on S an. A few years ago, the author [55], together with
Ullmo and Yafaev [59], introduced a convenient format for studying such questions, which
encompasses many classical transcendence problems and provides a powerful heuristic.

Definition 4.1. A bialgebraic structure on a connected quasiprojective variety S over C is
a pair �

f W fS an ! Zan; � W �1.S
an/ ! Aut.Z/

�
whereZ denotes an algebraic variety (called the algebraic model of fS an), Aut.Z/ is its group
of algebraic automorphisms, � is a group morphism (called the monodromy representation)
and f is a �-equivariant holomorphic map (called the developing map).

An irreducible analytic subvariety Y � fS an is said to be an algebraic subvari-
ety of fS an for the bialgebraic structure .f; �/ if Y is an analytic irreducible component of
f �1.f .Y /

Zar
/ (where f .Y /

Zar
denotes the Zariski-closure of f .Y / in Z). An irreducible

algebraic subvariety Y � fS an, resp.W � S , is said to be bialgebraic if p.Y / is an algebraic
subvariety of S , resp. any (equivalently one) analytic irreducible component of p�1.W / is
an irreducible algebraic subvariety of fS an. The bialgebraic subvarieties of S are precisely the
ones where the emulated algebraic structure on fS an and the one on S interact nontrivially.

Example 4.2. (a) tori, S D .C�/n. The uniformization map is the multiexponential

p WD
�
exp.2�i �/; : : : ; exp.2�i �/

�
W Cn

! .C�/n;

and f is the identity morphism of Cn. An irreducible algebraic subvariety Y � Cn (resp.
W � .C�/n) is bialgebraic if and only if Y is a translate of a rational linear subspace of
Cn D Qn ˝Q C (resp. W is a translate of a subtorus of .C�/n).
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(b) abelian varieties, S D A is a complex abelian variety of dimension n. Let p W LieA '

Cn !A be the uniformizing map of a complex abelian varietyA of dimension n. Once morefS an D Cn and f is the identity morphism. One checks easily that an irreducible algebraic
subvariety W � A is bialgebraic if and only if W is the translate of an abelian subvariety
of A.

(c) Shimura varieties, .G;D/ is a Shimura datum. The quotient S an D �nD (for � � G WD

Gder.R/C a congruence torsion-free lattice) is the complex analytification of a (connected)
Shimura variety Sh, defined over a number field (a finite extension of the reflex field of
.G;D/). And f is the open embeddingD ,! LDan.

Let us come back to the case of the bialgebraic structure on S�ê W fS an ! LDan; � W �1.S
an/ ! � � G.Q/

�
defined by a polarized ZVHS V and its period map ˆ W S an ! �nD with monodromy � W

�1.S
an/ ! � � G.Q/ (in fact, all the examples above are of this form if we consider more

generally graded-polarized variations of mixedZ-Hodge structures).What are its bialgebraic
subvarieties? To answer this question, we need to define the weakly special subvarieties of
�nD, as either a special subvariety or a subvariety of the form

�HnDH � ¹tº � �HnDH � �LnDL � �nD;

where .H � L; DH � DL/ is a Hodge subdatum of .Gad; D/ and ¹tº is a Hodge generic
point in �LnDL. Generalizing Theorem 3.17, the preimage under ˆ of any weakly special
subvariety of �nD is an algebraic subvariety of S [56]. An irreducible component of such a
preimage is called a weakly special subvariety of S for V (or ˆ).

Theorem 4.3 ([56]). Let ˆ W S an ! �nD be a period map. The bialgebraic subvarieties of
S for the bialgebraic structure defined by ˆ are precisely the weakly special subvarieties
of S for ˆ. In analogy with Definition 3.19, they are also the closed irreducible algebraic
subvarieties Y � S maximal among the closed irreducible algebraic subvarieties Z of S
whose algebraic monodromy group HZ equals HY .

When S D Sh is a Shimura variety, these results are due to Moonen [65] and [91].
In that case the weakly special subvarieties are also the irreducible algebraic subvarieties of
Sh whose smooth locus is totally geodesic in Shan for the canonical Kähler–Einstein metric
on Shan D �nD coming from the Bergman metric onD, see [65].

To study not only functional transcendence but also arithmetic transcendence, we
enrich bialgebraic structures over Q. A Q-bialgebraic structure on a quasi-projective variety
S defined over Q is a bialgebraic structure .f W fS an ! Zan; h W �1.S

an/ ! Aut.Z// such
that Z is defined over Q and the homomorphism h takes values in AutQ Z. An algebraic
subvariety Y � fS an is said to be defined overQ if its model f .Y /

Zar
�Z is. AQ-bialgebraic

subvariety W � S is an algebraic subvariety of S defined over Q and such that any (equiv-
alently one) of the analytic irreducible components of p�1.W / is an algebraic subvariety of
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fS an defined overQ. AQ-bialgebraic point s 2 S.Q/ is also called an arithmetic point. Exam-
ple 4.2a) is naturally defined over Q, with arithmetic points the torsion points of .C�/n.
In Example 4.2b) the bialgebraic structure can be defined over Q if the abelian variety A
has CM, and its arithmetic points are its torsion points, see [90]. Example 4.2c) is naturally
a Q-bialgebraic structure, with arithmetic points the special points of the Shimura vari-
ety (namely the special subvarieties of dimension zero), at least when the pure part of the
Shimura variety is of Abelian type, see [84]. In all these cases it is interesting to notice that the
Q-bialgebraic subvarieties are the bialgebraic subvarieties containing one arithmetic point
(in Example 4.2c) these are the special subvarieties of the Shimura variety).

The bi-algebraic structure associated with a period map ˆ W S an ! �nD is defined
over Q as soon as S is. In this case, we expect the Q-bi-algebraic subvarieties to be precisely
the special subvarieties, see [55, 2.6 and 3.4].

4.2. The Ax–Schanuel theorem for period maps
The geometry of bialgebraic structures is controlled by the following functional

transcendence heuristic, whose idea was introduced by Pila in the case of Shimura varieties,
see [73,74]:

Ax–Schanuel principle. Let S be an irreducible algebraic variety endowed with a non-trivial
bialgebraic structure. Let U � fS an � S an be an algebraic subvariety (for the product bialge-
braic structure) and letW be an analytic irreducible component ofU \�, where� denotes
the graph of p W fS an ! S an. Then codimU W � dimW bi, where W bi denotes the smallest
bialgebraic subvariety of S containing p.W /.

When applied to a subvariety U � fS an � S an of the form Y � p.Y /
Zar

for Y � fS an

algebraic, the Ax–Schanuel principle specializes to the following:

Ax–Lindemann principle. LetS be an irreducible algebraic variety endowedwith a nontrivial
bialgebraic structure. Let Y � fS an be an algebraic subvariety. Then p.Y /

Zar
is a bialgebraic

subvariety of S .
Ax [5, 6] showed that the abstract Ax–Schanuel principle holds true for Exam-

ple 4.2a) and Example 4.2b) above, using differential algebra. Notice that the Ax–Lindemann
principle in Example 4.2a) is the functional analog of the classical Lindemann theorem stat-
ing that if ˛1; : : : ; ˛n are Q-linearly independent algebraic numbers then e˛1 ; : : : ; e˛n are
algebraically independent over Q. This explains the terminology. The Ax–Lindemann prin-
ciple in Example 4.2c) was proven by Pila [72] when S is a product Y.1/n � .C�/k , by
Ullmo–Yafaev [92] for projective Shimura varieties, by Pila–Tsimerman [76] for Ag , and by
Klingler–Ullmo–Yafaev [58] for any pure Shimura variety. The full Ax–Schanuel principle
was proven by Mok–Pila–Tsimerman for pure Shimura varieties [64].

We conjectured in [55, Conj. 7.5] that the Ax-Schanuel principle holds true for the
bi-algebraic structure associated to a (graded-)polarized variation of (mixed) ZHS on an
arbitrary quasiprojective variety S . Bakker and Tsimerman proved this conjecture in the
pure case:
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Theorem 4.4 (Ax–Schanuel for ZVHS, [12]). Let ˆ W S an ! �nD be a period map. Let
V � S � LD be an algebraic subvariety. LetU be an irreducible complex analytic component
of W \ .S ��nD D/ such that

codimS�D U < codim
S� LD

W C codimS�D.S ��nD D/: (4.1)

Then the projection of U to S is contained in a strict weakly special subvariety of S for ˆ.

Remark 4.5. The results of [64] were extended by Gao [39] to mixed Shimura varieties of
Kuga type. Recently the full Ax–Schanuel [55, Conj. 7.5] for variations of mixed Hodge struc-
tures has been fully proven independently in [40] and [26].

The proof of Theorem 4.4 follows a strategy started in [58] and fully developed in
[64] in the Shimura case, see [88] for an introduction. It does not use Theorem 3.14, but only a
weak version equivalent to the Nilpotent Orbit Theorem, and relies crucially on the definable
Chow Theorem 3.10, the Pila–Wilkie Theorem 3.8, and the proof that the volume (for the
natural metric on �nD) of the intersection of a ball of radius R in �nD with the horizon-
tal complex analytic subvariety ˆ.S an/ grows exponentially with R (a negative curvature
property of the horizontal tangent bundle).

4.3. On the distribution of the Hodge locus
Theorem 4.4 is most useful, even in its simplest version of the Ax–Lindemann the-

orem. After Theorem 3.1 one would like to understand the distribution in S of the special
subvarieties forV . For instance, are there any geometric constraints on the Zariski closure of
HL.S;V ˝/? To approach this question, let us decompose the adjoint groupGad into a prod-
uctG1 � � � � � Gr of its simple factors. It gives rise (after passing to a finite étale covering if
necessary) to a decomposition of the Hodge variety �nD into a product of Hodge varieties
�1nD1 � � � � ��rnDr . A special subvarietyZ ofS forV is said of positive period dimension
if dimC ˆ.Z

an/ > 0; and of factorwise positive period dimension if, moreover, the projec-
tion ofˆ.Zan/ on each factor �i nDi has positive dimension. The Hodge locus of factorwise
positive period dimension HL.S; V ˝/fpos is the union of the strict special subvarieties of
positive period dimension, it is contained in the Hodge locus of positive period dimension
HL.S;V ˝/pos union of the strict special subvarieties of positive period dimension, and the
two coincide if Gad is simple.

Using the Ax–Lindemann theorem special case of Theorem 4.4 and a global alge-
braicity result in the total bundle of V , Otwinowska and the author proved the following:

Theorem 4.6 ([56]). Let V be a polarized ZVHS on a smooth connected complex quasi-
projective variety S . Then either HL.S;V ˝/fpos is Zariski-dense in S ; or it is an algebraic
subvariety of S (i.e., the set of strict special subvarieties of S for V of factorwise positive
period dimension has only finitely many maximal elements for the inclusion).

Example 4.7. The simplest example of Theorem 4.6 is the following. Let S � Ag be a
Hodge-generic closed irreducible subvariety. Either the set of positive-dimensional closed
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irreducible subvarieties of S which are not Hodge generic has finitely many maximal ele-
ments (for the inclusion), or their union is Zariski-dense in S .

Example 4.8. Let B � PH 0.P 3
C;O.d// be the open subvariety parametrizing the smooth

surfaces of degree d in P 3
C . Suppose d > 3. The classical Noether theorem states that any

surface Y � P 3
C corresponding to a very general point ŒY � 2 B has Picard group Z: every

curve on Y is a complete intersection of Y with another surface in P 3
C . The countable union

NL.B/ of closed algebraic subvarieties of B corresponding to surfaces with bigger Picard
group is called the Noether–Lefschetz locus of B . Let V ! B be the ZVHS R2f�Zprim,
where f W Y ! B denotes the universal family of surfaces of degree d . Clearly NL.B/ �

HL.B; V ˝/. Green (see [94, Prop. 5.20]) proved that NL.B/, hence also HL.B; V ˝/, is
analytically dense in B . Now Theorem 4.6 implies the following: Let S � B be a Hodge-
generic closed irreducible subvariety. Either S \HL.B;V ˝/fpos contains only finitely many
maximal positive-dimensional closed irreducible subvarieties of S , or the union of such sub-
varieties is Zariski-dense in S .

5. Typical and atypical intersections: the Zilber–Pink

conjecture for period maps

5.1. The Zilber–Pink conjecture for ZVHS: Conjectures
In the same way that the Ax–Schanuel principle controls the geometry of bialge-

braic structures, the diophantine geometry of Q-bialgebraic structures is controlled by the
following heuristic:

Atypical intersection principle. Let S be an irreducible algebraic Q-variety endowed with
a Q-bialgebraic structure. Then the union Satyp of atypical Q-bialgebraic subvarieties of S
is an algebraic subvariety of S (i.e., it contains only finitely many atypical Q-bialgebraic
subvarieties maximal for the inclusion).

Here a Q-bialgebraic subvariety Y � S is said to be atypical for the given bial-
gebraic structure on S if it is obtained as an excess intersection of f .fS an/ with its model
f . QY /

Zar
� Z; and Satyp denotes the union of all atypical subvarieties of S . As a particular

case of the atypical intersection principle:

Sparsity of arithmetic points principle. Let S be an irreducible algebraic Q-variety endowed
with a Q-bialgebraic structure. Then any irreducible algebraic subvariety of S containing
a Zariski-dense set of atypical arithmetic points is a Q-bialgebraic subvariety.

This principle that arithmetic points are sparse is a theorem of Mann [63] in Exam-
ple 4.2a). For abelian varieties over Q (Example 4.2b)), this is the Manin–Mumford conjec-
ture proven first by Raynaud [80], saying that an irreducible subvariety of an abelian variety
over Q containing a Zariski-dense set of torsion point is the translate of an abelian subva-
riety by a torsion point. For Shimura varieties of abelian type (Example 4.2c)), this is the
classical André–Oort conjecture [1, 67] stating that an irreducible subvariety of a Shimura
variety containing a Zariski-dense set of special points is special. It has been proven in this
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case using tame geometry and following the strategy proposed by Pila–Zannier [78] (let us
mention [3,58,72,76,87,89,98]; and [38] in the mixed case; see [59] for a survey). Recently the
André–Oort conjecture in full generality has been obtained in [75], reducing to the case of
abelian type using ingredients from p-adic Hodge theory. We refer to [99] for many examples
of atypical intersection problems.

In the case of Shimura varieties (Example 4.2c)) the general atypical intersection
principle is the Zilber–Pink conjecture [51,79,100]. Only very few instances of the Zilber–Pink
conjecture are known outside of the André–Oort conjecture, see [27,49,50], for example.

For a general polarized ZVHS V with period map ˆ W S an ! �nD, which we can
assume to be proper without loss of generality, we already mentioned that even the geometric
characterization of the Q-bialgebraic subvarieties as the special subvarieties is unknown.
Replacing the Q-bialgebraic subvarieties of S by the special ones, we define:

Definition 5.1. A special subvariety Z D ˆ�1.�ZnDZ/
0 � S is said atypical if either Z

is singular for V (meaning that ˆ.Zan/ is contained in the singular locus of the complex
analytic varietyˆ.S an/), or ifˆ.S an/ and �ZnDZ do not intersect generically alongˆ.Z/:

codim�nD ˆ.Z
an/ < codim�nD ˆ.S

an/C codim�nD �ZnDZ :

Otherwise, it is said to be typical.

Defining the atypical Hodge locusHL.S;V ˝/atyp � HL.S;V ˝/ as the union of the
atypical special subvarieties of S for V , we obtain the following precise atypical intersection
principle for ZVHS, first proposed in [55] in a more restrictive form:

Conjecture 5.2 (Zilber–Pink conjecture for ZVHS, [13,55]). Let V be a polarizable ZVHS
on an irreducible smooth quasiprojective variety S . The atypical Hodge locusHL.S;V ˝/atyp

is a finite union of atypical special subvarieties of S for V . Equivalently, the set of atypical
special subvarieties of S for V has finitely many maximal elements for the inclusion.

Notice that this conjecture is in some sense more general than the above atypical
intersection principle, as we do not assume that S is defined over Q; this has to be compared
to the fact that the Manin–Mumford conjecture holds true for every complex abelian variety,
not necessarily defined over Q.

Example 5.3. Recently Baldi andUllmo [14] proved a special case of Conjecture 5.2 ofmuch
interest. Margulis’ arithmeticity theorem states that any lattice in a simple real Lie group G
of real rank at least 2 is arithmetic: it is commensurable with a group G.Z/, for G a Q-
algebraic group such thatG.R/DG up to a compact factor. On the other hand, the structure
of lattices in a simple real Lie group of rank 1, like the group PU.n; 1/ of holomorphic
isometries of the complex unit ball Bn

C endowed with its Bergman metric, is an essentially
open question. In particular, there exist nonarithmetic lattices in PU.n; 1/, n D 2; 3. Let
� W ƒ ,! PU.n; 1/ be a lattice. The ball quotient S an WD ƒnBn

C is the analytification of a
complex algebraic variety S . By results of Simpson and Esnault-Groechenig, there exists a
ZVHS ˆ W S an ! �n.Bn

C �D0/ with monodromy representation � W ƒ ! PU.n; 1/ � G0
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whose first factor ƒ ! PU.n; 1/ is the rigid representation �. The special subvarieties of
S for V are the totally geodesic complex subvarieties of S an. When ƒ is nonarithmetic,
they are automatically atypical. In accordance with Conjecture 5.2 in this case, Baldi and
Ullmo prove that ifƒ is nonarithmetic, then S an contains only finitely many maximal totally
geodesic subvarieties. This result has been proved independently by Bader, Fisher, Miller,
and Stover [7], using completely different methods from homogeneous dynamics.

Among the special points for a ZVHS V , the CM-points (i.e., those for which the
Mumford–Tate group is a torus) are always atypical except if the generic Hodge datum
.G; D/ is of Shimura type and the period map ˆ is dominant. Hence, as explained in [55,

Section 5.2], Conjecture 5.2 implies the following:

Conjecture 5.4 (André–Oort conjecture for ZVHS, [55]). Let V be a polarizable ZVHS on
an irreducible smooth quasiprojective variety S . If S contains a Zariski-dense set of CM-
points then the generic Hodge datum .G; D/ of V is a Shimura datum, and the period map
ˆ W S an ! �nD is an algebraic map, dominant on the Shimura variety �nD.

Example 5.5. Consider the Calabi–Yau Hodge structure V of weight 3with Hodge numbers
h3;0 D h2;1 D 1 given by the mirror dual quintic. Its universal deformation space S is the
projective line minus 3 points, which carries a ZVHS V of the same type. This gives a non-
trivial period map ˆ W S an ! �nD, whereD D Sp.4;R/=U.1/ � U.1/ is a 4-dimensional
period domain. This period map is known not to factorize through a Shimura subvariety (its
algebraic monodromy group is Sp4). Conjecture 5.4 in that case predicts that S contains only
finitely many points CM-points s. A version of this prediction already appears in [48]. The
more general Conjecture 5.2 also predicts that S contains only finitely many points s where
Vs splits as a direct sum of two (Tate twisted) weight one Hodge structures .V 2;1

s ˚ V 1;2
s /

and its orthogonal for the Hodge metric .V 3;0
s ˚ V 0;3

s / (the so-called “rank two attractors”
points, see [66]).

Conjecture 5.2 about the atypical Hodge locus takes all its meaning if we compare
it to the expected behavior of its complement, the typical Hodge locus HL.S; V ˝/typ WD

HL.S;V ˝/ n HL.S;V ˝
atyp/:

Conjecture 5.6 (Density of the typical Hodge locus, [13]). IfHL.S;V ˝/typ is not empty then
it is dense (for the analytic topology) in S an.

Conjectures 5.2 and 5.6 imply immediately the following, which clarifies the possi-
ble alternatives in Theorem 4.6:

Conjecture 5.7 ([13]). Let V be a polarizable ZVHS on an irreducible smooth quasi-
projective variety S . If HL.S; V ˝/typ is empty then HL.S; V ˝/ is algebraic; otherwise,
HL.S;V ˝/ is analytically dense in S an.
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5.2. The Zilber–Pink conjecture for ZVHS: Results
In [13] Baldi, Ullmo, and I establish the geometric part of Conjecture 5.2: the max-

imal atypical special subvarieties of positive period dimension arise in a finite number of
families whose geometry is well understood. We cannot say anything on the atypical locus
of zero period dimension (for which different ideas are certainly needed):

Theorem 5.8 (Geometric Zilber–Pink, [13]). Let V be a polarizable ZVHS on a smooth
connected complex quasiprojective variety S . Let Z be an irreducible component of the
Zariski closure of HL.S;V ˝/pos;atyp WD HL.S;V ˝/pos \ HL.S;V ˝/atyp in S . Then:

(a) Either Z is a maximal atypical special subvariety;

(b) Or the generic adjoint Hodge datum .Gad
Z ; DGZ

/ decomposes as a nontrivial
product .G0;D0/� .G00;D00/, inducing (after replacing S by a finite étale cover
if necessary)

ˆjZan D .ˆ0; ˆ00/ W Zan
! �GZ

nDGZ
D � 0

nD0
� � 00

nD00
� �nD;

such thatZ contains a Zariski-dense set of atypical special subvarieties forˆ00

of zero period dimension. Moreover, Z is Hodge generic in the special subva-
riety ˆ�1.�GZ

nDGZ
/0 of S for ˆ, which is typical.

Conjecture 5.2, which also takes into account the atypical special subvarieties of
zero period dimension, predicts that the branch (b) of the alternative in the conclusion of The-
orem 5.8 never occurs. Theorem 5.8 is proven using properties of definable sets and the
Ax–Schanuel Theorem 4.4, following an idea originating in [89].

As an application of Theorem 5.8, let us consider the Shimura locus of S for V ,
namely the union of the special subvarieties of S for V which are of Shimura type (but
not necessarily with dominant period maps). In [55], I asked (generalizing the André–Oort
conjecture forZVHS) whether a polarizableZVHSV on S whose Shimura locus in Zariski-
dense in S is necessarily of Shimura type. As a corollary of Theorem 5.8 we obtain:

Theorem 5.9 ([13]). Let V be a polarizable ZVHS on a smooth irreducible complex quasi-
projective variety S , with generic Hodge datum .G; D/. Suppose that the Shimura locus of
S for V of positive period dimension is Zariski-dense in S . If Gad is simple then V is of
Shimura type.

5.3. On the algebraicity of the Hodge locus
In view of Conjecture 5.7, it is natural to ask if there a simple combinatorial crite-

rion on .G; D/ for deciding whether HL.S;V /typ is empty. Intuitively, one expects that the
more “complicated” the Hodge structure is, the smaller the typical Hodge locus should be,
due to the constraint imposed by Griffiths’ transversality. Let us measure the complexity of
V by its level: when Gad is simple, it is the greatest integer k such that gk;�k 6D 0 in the
Hodge decomposition of the Lie algebra g of G; in general one takes the minimum of these
integers obtained for each simple Q-factor of Gad. While strict typical special subvarieties
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usually abound for ZVHSs of level one (e.g., families of abelian varieties, see Example 4.7;
or families of K3 surfaces) and can occur in level two (see Example 4.8), they do not exist
in level at least three!

Theorem 5.10 ([13]). Let V be a polarizable ZVHS on a smooth connected complex quasi-
projective varietyS . IfV is of level at least 3 thenHL.S;V ˝/typ D ; (and thusHL.S;V ˝/D

HL.S;V ˝/atyp).

The proof of Theorem 5.10 is purely Lie-theoretic. Let .G;D/ be the generic Hodge
datum of V and ˆ W S an ! �nD its period map. Suppose that Y � S is a typical special
subvariety, with generic Hodge datum .GY ;DY /. The typicality condition and the horizon-
tality of the period map ˆ imply that g�i;i

Y D g�i;i for all i � 2 (for the Hodge structures
on the Lie algebras gY and g defined by some point of DY ). Under the assumption that V

has level at least 3, we show that this is enough to ensure that gY D g, hence Y D S . Hence
there are no strict typical special subvariety.

Notice that Conjecture 5.2 and Theorem 5.10 imply:

Conjecture 5.11 (Algebraicity of the Hodge locus in level at least 3, [13]). Let V be a polar-
izable ZVHS on a smooth connected complex quasiprojective variety S . If V is of level at
least 3 then HL.S;V ˝/ is algebraic.

The main result of [13], which follows immediately from Theorems 5.8 and 5.10, is
the following stunning geometric reinforcement of Theorems 3.1 and 4.6:

Theorem 5.12 ([13]). If V is of level at least 3 then HL.S;V ˝/fpos is algebraic.

As a simple geometric illustration of Theorem 5.12, we prove the following, to be
contrasted with the n D 2 case (see Example 4.8):

Corollary 5.13. Let PN.n;d/
C be the projective space parametrizing the hypersurfaces X

of PnC1
C of degree d (where N.n; d/ D

�
nCdC1

d

�
� 1). Let Un;d � PN.n;d/

C be the Zariski-
open subset parametrizing the smooth hypersurfaces X and let V ! Un;d be the ZVHS
corresponding to the primitive cohomology Hn.X; Z/prim. If n � 3 and d > 5, then
HL.Un;d ;V

˝/pos � Un;d is algebraic.

5.4. On the typical Hodge locus in level one and two
In the direction of Conjecture 5.6, we obtain:

Theorem 5.14 (Density of the typical locus, [13]). Let V be a polarized ZVHS on a smooth
connected complex quasiprojective variety S . If the typical Hodge locus HL.S;V ˝/typ is
nonempty (hence the level of V is one or two by Theorem 5.10) then HL.S;V ˝/ is analyti-
cally (hence Zariski) dense in S .

Notice that, in Theorem 5.14, we also treat the typical Hodge locus of zero period
dimension. Theorem 5.14 is new even for S a subvariety of a Shimura variety. Its proof is
inspired by the arguments of Chai [24] in that case.
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It remains to find a criterion for deciding whether, in level one or two, the typical
Hodge locus HL.S;V ˝/typ is empty or not. We refer to [57, Theorem 2.15] and [85, 86] for
results in this direction.

6. Arithmetic aspects

We turn briefly to some arithmetic aspects of period maps.

6.1. Field of definition of special subvarieties
Once more the geometric case provides us with a motivation and a heuristic. Let

f W X ! S be a smooth projective morphism of connected algebraic varieties defined over
a number field L � C and let V be the natural polarizable ZVHS on S an with underlying
local systemR�f an

� Z. In that case, the Hodge conjecture implies that each special subvariety
Y of S for V is defined over Q and that each of the Gal.Q=L/-conjugates of Y is again
a special subvariety of S for V . More generally, let us say that a polarized ZVHS V D

.VZ; .V ; F
�;r/; q/ on S an is defined over a number field L � C if S , V , F � and r are

defined over L (with the obvious compatibilities).

Conjecture 6.1. Let V be a ZVHS defined over a number field L � C. Then any special
subvariety of S for V is defined over Q, and any of its finitely many Gal.Q=L/-conjugates
is a special subvariety of S for V .

There are only few results in that direction: see [95, Theorem 0.6] for a proof under a
strong geometric assumption; and [81], where it is shown that when S (not necessarily V ) is
defined overQ, then a special subvariety of S forV is defined overQ if and only if it contains
a Q-point of S . In [57] Otwinowska, Urbanik, and I provide a simple geometric criterion for
a special subvariety of S for V to satisfy Conjecture 6.1. In particular we obtain:

Theorem 6.2 ([57]). Let V be a polarized ZVHS on a smooth connected complex quasi-
projective variety S . Suppose that the adjoint generic Mumford–Tate group Gad of V is
simple. If S is defined over a number field L, then any maximal (strict) special subvari-
ety Y � S of positive period dimension is defined over Q. If, moreover, V is defined over L
then the finitely many Gal.Q=L/-translates of Y are special subvarieties of S for V .

As a corollary of Theorems 5.12 and 6.2, one obtains the following, which applies
for instance in the situation of Corollary 5.13.

Corollary 6.3. Let V be a polarized variation of Z-Hodge structure on a smooth connected
quasiprojective variety S . Suppose that V is of level at least 3, and that it is defined over Q.
Then HL.S;V ˝/fpos is an algebraic subvariety of S , defined over Q.

It is interesting to notice that Conjecture 5.11, which is stronger than Theorem 5.12,
predicts the existence of a Hodge genericQ-point in S forV in the situation of Corollary 6.3.
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As the criterion given in [57] is purely geometric, it says nothing about fields of
definitions of special points. It is, however, strong enough to reduce the first part of Conjec-
ture 6.1 to this particular case:

Theorem 6.4. Special subvarieties forZVHSs defined overQ are defined overQ if and only
if it holds true for special points.

6.2. Absolute Hodge locus
Interestingly, Conjecture 6.1 in the geometric case follows from an a priori much

weaker conjecture than the Hodge conjecture. Let f W X ! S be a smooth projective mor-
phism of smooth connected complex quasiprojective varieties. For any automorphism � 2

Aut.C=Q/, we can consider the algebraic family f � WX� ! S� , where ��1 W S� D S �C;�

C
�
�! S is the natural isomorphism of abstract schemes; and the attached polarizable ZVSH

V � D .V �
Z ; V

� ; F �� ; r� / with underlying local system V �
Z D Rf � an

� Z on .S� /an. The
algebraic construction of the algebraic de Rham cohomology provides compatible canonical
comparison isomorphisms �� W .V� ; F �� ;r� /

�
�! ��1�

.V ; F �;r/ of the associated alge-
braic filtered vector bundles with connection. More generally, a collection of ZVHS .V � /�

with such compatible comparison isomorphisms is called a (de Rham) motivic variation of
Hodge structures on S , in which case we write V WD V Id. Following Deligne (see [25] for a
nice exposition), an absolute Hodge tensor for such a collection is a Hodge tensor ˛ for Vs

such that the conjugates ��1�
˛dR of the de Rham component of ˛ defines a Hodge tensor

in V �
�.s/

for all � . The generic absolute Mumford–Tate group for .V � /� is defined in terms
of the absolute Hodge tensors as the generic Mumford–Tate group is defined in terms of the
Hodge tensors. Thus G � GAH. In view of Definition 3.19 the following is natural:

Definition 6.5. Let .V � /� be a (de Rham) motivic variation of Hodge structure on a smooth
connected complex quasiprojective variety S . A closed irreducible algebraic subvariety Y
of S is called absolutely special if it is maximal among the closed irreducible algebraic
subvarieties Z of S satisfying GAH

Z D GAH
Y .

In the geometric case, the Hodge conjecture implies, since any automorphism � 2

Aut.C=Q/ maps algebraic cycles in X to algebraic cycles on X� , the following conjecture
of Deligne:

Conjecture 6.6 ([33]). Let .V � /� be a (de Rham) motivic variation of Hodge structure on
S . Then all Hodge tensors are absolute Hodge tensors, i.e., G D GAH.

This conjecture immediately implies:

Conjecture 6.7. Let .V � /� be a (de Rham) motivic variation of Hodge structure on S . Then
any special subvariety of S for V is absolutely special for .V � /� .

Let us say that a (de Rham) motivic variation .V � /� is defined over Q if V � D

V for all � 2 Aut.C=Q/. In the geometric case, any morphism f W X ! S defined over
Q defines such a (de Rham) motivic variation .V � /� over Q. Notice that the absolutely
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special subvarieties of S for .V � /� are then by their very definition defined over Q, and
their Galois conjugates are also special. In particular, Conjecture 6.7 implies Conjecture 6.1
in the geometric case. As proven in [95], Deligne’s conjecture is actually equivalent to a
much stronger version of Conjecture 6.1, where one replaces the special subvarieties of S
(components of the Hodge locus) with the special subvarieties in the total bundle of V˝

(components of the locus of Hodge tensors).
Recently T. Kreutz, using the same geometric argument as in [57], justified Theo-

rem 6.2 by proving:

Theorem 6.8 ([62]). Let .V � /� be a (de Rham) motivic variation of Hodge structure on S .
Suppose that the adjoint genericMumford–Tate groupGad is simple. Then any strict maximal
special subvariety Y � S of positive period dimension for V is absolutely special.

We refer the reader to [61], as well as [93], for other arithmetic aspects of Hodge loci
taking into account not only the de Rham incarnation of absolute Hodge classes but also
their `-adic components.
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The study of canonical Kähler metrics on algebraic varieties is a very active program
in complex geometry. It is a common playground of several fields: differential geometry,
partial differential equations, pluripotential theory, birational algebraic geometry, and non-
Archimedean analysis. Wewill try to give the reader a tour of this vast program, emphasizing
recent developments and highlighting interactions of different concepts and techniques. This
article consists of three parts. In the first part, we discuss important classes of canonical
Kähler metrics, and explain a well-established variational formalism for studying their exis-
tence. In the second part, we discuss algebraic aspects by reviewing recent developments
in the study of K-stability with the help of deep tools from algebraic geometry and non-
Archimedean analysis. In the third part, we discuss how the previous two parts are connected
with each other. In particular, we will discuss the Yau–Tian–Donaldson (YTD) conjecture
for canonical Kähler metrics in the first part.

1. Canonical Kähler metrics on algebraic varieties

1.1. Constant scalar curvature Kähler metrics
Let X be an n-dimensional projective manifold equipped with an ample line

bundle L. By Kodaira’s theorem, we have an embedding �m W X ! P N by using a complete
linear system jmLj form � 1. If we denote by hFS the standard Fubini–Study metric on the
hyperplane bundle over P N with Chern curvature !FS D �ddc loghFS, then h0 D ��mh

1=m
FS is

a smooth Hermitian metric on L whose Chern curvature !0 D
1
m
��m!FS D �ddc log h0 is a

Kähler form in c1.L/ 2 H 2.X;R/. In this paper we will use the convention ddc D

p
�1

2�
@N@.

We will also use singular Hermitian metrics. An upper-semicontinuous function
' 2 L1.!n/ is called an !0-psh potential if  C ' is a plurisubharmonic function for any
local potential of!0 (i.e.,!0 D ddc locally); h' WD h0e

�' is then called a psh Hermitian
metric on L. Denote by PSH.!0/ the space of !0-psh functions. By a @N@-lemma, any closed
positive .1; 1/-current in c1.L/ is of the form !' WD !0 C ddc' D �ddc log h' with ' 2

PSH.!0/. Moreover, !'2 D !'1 if and only if '2 � '1 is a constant. Define the space of
smooth strictly !0-psh potentials (also called Kähler potentials) by

H WD H .!0/ D
®
' 2 C1.X/ W !' D !0 C ddc' > 0

¯
: (1.1)

Fix any ' 2 H . If !' D
p

�1
P

i;j .!'/i Njdzi ^ d Nzj under a holomorphic coordinate chart,
then its Ricci curvature form Ric.!'/ D

p
�1

2�

P
i;j Ri Njdzi ^ d Nzj is given by

Ri Nj WD Ric.!'/i Nj D �
@2 log det..!'/k Nl /

@zi@ Nzj
:

ThenRic.!'/ is a real closed .1;1/-formwhich represents the cohomology class c1.�KX /DW

c1.X/. Here �KX D ^nT .1;0/X is the anticanonical line bundle ofX . The scalar curvature
of !' is given by the contraction

S.!'/ D !i Nj
'

�
Ric.!'/

�
i Nj

D
n � Ric.!'/ ^ !n�1

'

!n
'

:
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Further, !' is called a constant scalar curvature Kähler (cscK) metric if S.!'/ is the con-
stant S which is the average scalar curvature and is determined by cohomology classes:

S D
nhc1.X/ � c1.L/

�n�1; ŒX�i

V
with V D

˝
c1.L/

�n; ŒX�
˛
: (1.2)

The Kähler potential of a cscK metric is a solution to a 4th order nonlinear PDE. In gen-
eral, there are obstructions to the existence of cscK metrics. For example, the Matsushima–
Lichnerowicz theorem states that if .X; L/ admits a cscK metric then the automorphism
group Aut.X;L/ must be reductive. Our goal is to discuss the Yau-Tian-Donaldson conjec-
ture which would provide a sufficient and necessary algebraic criterion for the existence of
cscK metrics.

1.2. Kähler–Einstein metrics and weighted Kähler–Ricci soliton
Kähler–Einstein metrics form an important class of cscK metrics. A Kähler form

!' is called Kähler–Einstein (KE) if Ric.!'/ D �!' for a real constant �. A necessary
condition for the existence of KE metrics is that the cohomology class c1.X/ 2 H 2.X;R/

is either negative, numerically trivial, or positive. The existence for the first two cases was
understood in 1970s: there always exists a Kähler–Einstein metric if c1.X/ is negative (by
the work of Aubin and Yau), or if c1.X/ is numerically trivial (by the work of Yau).

Now we assume that X is a Fano manifold. In other words, �KX is an ample line
bundle, and we set L D �KX . Any ' 2 H corresponds to a volume form

�' WD js�
j
2
h'
.
p

�1/n
2

s ^ Ns D �0e
�' with s D dz1 ^ � � � ^ dzn; s

�
D @z1 ^ � � � ^ @zn :

The KE equation in this case is reduced to a complexMonge–Ampère equation for ', namely

.! C ddc'/n D e�'�0:

We also consider an interesting generalization of Kähler–Einstein metrics on Fanomanifolds
with torus actions. Assume that T Š .C�/r is an algebraic torus and T Š .S1/r � T is a
compact real subtorus. We will use the following notation:

NZ D Homalg.C
�;T /; NQ D NZ ˝Z Q; NR D NZ ˝Z R: (1.3)

Assume thatT acts faithfully onX . Then there is an inducedT -action on�KX . Each � 2NR

corresponds to a holomorphic vector field V� on X . Denote by H T the set of T -invariant
Kähler potentials. For any ' 2 H T , the T -action becomes Hamiltonian with respect to !' .
Denote bym' W X ! N �

R Š Rr the corresponding moment map, and let P be the image of
m' . By a theorem of Atiyah–Guillemin–Sternberg, P is a convex polytope which depends
only on the Kähler class c1.L/. Let g W P ! R be a smooth positive function. The following
equationwill be called the g-weighted soliton (or just g-soliton) equation for ' 2 H .�KX /

T .

g.m'/.!0 C ddc'/n D e�'�0:

An equivalent tensorial equation is given by Ric.!'/ D !' C ddc logg.m'/.

Example 1.1. If g.y/D e�hy;�i, then the above equation becomes the standardKähler–Ricci
soliton equation Ric.!'/ D !' C LV�

!' where L denotes the Lie derivative.
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1.3. Kähler–Einstein metrics on log Fano pairs
Singular algebraic varieties and log pairs are important objects in algebraic geom-

etry, and appear naturally for studying limits of smooth varieties. It is thus natural to study
canonical Kähler metric on general log pairs. We recall a definition from birational alge-
braic geometry. Let X be a normal projective variety and D be a Q-Weil divisor. Assume
that KX CD is Q-Cartier. Let � W Y ! X be a resolution of singularities of .X;D/ with
simple normal crossing exceptional divisors

P
i Ei . We then have an identity

KY D ��.KX CD/C

X
i

aiEi : (1.4)

Here A.X;D/.Ei / WD ai C 1 is called the log discrepancy of Ei . The pair .X; D/ has klt
singularities if A.X;D/.Ei / > 0 for any Ei . We will always assume that .X;D/ has klt sin-
gularities.

If KX C D is ample or numerically trivial, Yau and Aubin’s existence result had
been generalized to the singular and log case in [32], partly based on Kołodziej’s pluripoten-
tial estimates. There were many related works by Yau, Tian, H. Tsuji, Z. Zhang, and many
others.

Now we assume that �.KX CD/ is ample and call .X;D/ a log Fano pair. Then
one can consider Kähler–Einstein equation or, more generally, g-soliton equation on .X;D/.
Note that there is a globally defined volume form as in the smooth case: choose a local
trivializing section s ofm.KX CD/with the dual s� and define�0 D js�j

2=m

h0
.
p

�1
mn2

s ^

Ns/1=m. Assume that T acts on X faithfully and preserves the divisor D. With the notation
from before, we say that ' is the potential for a g-weighted soliton on .X;D/ if ' is a bounded
!0-psh function that satisfies the equation

g.m'/.! C ddc'/n D e�'�0: (1.5)

For any bounded ' 2 PSH.!0/, the g-weighted Monge–Ampère measure on the left-hand
side of (1.5) is well defined by the work of Berman–Witt–Nyström [10] and also by Han–
Li [38], generalizing the definition of Bedford–Taylor (when g D 1). It is known that any
bounded solution ', if it exists, is orbifold smooth over the orbifold locus of .X;D/. More-
over, if p is a regular point of supp.D/ such that D D .1 � ˇ/¹z1 D 0º locally for a holo-
morphic function z1 (with ˇ 2 .0; 1�), then the associated Kähler metric is modeled by
Cˇ � Cn�1 where Cˇ D .C; dr2 C ˇ2r2d�2/ is the 2-dimensional flat cone with cone
angle 2�ˇ.

1.4. Ricci-flat Kähler cone metrics
The class of Ricci-flat Kähler cone metrics is closely related to KE/g-soliton met-

rics, and is interesting in both complex geometry and mathematical physics (see [57]).
Let Y D Spec.R/ be an .nC 1/-dimensional normal affine variety with a singularity

o 2 Y . Assume that an algebraic torus OT Š .C�/rC1 acts faithfully on Y , with o being the
only fixed point. Define ONQ, ONR similar to (1.3). The OT -action corresponds to a weight
decomposition of the coordinate ring R D

L
˛2ZrC1 R˛ . The Reeb cone can be defined as

ONC

R D
®
� 2 ONR W h˛; �i > 0 for all ˛ 2 ZrC1

n ¹0º with R˛ ¤ 0
¯
:
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Any O� 2 ONC

R is called a Reeb vector and corresponds to an expanding holomorphic vector
field V O�

. Assume, furthermore, that Y is Q-Gorenstein and there is a OT -equivariant
nonvanishing section s 2 jmKY j, which induces a OT -equivariant volume form dVY D

.
p

�1
m.nC1/2

s ^ Ns/1=m on Y . We call the data .Y; O�/ with O� 2 ONC

R a polarized Fano cone.
Let OT Š .S1/rC1 be a compact real subtorus of OT . A OT -invariant function r W Y !

R�0 is called a radius function for O� 2 ONC

R if b! D ddcr2 is a Kähler cone metric on Y � D

Y n ¹oº and 1
2
.r@r �

p
�1J.r@r // D V O�

. Here J is a complex structure on Y � and b! is
called a Kähler cone metric if G WD

1
2
b!.�; J �/ on Y � is isometric to dr2 C r2GS where

S D ¹r D 1º and GS D GjS . In the literature of CR geometry, the induced structure on the
linkS by aKähler conemetric is called a Sasaki structure. Alsob!D ddcr2 is calledRicci-flat
if Ric.b!/ D 0. In this case, the radius function satisfies the equation (up to rescaling)

.ddcr2/nC1
D dVY :

If O� 2 ONQ, thenb! is called quasiregular, and V O�
generates a C�-subgroup h O�i of OT . The GIT

quotient X D Y ==h O�i admits an orbifold structure encoded by a log Fano pair .X; D/. A
straightforward calculation shows that a quasiregular .Y; O�/ admits a Ricci-flat Kähler cone
metric if and only if .X;D/ admits a Kähler–Einstein metric.

In general, there are many irregular Ricci-flat Kähler cone metrics, i.e., with O� 2

ONR n ONQ. Recent works by Apostolov–Calderbank–Jubert–Lahdili establish an equivalence
between Ricci-flat Kähler cone metrics and special g-soliton metrics. More precisely, fix any
O� 2 ONC

Q and consider the quotient .X;D/ D Y ==h O�i as above. It is shown in [2] (see also
[47]) that the Ricci-flat Kähler cone metric on .Y; O�/ is equivalent to the g-soliton metric on
.X;D/ with g.y/ D .nC 1C hy; �i/�n�2 where � (equivalently, V� ) is induced by O� on X .

1.5. Analytic criteria for the existence
We now review a well-understood criterion for the existence of above canonical

Kähler metrics. The general idea is to view corresponding equations as Euler–Lagrange
equations of appropriate energy functionals and then use a variational approach to prove
that the existence of solutions is equivalent to the coercivity of the energy functionals. First
we have the following functionals defined for any ' 2 H (see (1.1)):

E.'/ D
1

.nC 1/V

nX
kD0

Z
X

'!k
' ^ !n�k

0 ; ƒ.'/ D
1

V

Z
X

'!n
0 ; (1.6)

J.'/ D ƒ.'/ � E.'/; E�.'/ D
1

V

n�1X
kD0

Z
X

'� ^ !k
' ^ !n�1�k : (1.7)

Here V is defined in (1.2) and � is any closed real .1; 1/-form.
The following functionals are important for studying the cscK problem:

H.'/ D
1

V

Z
X

log
!n

'

�0

!n
' ; M.'/ D H.'/C E�Ric.!0/.'/C S � E.'/: (1.8)

The above H.'/ is usually called the entropy of the measure !n
' . One can verify that any

critical point ofM is the potential of a cscK metric.
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For Kähler–Einstein (KE) metrics on Fano manifolds, we have more functionals:

L.'/ D � log
�
1

V

Z
X

e�'�0

�
; D.'/ D �E.'/C L.'/: (1.9)

A critical point of D is also a KE potential. These functionals can be generalized to the
settings of g-weighted solitons and Ricci-flat Kähler cone metrics (see [47] for references).

To apply the variational approach, one first needs a “completion” of H . Such a
completion was defined by Guedj–Zeriahi extending the local study of Cegrell. Following
[7], one way to introduce this is to first define the E functional for any ' 2 PSH.!0/ by

E.'/ D inf
®
E. Q'/ W Q' � '; Q' 2 H .!0/

¯
; (1.10)

Then define the set of finite energy potentials as

E1
WD E1.!0/ D

®
' 2 PSH.!0/ W E.'/ > �1

¯
: (1.11)

After thework [6],E1 can be endowedwith a strong topologywhich is the coarsest refinement
of the weak topology (i.e., the L1-topology) that makes E continuous. The above energy
functionals can be extended to E1, and they satisfy important regularization properties:

Theorem 1.2 (see [6,8]). For any ' 2 E1, there exists ¹'kºk2N � H such thatF.'k/!F.'/
for F 2 ¹E;ƒ;E�Ric;Hº.

We would like to emphasize the result for F D H, which was proved in [8]. The idea
of proof there is to first regularize the measure !n

' with converging entropy and then use
Yau’s solution to complex Monge–Ampère equations with prescribed volume forms. Later
we will encounter the same idea in the non-Archimedean setting.

Another key concept is the geodesic between two finite energy potentials. For
'i 2 E1, i D 0; 1, the geodesic connecting them is the following p�

1!0-psh function on
X � Œ0; 1� � S1 where p1 is the projection to the first factor (see [7,26]):

ˆ D sup
°
‰ W ‰ is S1-invariant and p�

1!0-psh; lim
s!i

‰.�; s/ � '.i/; i D 0; 1
±
: (1.12)

The concept of geodesics originates from Mabuchi’s L2-Riemannian metric on H . Accord-
ing to the work of Semmes and Donaldson, if 'i 2 H , i D 0; 1, then the geodesic ˆ is a
solution to the Dirichlet problem of homogeneous complex Monge–Ampère equation�

p�
1!0 C ddcˆ

�nC1
D 0; ˆ.�; i/ D 'i ; i D 0; 1: (1.13)

Since ˆ is S1-invariant, we can consider ˆ as a family of !0-psh functions ¹'.s/ºs2Œ0;1�.

Theorem 1.3 ([5, 8]). Let ˆ D ¹'.s/ºs2Œ0;1� be a geodesic segment in E1. Then .1/ s 7!

E.'.s// is affine; .2/ s 7! M.'.s// is convex.

Results in Theorem 1.3 are important in the variational approach. If a geodesic is
smooth, the statements follow from straightforward calculations. However, there are exam-
ples (first due to Lempert–Vivas) showing that the solution to (1.13) in general does not have
sufficient regularity. So the proofs of the above results are more involved.
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In this paper QT will always denote a maximal torus of the linear algebraic group
Aut.X;L/ and QT is a maximal real subtorus of QT . In the following result, we use the trans-
lation invariance F.' C c/D F.'/ for F 2 ¹M;Jº and hence F.!'/ WD F.'/ is well defined.

Theorem 1.4 ([9,23,27]). There exists a QT -invariant cscK metric in c1.L/ if and only if M
is reduced coercive, which means that there exist ; C > 0 such that for any ' 2 H

QT ,

M.!'/ �  � inf
�2 QT

J.��!'/ � C: (1.14)

This type of result goes back to Tian’s pioneering work in [64] which proves that
if X is a Fano manifold with a discrete automorphism group, then the existence of Kähler–
Einstein metric is equivalent to the properness of theM-functional, and is also equivalent to
the properness of the D functional. Tian’s work has since been refined and generalized for
other canonical metrics. For the necessity direction (from existence to reduced coercivity),
there is now a general principle due to Darvas–Rubinstein ([27]) that can be applied for all
previously-mentioned canonical Kähler metrics. The sufficient direction (from reduced coer-
civity to existence) for Kähler–Einstein metrics is reproved in [6] using pluripotential theory,
which works equally well in the setting of log Fano pairs. See [10, 38] for the extension to
the g-soliton case. The existence result for smooth cscK metrics is accomplished recently by
Chen–Cheng’s new estimates [23]. The use of maximal torus appears in [44,45], refining an
earlier formulation of Hisamoto [39]. There is also an existence criterion when QT is replaced
by any connected reductive subgroup of Aut.X;L/ that contains a maximal torus.

2. Stability of algebraic varieties and non-Archimedean

geometry

2.1. K-stability and non-Archimedean geometry
The concept of K-stability, as first introduced by Tian [64] and Donaldson [30],

is motivated by results from geometric analysis. On the other hand, the recent develop-
ment shows that various tools from algebraic geometry are crucial in unlocking many of its
mysteries.

Definition 2.1. A test configuration for a polarized manifold .X;L/ consists of .X;L/ that
satisfies: (i) � W X ! C is a flat projective morphism from a normal varietyX, andL is a �-
semiampleQ-line bundle; (ii) There is aC�-action on .X;L/ such that � isC�-equivariant;
(iii) There is a C�-equivariant isomorphism .X;L/ �C C� Š .X � C�; p�

1L/.
Configuration .X;L/ is called a product test configuration if there is a C�-equi-

variant isomorphism .X;L/ Š .X � C; p�
1L/ where the C�-action on the right-hand side

is the product action of a C�-action on .X;L/ with the standard multiplication on C.
Two test configurations .Xi ;Li /, i D 1; 2 are called equivalent if there exists a test

configuration .X0;L0/ with C�-equivariant birational morphisms �i W X0 ! Xi satisfying
��

1L1 D L0 D ��
2L2. For any test configuration .X;L/, by taking fiber product, one can

always find an equivalent test configuration .X0;L0/ such that X0 dominates X � C.
Given any test configuration .X;L/, there is a canonical compactification over P 1

denoted by .X;L/ which is obtained by adding a trivial fiber over ¹1º D P 1 n C.

2292 C. Li



The notion of a test configuration is a way to formulate the degeneration of .X;L/.
In fact, any test configuration is induced by a one-parameter subgroup of PGL.N C 1;C/

for a Kodaira embedding X ! P N .
We will continue our discussion in a framework of non-Archimedean geometry as

proposed by Boucksom–Jonsson. Let XNA denote the Berkovich analytification of X with
respect to the trivial absolute value on C (see [18] for references).XNA is a topological space
consisting of real valuations on subvarieties ofX , and contains a dense subsetXdiv

Q consisting
of divisorial valuations onX . Any test configuration .X;L/ defines a function onXNA in the
following way. First, up to equivalence, we can assume that there is a birational morphism
� W X ! XC WD X � C. Write L D ��p�

1L C E where E is a Q-divisor supported on
X0. For any v 2 XNA, denote by G.v/ the C�-invariant semivaluation on XC that satisfies
G.v/jC.X/ D v and G.v/.t/ D 1 where t is the coordinate of C. One then defines

�.X;L/.v/ D G.v/.E/; for any v 2 XNA: (2.1)

The set of such functions onXNA obtained from test configurations is denoted byHNA which
is considered as the set of smooth non-Archimedean psh potentials on the analytification
of L. The following functionals, defined on the space of test configurations, correspond to
the Archimedean (i.e., complex-analytic) functionals in (1.6)–(1.7):

ENA.X;L/ D
L

�nC1

.nC 1/V
; ƒNA.X;L/ D

1

V
L

�n
� ��LP1 ; (2.2)

JNA.X;L/ D ƒNA.X;L/ � ENA.X;L/; .EKX /NA.X;L/ D
1

V
KX � L

�n
; (2.3)

HNA.X;L/ D
1

V
K

log
X=XP1

� L�n; MNA.X;L/ D HNA
C .EKX /NA C S � ENA; (2.4)

wherewe assume thatX dominatesXP1 DX � P 1 by �, andLP1 Dp�
1L,K

log
X=XP1

DKX C

Xred
0 � .��.KX�P1 CX � ¹0º//. These functionals were defined before the introduction of

the non-Archimedean framework. For example, the ENA functional appeared in Mumford’s
study of Chow stability of projective varieties.

Assume that X0 D
P

i biFi where Fi are irreducible components. Set vi D

b�1
i ordFi

ı p�
1 2 Xdiv

Q and let ıvi
be the Dirac measure supported at ¹vi º. Chambert–Loir

defined the following non-Archimedean Monge–Ampère measure using the intersection
theory:

MANA.�.X;L// D

X
i

bi

�
L�n

� Fi

�
ıvi
: (2.5)

Mixed non-Archimedean Monge–Ampère measures are similarly defined. It then turns
out that the functionals from (2.2)–(2.3) can be obtained by using the same formula as
in (1.6)–(1.7) but with the ordinary integrals replaced by corresponding non-Archimedean
ones, while the HNA functional has the following expression after [19]:

HNA.X;L/ D
1

V

Z
XNA

AX .v/MANA.�.X;L//.v/: (2.6)

Here AX is a functional defined on XNA that generalizes the log discrepancy functional on
Xdiv

Q (see [41]). We can now recall the notion of K-stability:
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Definition 2.2. A polarized manifold .X;L/ is K-semistable, K-stable or K-polystable if any
nontrivial test configuration .X;L/ for .X;L/ satisfiesMNA.X;L/ � 0,MNA.X;L/ > 0,
orMNA.X;L/ � 0 and D 0 only if .X;L/ is a product test configuration, respectively.

This is like a Hilbert–Mumford’s numerical criterion in the Geometric Invariant
Theory.1 The recent development of K-stability involves a strengthened notion called reduced
uniform K-stability, which matches the reduced coercivity in (1.14) (see [19,29,39]). Recall
that QT denotes a maximal torus of Aut.X;L/, and QNQ is defined similar to (1.3).

Definition 2.3. A polarized manifold .X;L/ is uniformly K-stable (resp. reduced uniformly
K-stable) if there exists  > 0 such that any test configuration .X;L/ satisfiesMNA.X;L/�

 � JNA.X;L/ (resp.MNA.X;L/ �  � inf�2 QNQ
JNA.X� ;L�/).

Here the twist .X� ;L�/ is introduced by Hisamoto [39]. One way to define it as a test
configuration is by resolving the composition of birational morphisms .X;L/ Ü .XC D

X � C; LC D p�
1L/

��

! .XC; LC/ where �� is the C�-action generated by �. Alternatively,
it can be defined in a more general setting of filtrations (see Example 2.8).

2.2. Non-Archimedean pluripotential theory
We discuss how non-Archimedean pluripotential theory as developed by Bouck-

som–Jonsson can be applied to study K-stability. Corresponding to a regularization result
in the complex analytic case, an u.s.c. function � W XNA ! R [ ¹C1º is called a non-
Archimedean psh potential if it is a decreasing limit of a sequence from HNA. Denote
the space of such functions by PSHNA. Boucksom–Jonsson introduced the following non-
Archimedean version of the finite energy space. First corresponding to (1.10), for any � 2

PSHNA, define
ENA.�/ D inf

®
ENA. Q�/ W Q� � �; Q� 2 HNA¯:

Then, corresponding to (1.11), define the space of non-Archimedean finite energy potentials
by

.E1/NA D
®
� 2 PSHNA

W ENA.�/ > �1
¯
:

This space is again equipped with a strong topology which makes ENA continuous.
Boucksom–Jonsson showed in [22] that the non-Archimedean Monge–Ampère measure
MANA.�/ is well defined for any � 2 .E1/NA such that if ¹�kºk2N � HNA converges to
� strongly, then MANA.�k/ converges to MANA.�/ weakly.

A large class of potentials come from filtrations (see [19]). Set Rm D H 0.X;mL/.

Definition 2.4. A filtration is the data F D ¹F �Rm � RmI� 2 R;m 2 Nº that satisfies the
following four conditions:

(i) F �Rm � F �0

Rm, if � � �0;

1 In the classical formulation, Tian’s CM weight or, equivalently, the Donaldson–Futaki
invariant is used to define the K-stability. However, to fit our discussion in the non-
Archimedean framework, we use the equivalent formulation via theMNA functional.
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(ii) F �Rm D
T

�0<� F �0

Rm;

(iii) F �Rm � F �0

Rm0 � F �C�0

RmCm0 , for �; �0 2 R and m;m0 2 N;

(iv) There exist e�; eC 2 Z such that F me�Rm D Rm and F meCRm D 0 for m 2

Z�0.

Filtration F is finitely generated if its extended Rees algebra R.F / is finitely generated
where

R.F / D

M
�2R

M
m2N

t��F �Rm:

In this case F induces a degeneration of X into X0 D Proj.
L

m;� F �Rm=F
>�Rm/.

For a generalF , ¹F �R`I� 2 Rº generates a filtration LF .`/ onR.`/ WD
L

m2N Rm`,
which induces a non-Archimedean psh potential L�.`/ 2 HNA. Define

�F D

�
lim sup
`!C1

L�.`/
��

where .�/� denotes the upper-semicontinuous regularization.

Example 2.5. Filtration F is a Z-filtration if F �Rm D F d�eRm. By [19,63,69], there is a
one-to-one correspondence between test configurations equipped with relatively ample Q-
polarizations and finitely generatedZ-filtrations. Any test configuration .X;L/ defines such
a filtration by

F �Rm D
®
s 2 Rm W t�d�es 2 H 0.X; mL/

¯
: (2.7)

Conversely, ifF is a finitely generatedZ-filtration, then .X WD ProjCŒt�.R.
LF .`///; 1

`
OX.1//

is a test configuration for ` sufficiently divisible.

Example 2.6. In Definition 2.1 of test configurations, if we do not require L to be �-
semiample, then we call .X;L/ a model (of .X � C; p�

1L/). The same definition in (2.7)
defines a filtration also denoted by F.X;L/. However, in general the filtration is not finitely
generated anymore. Fix any model .X;L/ such that L is big over X (we call such .X;L/
a big model for .X;L/). In [46] we obtained the following formula for the non-Archimedean
Monge–Ampère measure of � D �.X;L/ WD �F.X;L/

which generalizes (2.5):

MANA.�/ D

X
i

bi

�˝
L

�n˛
� Fi

�
ıvi
: (2.8)

Here for any divisorD, we use the notion of a positive intersection product introduced in [17]:˝
L

�nC1˛
WD vol.L/ D lim

m!C1

h0.X; mL/

mnC1

.nC1/Š

;
˝
L

�n˛
�D WD

1

nC 1

d

dt

ˇ̌̌̌
tD0

vol.L C tD/:

Example 2.7. Any v 2 Xdiv
Q defines a filtration: for any � 2 R and m 2 Z�0, define

F �
v Rm D

®
s 2 Rm W v.s/ � �

¯
: (2.9)

Boucksom–Jonsson proved in [21] that MANA.�Fv
/ D V � ıv .
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Example 2.8. Assume a torus QT Š .C�/r -acts on .X; L/. Then we have a weight decom-
positionRm D

L
˛2Zr Rm;˛ . For any � 2 QNR, we can define the �-twist of a given filtration:

F �
�
Rm D F ��h˛;�iRm;˛ . On the other hand, there is an induced QNR-action on .XNA/

QT

which sends .�; v/ to v� 2 .XNA/
QT determined by the following condition: if f 2 C.X/˛

which means f ı t�1 D t˛ � f for any t 2 QT , then v�.f /D h˛; �i C v.f /. We then have the
following formula: MANA.�F�

/ D .��/�MANA.�F / (see [44,45]).

Generalizing the case of test configurations, Boucksom–Jonsson showed that the
non-Archimedean functionals from (2.2)–(2.4) are well defined for all � 2 .E1/NA by using
integrals over XNA mentioned before (for example, for HNA use (2.6)).

Example 2.9. For any filtration F , it is known that �F 2 .E1/NA. Following [19], define

vol.F .t// D lim
m!C1

dimC F mtRm

mn=nŠ
:

Then ENA is the following “expected vanishing order” with respect to F (see [21]).

ENA.�F / D
1

V

Z
R
t
�
�dvol.F .t//

�
: (2.10)

Similar to Theorem 1.2, we also have important regularization properties:

Theorem 2.10 ([22]). For any � 2 .E1/NA, there exists ¹�kºk2N � HNA (i.e., �k D �.Xk ;Lk/

for a test configuration .Xk ;Lk/) such that �k ! � in the strong topology and FNA.�k/ !

FNA.�/ for F 2 ¹E;ƒ;EKX º.

Boucksom–Jonsson conjectured that the same conclusion should also hold forHNA.
This conjecture is still open in general and it is important in the non-Archimedean approach
to the YTD conjecture. We have made progress in this direction.

Theorem 2.11 ([45,46]). (1) For any� 2 .E1/NA, there exist models ¹.Xk ;Lk/ºk2N

such that �k D �.Xk ;Lk/ ! � in the strong topology andHNA.�k/! HNA.�/.

(2) For any big model .X;L/, we have the following formula that generalizes (2.4):

MNA.X;L/ D
1

V
˝
L

�n˛
�KX=P1 C

S

.nC 1/V
˝
L

�nC1˛
:

The idea for proving the first statement is similar to the Archimedean setting in [8].
First we regularize the measure MANA.�/ with converging entropy. In fact, we find a way to
regularize it by using measures supported at finitely many points in Xdiv

Q . Then we use the
solution of non-Archimedean Monge–Ampère equations obtained in [18] to get the wanted
potentials which are known to be associated to models. However, in the non-Archimedean
case, there is not yet a characterization of measures associated to test configurations which
prevents us from regularizing via test configurations. The second statement in Theorem 2.11
follows from the formula (2.8), and it prompts us to propose the following algebro-geometric
conjecture which would strengthen the classical Fujita approximation theorem.
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Conjecture 2.12. Let X be a smooth .nC 1/-dimensional projective variety. Let L be a big
line bundle over X. Then there exist birational morphisms �k W Xk ! X and decomposi-
tions ��

k
L D Lk CEk in N 1.X/Q with Lk semiample and Ek effective such that

lim
k!C1

L
�nC1

k D vol.L/; lim
k!C1

L
�n

k �KXk
D

1

nC 1

d

dt
vol.L C tKX/

ˇ̌̌̌
tD0

D
˝
L

�n˛
�KX :

It is easy to show that this conjecture is true if L admits a birational Zariski decom-
position. The author verified this conjecture for certain examples of big line bundles due to
Nakamaya which do not admit such decompositions (see [46]). Y. Odaka observed that when
.X;L/ is a big model for a polarized spherical manifold (for example, a polarized toric man-
ifold), X is a Mori dream space which implies that L admits a Zariski decomposition and
hence the above conjecture holds true.

2.3. Stability of Fano varieties
In this section, we assume that X is a Q-Fano variety (i.e., �KX is an ample Q-

line bundle and X has at worst klt singularities). Corresponding to (1.9), we have a non-
Archimedean D functional. For general test configurations, it first appeared in Berman’s
work [4] and was reformulated in [19] using non-Archimedean potentials:

LNA.X;L/ D inf
v2Xdiv

Q

�
AX .v/C �.X;L/.v/

�
; DNA.X;L/ D �ENA.X;L/C LNA.X;L/:

The notions of Ding-stability and uniform Ding-stability are defined if MNA is replaced by
DNA in Definitions 2.2 and 2.3. In general, we have the inequalityMNA.X;L/�DNA.X;L/.
For Fano varieties, special test configurations play important roles. A test configuration
.X;L/ is called special if the central fiber X0 is a Q-Fano variety and L D �KX=P1 .
For special test configurations, we have DNA D MNA D �ENA DW FutX0

.�/, the last quan-
tity being the Futaki invariant on X0 for the holomorphic vector field � that generates the
C�-action. The importance of special test configurations was first pointed out in Tian’s work
[64] motivated by compactness results from metric geometry. The following results show
their importance from the point of view of algebraic geometry:

Theorem 2.13 ([35,44,52], see also [7,21]). For any Q-Fano variety, K-stability is equivalent
to Ding-stability, and they are equivalent to K-stability or Ding-stability over special test con-
figurations. Moreover, the same conclusion holds true if stability is replaced by semistability,
polystability, or reduced uniform stability.

The proofs of these results depend on a careful process of Minimal Model Program
first used in [52] to transform any given test configuration into a special one.Moreover, crucial
calculations show that the relevant invariants such asMNA or DNA decrease along the MMP
process. Theorem 2.13 leads directly to a valuative criterion for K-stability. To state it, first
define for any v 2 Xdiv

Q an invariant (see Example 2.9):

SL.v/ WD
1

V

Z C1

0

vol
�
F .t/

v

�
dt D

1

V

Z
R
t
�
�dvol

�
F .t/

v

��
D ENA.�Fv

/: (2.11)
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Let QT be a maximal torus of Aut.X/ and .Xdiv
Q /

QT be the set of QT -invariant divisorial valu-
ations. Define the following invariant (.�; v/ 7! v� is the action appeared in Example 2.8):

ı.X/ D inf
v2Xdiv

Q

AX .v/

SX .v/
; ı QT .X/ D inf

v2.Xdiv
Q /

QT
sup

�2 QNR

AX .v�/

SX .v�/
:

Here we use the convention that AX .vtriv/=SX .vtriv/ D C1 for the trivial valuation vtriv.

Theorem 2.14. The following statements are true.

(1) ([35,42]) X is K-semistable if ı.X/ � 1.

(2) ([34,35]) X is uniformly K-stable if and only if ı.X/ > 1.

(3) ([15,35,42])X is K-stable if and only ifAX .v/>S.v/ for any nontrivial v 2Xdiv
Q .

(4) ([44]) X is reduced uniformly K-stable if and only if ı QT .X/ > 1.

To get these, we first use the fact as pointed out in [19] that for a special test con-
figuration .X;L/, the valuation ordX0

of the function field C.X � C/ restricts to become
a divisorial valuation v 2 Xdiv

Q . A crucial observation is then made in [42]: F �
.X;L/

Rm D

F
�CmAX .v/

v Rm (see (2.9)). This implies vol.F .t/

.X;L/
/ D vol.F .tCAX .v//

v /, which, together
with (2.10), leads to2

MNA.X;L/ D DNA.X;L/ D AX .v/ � ENA.Fv/ D AX .v/ � S.v/: (2.12)

This, together with Theorem 2.13, already gives the sufficient condition for the K-(semi)sta-
bility. The criterion for uniform K-stability follows from a similar argument and K. Fujita’s
inequality, 1

n
S.v/ � JNA.Fv/ � nS.v/ [34]. For reduced uniform stability, another identity

AX .v�/ � S.v�/ D AX .v/ � S.v/C FutX .�/ proved in [44] is needed.
As we will see in Section 3.2, a main reason for introducing the (reduced) uniform

K-stability is that it is much easier to use in making connection with the (reduced) coercivity
in the complex analytic setting. On the other hand, we now have the following fundamental
result:

Theorem 2.15 ([56]). Let X be a Q-Fano variety. Then X is K-stable if and only if X is
uniformly K-stable. More generally, X is reduced uniformly stable if and only if X is K-
polystable. Moreover, these statements hold true for any log Fano pair.

This is achieved by several works. First, according to a work of Blum–Liu–Xu [13],
divisorial valuations on X associated to special test configurations are log canonical places
of complements. By deep boundedness of Birkar and Haccon–McKernan–Xu, it was also
shown that there exists a quasimonomial valuation (i.e., a monomial valuation on a smooth
birational model) that achieves the infimum defining ı.X/ (and a similar result holds more
generally for ı QT .X/). Then the main problem becomes proving a finite generation property
for the minimizing valuation, which is achieved by using deep techniques from birational

2 The original argument in [42] also explicitly relates the filtration F.X;L/ to a filtration of
the section ring of X0 induced by the C�-action.
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algebraic geometry in [56]. In fact, in the past several years, the algebraic study of K-stability
for Fano varieties has flourished, and there are many important results which answer funda-
mental questions in this subject. We highlight two such achievements:

(1) Algebraic construction of projective moduli space of K-polystable Fano varieties. This
is achieved in a collection of works, settling different issues in the construction including
boundedness, separatedness, properness, and projectivity. Moreover, concrete examples of
compact moduli spaces have been identified. We refer to [56,70] for extensive discussions on
related topics.

(2) Fujita–Odaka [36] introduced quantizations of the ı.X/ invariant: for each m 2 N,

ım.X/ D inf
®
lct.X;D/ W D is of m-basis type

¯
whereD is ofm-basis type ifD D

1
mNm

PNm

iD1¹si D 0º where ¹si º is a basis ofH 0.X;mL/.
Blum–Jonsson [12] proved limm!C1 ım.X/D ı.X/. This provides a practical tool to verify
uniform stability of Fano varieties. Ahmadinezhad–Zhuang [1] further introduced new tech-
niques for estimating the ım and ı invariant which lead to many new examples of K-stable
Fano varieties. All of these culminate in the recent determination of deformation types of
smooth Fano threefolds that contain K-polystable ones (see [3]).

In another direction, Han–Li [37] establishes a valuative criterion for g-weighted
stability, corresponding to the study of g-solitons. A key idea in such an extension is using
a fibration technique for a polynomial weights (as motivated by the theory of equivariant
de Rham cohomology) and then using the Stone–Weierstrass approximation to deal with
the general g. Moreover, there is a notion of stability for Fano cones introduced earlier by
Collins–Székelyhidi associated to Ricci-flat Kähler cone metrics. It is shown recently that
this stability of Fano cones is, in fact, equivalent to a particular g-weighted stability of log
Fano quotients (see [2,47]).

The techniques developed in the study of (weighted) K-stability of Fano varieties
have also been applied to treat an optimal degeneration problem that is motivated by the
Hamilton–Tian conjecture in differential geometry (see [74] for background of this conjec-
ture). This is formulated as a minimization problem for valuations in [38] which defines the
following functional (cf. (2.12) and (2.11)), for any valuation v 2 XNA,

Q̌.v/ D AX .v/C log

 
1

V

Z C1

0

e�t
�
�dvol

�
F .t/

v

��!
:

Very roughly speaking, the Q̌ functional is an antiderivative of a certain weighted Futaki
invariant. This functional is a variant of invariants that appeared in previous works of Tian–
Zhang–Zhang–Zhu, Dervan–Székelyhidi, and Hisamoto (see [74] for more details). The
results from [14, 37, 51] together prove the following algebraic version of Hamilton–Tian
conjecture:

Theorem 2.16. For any Q-Fano variety, there exists a unique quasimonomial valuation v�

that minimizes Q̌, whose associated filtrationFv�
is finitely generated and induces a degener-
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ation ofX to a Q-Fano variety X0 together with a vector field V� . Moreover, X0 degenerates
uniquely to an e�h�;�i-weighted polystable Q-Fano variety (cf. Example 1.1).

Combined with previous works, the uniqueness part in particular confirms a conjec-
ture of Chen–Sun–Wang about the algebraic uniqueness of limits under normalized Kähler–
Ricci flows on Fano manifolds (see [62]).

2.4. Normalized volume and local stability theory of klt singularities
A similar minimization problem for valuations was actually studied even earlier in

the local setting, which motivates the formulation and the proof of Theorem 2.16. Let .X;x/
be a klt singularity. Denote by ValX;x the space of real valuations that have center x. The
following normalized volume functional was introduced in [43]: for any v 2 ValX;x ,

cvol.v/ WD

8<:AX .v/
n � vol.v/; if AX .v/ < C1;

C1; otherwise.
(2.13)

Here AX .v/ is again the log discrepancy functional and vol.v/ is defined as

vol.v/ D lim
p!C1

dimC.OX;x=ap.v//

pn=nŠ
where ap.v/ D

®
f 2 OX;x I v.f / � p

¯
:

The expression in (2.13) is inspired by the work of Martelli–Sparks–Yau [57] on a volume
minimization property of Reeb vector fields associated to Ricci-flat Kähler cone metrics.
In [43] we started to consider the minimization of cvol over ValX;x and define the invariantcvol.X;x/D infv2ValX;x

cvol.v/. We proved that the invariant cvol.X;x/ is strictly positive and
further conjectured the existence, uniqueness of minimizing valuations which should have
finite generated associated graded rings. For a concrete example, it was shown by the author
and Y. Liu that for an isolated quotient singularity X D Cn=� , cvol.Cn=�; 0/ D

nn

j�j
and the

exceptional divisor of the standard blowup obtains the infimum.
This minimization problem was proposed by the author to attack a conjecture of

Donaldson–Sun, which states that the metric tangent cone at any point on a Gromov–
Hausdorff limit of Kähler–Einstein manifolds depends only on the algebraic structure (see
[62]). This conjecture has been confirmed in a series of following-up papers [51, 53, 54].
Algebraically, we have the following results regarding this minimization problem.

Theorem 2.17. (1) There exists a valuation that achieves the infimum in definingcvol.X; x/. Moreover, this minimizing valuation is quasimonomial and unique
up to rescaling.

(2) A divisorial valuation v� is the minimizer if and only if it is the exceptional
divisor of a plt blowup and also the associated log Fano pair is K-semistable.

The first statement is a combination of works by Harold Blum, Chenyang Xu, and
Ziquan Zhuang [11,71,72] partly based on calculations from [42,43]. The second statement was
proved in Li–Xu [54] (see also [11]) by extending the global argument from [52] to the local
case, and it shows a close relationship between the local and global theory. In fact, it is in
proving the affine cone case of this statement when valuative criterion for K-(semi)stability
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was first discovered in [42]. A similar statement is true for more general quasimonomial
minimizing valuations [53]. However, the finite generation conjecture from [43] is still open
in general, and seems to require deeper boundedness property of Fano varieties.

We also like to mention that Yuchen Liu obtained a surprising local-to-global com-
parison inequality by generalizing an estimate of Kento Fujita:

Theorem 2.18 ([55]). For any closed point x on a K-semistable Q-Fano variety X , we have

.�KX /
�n

�
.nC 1/n

nn
cvol.X; x/: (2.14)

For example, if x 2X is a regular point, (2.14) recovers Fujita’s beautiful inequality,
namely .�KX /

�n � .nC 1/n for any K-semistableX [33]. Inequality (2.14) has applications
in controlling singularities on the varieties that correspond to boundary points of moduli
spaces. In order for this to be effective, good estimates of cvol.X; x/ for klt singularities need
to be developed. In particular, it is still interesting to understand better the cvol invariants and
associated minimizers for 3-dimensional klt singularities. For more discussion on related
topics, we refer to the survey [48].

3. Archimedean (complex analytic) theory vs.

non-Archimedean theory

3.1. Correspondence between Archimedean and non-Archimedean objects
In this section, we discuss results showing a general philosophy that non-Archime-

dean objects encode the information of corresponding Archimedean objects “at infinity.”
Let .X;L/ be a test configuration and Qh be a smooth psh metric on L. Via the

isomorphism .X;L/ �C C� Š X � C�, we get a path ê D ¹ Q'.s/ºs2R of smooth !0-psh
potentials where s D � log jt j2. With these notation, we have the following slope formula:

Theorem 3.1 ([20,59,64,67]). The slope at infinity of a functional F 2 ¹E;ƒ; I;J;Mº is given
by the corresponding non-Archimedean functional

F0 1.ê/ WD lim
s!C1

F. Q'.s//

s
D FNA.X;L/ D FNA.�.X;L//:

There is a more canonical analytic object associated to a test configuration. Recall
from section 1.5 that by a geodesic ray ˆ D ¹'.s/ºs2Œ0;C1/ in E1 we mean that ˆjŒs1;s2� is
a geodesic connecting '.s1/, '.s2/ for any s1; s2 2 Œ0;1/ (see (1.12)).

Theorem 3.2 ([60]). Given any test configuration .X;L/ for .X;L/, there exists a geodesic
ray ˆ.X;L/ emanating from any given smooth potential '0.

On the other hand, recall from section 2.1 that there is a non-Archimedean potential
associated to .X;L/ (see (2.1)). Berman–Boucksom–Jonsson proved that there is a direct
relation between geodesic rays and non-Archimedean potentials. First they showed that any
geodesic ray ˆ defines a non-Archimedean potential (cf. (2.1))

ˆNA.v/ WD �G.v/.ˆ/; for any v 2 Xdiv
Q ;
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whereG.v/.ˆ/ is the generic Lelong number ofˆ considered as a singular quasi-psh poten-
tial on a birational model where the center of the valuation G.v/ is a prime divisor.

Theorem 3.3 ([7]). The following statements are true:

(1) The mapˆ 7!ˆNA has the image contained in .E1/NA. Conversely, for any � 2

.E1/NA, there exists a geodesic ray denoted by .�/ that satisfies .�/NA D �.

(2) For any geodesic ray ˆ, b̂ D .ˆNA/ satisfies b̂NA D ˆNA 2 .E1/NA andb̂ � ˆ.

(3) ForˆD .�/with � 2 .E1/NA,E0 1.ˆ/DENA.�/, and there exists a sequence
of test configurations .Xm;Lm/ such thatˆ is the decreasing limit ofˆ.Xm;Lm/

(see Theorem 3.2).

Berman–Boucksom–Jonsson proved ˆNA 2 PSHNA by blowing up multiplier ideal
sheaves ¹J.mˆ/ºm2N and using their global generation properties to construct test configu-
rations ¹.Xm;Lm/º such that �.Xm;Lm/ decreases toˆNA. Because of the second statement,
any geodesic ray .�/ with � 2 .E1/NA is called maximal in [7]. By the last statement, max-
imal geodesic rays can be approximated by (geodesic rays associated to) test configurations.
Moreover, when � D �.X;L/ 2 HNA, .�/ coincides with the geodesic ray from Theo-
rem 3.2. Further useful properties of maximal geodesic rays are known (cf. Theorem 3.1):

Theorem 3.4 ([45]). Let ˆ be a maximal geodesic ray.

(1) We have the identity .E�Ric.!0//0 1.ˆ/ D .EKX /NA.ˆNA/.

(2) H0 1.ˆ/ � HNA.ˆNA/. Moreover, ifˆD ˆ.X;L/ is associated to a test config-
uration, then H0 1.ˆ/ D HNA.ˆNA/.

It is natural to conjecture thatH0 1.ˆ/D HNA.ˆNA/ always holds for any maximal
geodesic ray ˆ. This is implied by the algebraic Conjecture 2.12, according to [45,46].

As pointed out in [7], by a construction of Darvas, there are abundant nonmaximal
geodesic rays. In fact, analogous local examples have been used by the author to disprove a
conjecture of Demailly on Monge–Ampère mass of psh singularities. It is thus a surprising
fact that maximal geodesic rays are the only ones of interest in the cscK problem.

Theorem 3.5 ([45]). If a geodesic ray ˆ satisfiesM0 1.ˆ/ < C1, then ˆ is maximal.

Note thatM0 1.ˆ/ D lims!C1
M.'.s//

s
exists by Theorem 1.3. This result resolves

a difficulty raised in Boucksom’s ICM talk [16], and implies that destabilizing geodesic rays
can always be approximated by test configurations, thus giving a very strong evidence for the
validity of Yau–Tian–Donaldson Conjecture 3.6. The proof of Theorem 3.5 starts with an
equisingularity property

R
X�¹jt j<1º

e�˛.b̂�ˆ/ < C1 for any ˛ > 0, and then uses Jensen’s
inequality, together with a comparison principle, for the E functional to get a contradiction
with the finite slope assumption if b̂ D .ˆNA/ ¤ ˆ.
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3.2. Yau–Tian–Donaldson conjecture for general polarized manifolds
The Yau–Tian–Donaldson (YTD) conjecture says that the existence of canonical

Kähler metrics on projective manifolds should be equivalent to a certain K-stability condi-
tion. For a general polarization, it is believed that one needs to use a strengthened definition
of K-stability such as Definition 2.3. In particular, we have the following version.

Conjecture 3.6 (uniform YTD conjecture). A polarized manifold .X; L/ admits a cscK
metric if and only if .X;L/ is reduced uniformly K-stable.

The implication from existence to stability is known, and follows fromTheorems 1.4
and 3.1. The other direction is still open in general. However, based on the results discussed
thus far, we can explain the proof of a weak version.

Theorem 3.7 ([45]). If .X;L/ is uniformly stable over models (i.e., there exists  > 0 such
thatMNA.X;L/ �  � JNA.X;L/ for any model .X;L/), then it admits a cscK metric.

Summary of proof. Step 1. By Theorem 1.4, we need to show that M is coercive. Assume
that the coercivity fails. Then there exists a geodesic ray ˆ D ¹'.s/ºs2Œ0;1/ satisfying

M0 1.ˆ/ � 0; J0 1.ˆ/ D 1; sup
�
'.s/

�
D 0:

Such a destabilizing geodesic rayˆ was constructed in [7,27] from a destabilizing sequence.
In this construction, both the convexity of M from Theorem 1.3 and a compactness result
for potentials with uniform entropy bounds from [6] play crucial roles.

Step 2. By Theorem 3.5,ˆ is maximal. Set � DˆNA. By using Theorem 3.3(3) and
Theorem 3.4(1), we derive the identities

E0 1.ˆ/ D ENA.�/; .E�Ric.!0//0 1.ˆ/ D .EKX /NA.�/; J0 1.ˆ/ D JNA.�/:

Moreover, by Theorem 3.4(2), H0 1.ˆ/ � HNA.�/ so thatM0 1.ˆ/ � MNA.�/.
Step 3. By Theorem 2.11, there exist models .Xm;Lm/ such that �m D �.Xm;Lm/

converges to � in the strong topology and

lim
m!C1

MNA.�m/ D MNA.�/; lim
m!C1

JNA.�m/ D JNA.�/:

Step 4.We can complete the proof by getting a contradiction to the stability assumption:

0 � M0 1.ˆ/ � MNA.�/ D lim
m!C1

MNA.�m/ �stability lim
m!C1

JNA.�m/ D JNA.�/ D 1:

There is a version of Theorem 3.7 in [45]whenAut.X;L/ is continuous.Moreover, it
is shown in [46] that Conjecture 2.12 implies Conjecture 3.6. As mentioned earlier, if .X;L/
is any polarized spherical manifold, Conjecture 2.12 is true and hence in this case the YTD
Conjecture 3.6 is proved. Based on this fact, Delcroix [28] obtained further refined existence
results in this case.

We should mention that Sean Paul (see [58]) has works that give a beautiful interpre-
tation of the coercivity ofM-functional using a new notion of stability for pairs. However, it
is not clear how K-stability discussed here can directly imply his stability notion.
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3.3. YTD conjecture for Fano varieties
3.3.1. Non-Archimedean approach
Our proof of Theorem 3.7 is in fact modeled on a non-Archimedean approach to

the uniform YTD conjecture proposed by Berman–Boucksom–Jonsson in [7]. They carried
it out sucessfully for smooth Fano manifolds with discrete automorphism groups. The main
advantage in the Fano case is that DNA satisfies a regularization property and can be used in
place ofMNA to complete the argument. Recently their work has been extended to the most
general setting of log Fano pairs.

Theorem 3.8 ([44,49,50]). A log Fano pair .X;D/ admits a Kähler–Einstein metric if and
only if it is reduced uniformly stable for all special test configurations.

Note that this combined with Theorem 2.15 also proves the K-polystable version of
the YTD conjecture. Theorem 3.8 can be used to get examples of Kähler–Einstein metrics on
Fano varieties with large symmetry groups (see, for example, [40]). The proof of Theorem 3.8
is much more technical than [7] because we need to overcome the difficulties caused by
singularities. The first key idea is to use an approximation approach initiated in [49]. Consider
the log resolution � W X 0 ! X as in Section 1.3 and reorganize (1.4) as

�KX 0 �D" D
1

1C "

�
��.�KX �D/C "H

�
DW L";

where H D ��.�KX �D/ �
P

k �kEk is ample by choosing appropriate ¹�kº and D" DP
k.�ak C

"
1C"

/�kEk with 0 � " � 1. In [49] we considered the simple case when ak 2

.�1; 0� for all k. In this case for 0 < " � 1, .X 0; D"/ is a smooth log Fano pair. A crucial
calculation using the valuative criterion from Theorem 2.14 shows that (semi)stability of
.X;D/ implies the uniform stability of .X 0;D"/ for " > 0. Moreover, we can prove a version
of YTD conjecture for .X 0; D"/ and deduce that it admits a Kähler–Einstein metric. Next
we take a limit as " ! 0 to get a Kähler–Einstein metric on .X;D/ itself. The proof of this
convergence depends on technical uniform pluripotential and geometric estimates.

In [50], we dealt with the general case when D" is not necessarily effective. A key
difficulty for the argument in [7] to work on singular varieties is that it is not clear how
to use multiplier ideal sheaves to approximate a destabilizing geodesic ray ˆ when X is
singular. To circumvent this difficulty, we first need to perturbˆ to become a singular quasi-
psh potentialˆ" on .X 0 � C; p0 �

1 L"/. Since X 0 is smooth, we know how to approximateˆ"

by test configurations for .X 0; L"/ thanks to [7]. However, due to the ineffectiveness of D",
the remaining arguments depend more heavily on non-Archimedean analysis and some key
observation on convergence of slopes. In [45] we further derived the valuative criterion for
reduced uniform stability and understood how the torus action induces an action on the space
of non-Archimedean potentials in order to incorporate group actions in the argument. Note
that the non-Archimedean approach a priori does not prove the statement in Theorem 3.8
involving special test configurations. Fortunately, Theorem 2.13 fills this gap.

By using the fibration and approximation techniquesmentioned earlier, Theorem 3.8
has been extended to the case of g-soliton on log Fano pairs in [38]. As explained in [2,47],
this can be used prove the YTD conjecture for Ricci-flat Kähler cone metrics thanks to its
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equivalence to particular g-solitons (see Section 1.4). This generalizes the result of Collins–
Székelyhidi on YTD conjecture for Fano cones with isolated singularities [25].

3.3.2. Other approaches
For completeness, we briefly mention other approaches to the YTD conjecture on

Fano manifolds. The classical way to solve the Kähler–Einstein equation is through various
continuity methods. Traditionally, one uses Aubin’s continuity method involving twisted KE
metrics. A more recent continuity method uses KE metrics with edge cone singularities as
proposed by Donaldson. Finally, there is a Kähler–Ricci flow approach. Tian’s early works
showed that the most difficult part in proving the YTD conjecture by continuity methods
is to establish the algebraicity of limit objects in the Gromov–Hausdorff topology, and he
had essentially reduced this difficulty to proving some partial C 0-estimates. The partial C 0-
estimates were later proved in different settings, starting with Donaldson–Sun’s work in the
Kähler–Einstein case, which led to the solution of the YTD conjecture for smooth Fano man-
ifolds in [24,65]. Moreover, the partial C 0-estimates has applications in constructing moduli
spaces of smoothable Kähler–Einstein varieties and proving quasiprojectivity of the moduli
spaces of KE manifolds, and these applications preclude the algebraic approach mentioned
earlier (see [68]). We also refer to [31,66] for surveys on related topics in this approach.

Very recently, yet another quantization approach is carried out by Kewei Zhang
based partly on an earlier work of Rubinstein–Tian–Zhang. Zhang considered an analytic
invariant of Moser–Trudinger type, namely

ıA.X/ D sup
²
c W sup

'2H

Z
X

e�c.'�E.'// < C1

³
:

It is easy to show that the coercivity ofD-functional is equivalent to ıA.X/ > 1. The authors
of [61] introduced a quantization ıA

m.X/ by using a quantization ofE on the space of Bergman
metrics, and further proved ıA

m.X/D ım.X/. Using some deep results in complex geometry
including Tian’s work on Bergman kernels and Berndtsson’s subharmonicity theorem, it
is proved in [73] that limm!C1 ıA

m.X/ D ıA.X/. Combining these discussions with the
algebraic convergence result of Blum–Jonsson and the valuative criterion of uniform stability
of Fujita discussed earlier, Zhang gets ıA.X/ D ı.X/ and completes the proof of uniform
version of YTD conjecture for smooth Fano manifolds. It would be interesting to extend
this approach to the more general case (i.e., Fano varieties with continuous automorphism
groups).

We finish by remarking that it is of interest to apply the ideas and methods from
the above two approaches to study the YTD conjecture for general polarizations. For the
approach involving partial C 0-estimates, the geometry is complicated by collapsing phe-
nomenon in the Gromov–Hausdorff convergence with only scalar curvature bounds, which
is very difficult to study with current techniques. For the quantization approach, there were
some attempts by Mabuchi in several works. But the precise picture seems again unclear.
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The double
ramification cycle
formula
Aaron Pixton

Abstract

The double ramification cycle DRg.A/ D DRg.�; �/ is a cycle in the moduli space of
stable curves parametrizing genus g curves admitting a map to P 1 with specified ramifica-
tion profiles �; � over two points. In 2016, Janda, Pandharipande, Zvonkine, and the author
proved a formula expressing the double ramification cycle in terms of basic tautolog-
ical classes, answering a question of Eliashberg from 2001. This formula has an intricate
combinatorial shape involving an unusual way to sum divergent series using polynomial
interpolation. Here we give some motivation for where this formula came from, relating it
both to an older partial formula of Hain and to Givental’s R-matrix action on cohomolog-
ical field theories.

Mathematics Subject Classification 2020

Primary 14N35; Secondary 14H10, 14C17

Keywords

Moduli of curves, double ramification cycle

©2022 International Mathematical Union
Proc. Int. Cong.Math. 2022, Vol. 3, pp. 2312–2322
DOI 10.4171/ICM2022/146

Published by EMS Press
and licensed under
a CC BY 4.0 license

https://creativecommons.org/licenses/by/4.0/


1. Introduction

Let g;n be nonnegative integers satisfying 2g � 2C n > 0, so that the moduli space
Mg;n of stable curves of genus g with n markings is nonempty. Let A D .a1; : : : ; an/ 2 Zn

be a vector of n integers satisfying a1 C � � � C an D 0. In this paper we will be interested in
a Chow cycle class

DRg.A/ 2 Ag.Mg;n/

that depends on this data.
There are two main perspectives on how to think about and define DRg.A/, the

double ramification cycle. The first is the source of its name; we think of it as parametrizing
the genus g curves C that admit a finite map C ! P 1 with specified ramification profiles
�;� over two points (say 0 and1). These two ramification profiles are encoded in the vector
A: we can take the positive and negative components of A separately to get two partitions of
equal size. The marked points with nonzero ai should then be the points in C lying above 0
and 1, while the marked points with ai D 0 are unconstrained. Ramification above points
other than 0 and 1 is unconstrained.

The above description defines a double ramification locus inside the moduli space
of smooth curves Mg;n that is usually (but not always) of pure codimension g. To extend
this to a codimension g class on Mg;n, we can use the virtual class in relative Gromov–
Witten theory. There is a moduli space of stable (rubber) maps to P 1 with given marked
ramification over two points, Mg;n.P 1=¹0;1º; �; �/�, equipped with a forgetful map p W

Mg;n.P 1=¹0;1º; �; �/� ! Mg;n, and the double ramification cycle can be taken to be the
pushforward under this map of the virtual class,

DRg.A/ D p�

�
Mg;n

�
P 1=¹0;1º; �; �

���vir
2 Ag.Mg;n/:

The second perspective on DRg.A/ is via Abel–Jacobi maps. Let Xg ! Ag be the
universal abelian variety of dimension g. Then the data in the vector A can be used to define
a morphism jA W Mg;n ! Xg by

.C; p1; : : : ; pn/ 7!
�
Jac.C /;OC .a1p1 C � � � C anpn/

�
:

The double ramification locus is then the inverse image under this map of the zero section
Zg of Xg , since C admits a map to P 1 with the given ramification profiles if and only if
OC .a1p1 C � � � C anpn/ is trivial.

This Abel–Jacobi map extends easily to Mct
g;n, the moduli space of curves of com-

pact type (those with compact Jacobians), but using this perspective to define the double
ramification cycle on all of Mg;n requires more work. It also is not obvious that construct-
ing DRg.A/ in this way will give the same class as that given by relative Gromov–Witten
theory, even after restriction to Mct

g;n. For one approach to these questions using logarithmic
and tropical geometry, see the work of Marcus and Wise [13].

Eliashberg proposed the problem of giving a formula for the double ramification
cycle in 2001, in the context of symplectic field theory. This problem was solved by Janda,
Pandharipande, Zvonkine, and the author in 2016 [11], giving an explicit combinatorial for-
mula for the double ramification cycle. This formula has an unexpected form—an additional
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integer parameter r > 0 is introduced, then an expression is written down that becomes
polynomial in r for r sufficiently large, and finally this polynomial is specialized to r D 0.
Subsequent papers extending or generalizing the double ramification cycle formula in vari-
ous ways (e.g., [2, 5, 12]) have left the basic combinatorial structure of the formula virtually
unchanged. The purpose of this paper is to discuss this structure and give some motivation
for where it comes from.

In Section 2, we review the tautological classes in the Chow ring of the moduli
space of stable curves. In Section 3, we discuss results leading up to the formula of [11],
most notably Hain’s formula for the compact type double ramification cycle. Section 4 is
the heart of the paper and consists of an extended discussion motivating the shape of the
double ramification cycle formula. We conclude in Section 5 by stating the formula and
briefly explaining how its proof in [11] is related to some of the motivation in Section 4.

2. Tautological classes

2.1. Preliminaries
In this section we review the language in which the double ramification cycle formu-

la is written. This is the language of the tautological ring, a subringR�.Mg;n/ � A�.Mg;n/

containing most classes that arise naturally in geometry.
Following Faber and Pandharipande [6], the tautological rings R�.Mg;n/ can be

defined simultaneously for all g; n � 0 satisfying 2g � 2C n > 0 as the smallest subrings
of the Chow rings A�.Mg;n/ closed under pushforward by forgetful maps Mg;nC1 ! Mg;n

and gluing maps Mg;nC2 ! MgC1;n or Mg1;n1C1 � Mg2;n2C1 ! Mg1Cg2;n1Cn2 . Our dis-
cussions of tautological classes will use a more explicit description of them. Graber and
Pandharipande [8, Appendix A] gave a set of additive generators and a multiplication law sat-
isfied by these generators.

These additive generators are formed from three ingredients: psi classes, kappa
classes, and generalized gluing maps corresponding to stable graphs. The psi classes
 i 2 A1.Mg;n/, i D 1; : : : ; n correspond to the n marked points and are defined as the first
Chern classes of the cotangent line bundles to the curves at those points. The Arbarello–
Cornalba [1] kappa classes are then the pushforwards of powers of psi classes,

�a WD ��

�
 aC1

nC1

�
2 Aa.Mg;n/;

where � W Mg;nC1 ! Mg;n forgets the last marking. The kappa classes will not appear in
any of the formulas in this paper.

The tautological ring of the moduli space of smooth marked curves, R�.Mg;n/, is
the ring generated by these i and �a. To extend this toR�.Mg;n/we need classes supported
on boundary strata.

2.2. Stable graphs
A stable graph� is the combinatorial data of a boundary stratum inMg;n. It consists

of the following:
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(1) a set of vertices V.�/;

(2) a genus gv � 0 at each vertex v 2 V.�/;

(3) a set of half-edgesH.�/;

(4) an incidence mapH.�/ ! V.�/;

(5) a partition ofH.�/ into sets of size 2 (called edges, the set of which is denoted
E.�/) and sets of size 1 (called legs);

(6) a bijection between the set of legs and ¹1; : : : ; nº.

The underlying graph is required to be connected. The stability constraint is that

2gv � 2C nv > 0

at each vertex v, where nv is the number of half-edges incident to v. The genera are con-
strained by the identity

2g � 2C n D

X
v2V.�/

.2gv � 2C nv/;

or equivalently that g �
P

v gv D h1.�/, the first Betti number of the graph. Such a stable
graph � corresponds to a generalized gluing map

�� W

Y
v2V.�/

Mgv ;nv ! Mg;n:

We can then consider classes

�� �.˛/ 2 A�.Mg;n/;

where � is a stable graph and ˛ is a monomial in the psi and kappa classes on the Mgv ;nv

factors. These are the additive generators for the tautological ring considered in [8].

2.3. Compact type
The moduli space of curves of compact type, denoted Mct

g;n, is the open subscheme
ofMg;n consisting of those curves whose dual graph is a tree. Its tautological ringR�.Mct

g;n/

is the image of R�.Mg;n/ under restriction, so it is additively generated by classes �� �.˛/

as above where � is a tree.
It will be convenient for us to have notation for the compact type boundary divi-

sor classes when stating Hain’s formula below, (3.2). If � is a stable graph with 2 vertices
and 1 edge and one of the vertices is genus h and has those legs with markings in a set
S � 1; 2; : : : ; n, let ıh;S D �� �.1/ be the corresponding boundary divisor class.

3. Previous formulas and results

The first progress towards a formula for the double ramification cycle was when
Faber and Pandharipande [7] proved that the double ramification cycle lies in the tautolog-
ical ring, and thus in theory must be expressible in terms of the generators described in
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the previous section. Their proof, although in principle constructive, involves a complicated
recursion and does not seem to yield a practical formula.

The first progress towards an explicit formula came when Hain [10] computed the
double ramification cycle when restricted to the compact type locus Mct

g;n. On this locus
the double ramification cycle is the pullback along an Abel–Jacobi map jA W Mct

g;n ! Xg;n

of the class of the zero section Zg;n of the universal abelian variety Xg;n ! Ag;n. Hain
showed that the class of this zero section is ŒZg;n� D ‚g=gŠ and computed the pullback of
the theta divisor ‚ as an explicit divisor on Mct

g;n,

j �
A‚ D

nX
iD1

a2
i

2
 i �

X
h;S

a2
S

4
ıh;S ; (3.1)

where aS D
P

i2S ai and the second sum runs over all h;S defining boundary divisor classes.
Hain’s formula for the compact type double ramification cycle is then

DRct
g.A/ D

1

gŠ

�
j �

A‚
�g

D
1

gŠ

 
nX

iD1

a2
i

2
 i �

X
h;S

a2
S

4
ıh;S

!g

: (3.2)

The divisor formula (3.1) is a homogeneous polynomial of degree 2 in A, so Hain’s
DR formula (3.2) is a homogeneous polynomial of degree 2g in A.

Grushevsky and Zakharov [9] extendedHain’s computation slightly, expanding from
Mct

g;n to a slightly larger open subscheme of Mg;n by adding the locus of curves whose dual
graph is a tree with a single loop added at one vertex. If � is the stable graph with a single
vertex and single loop, then their correction term is the codimension g part of

�� �

 
�

nY
iD1

exp
�
1

2
a2

i  i

� 1X
kD1

B2k

2kkŠ

�
 C  0

�k�1

!
; (3.3)

where  1; : : : ;  n are the psi classes on the legs,  ; 0 are the psi classes on the two half-
edges of the loop, and B2k is a Bernoulli number.

In particular, the double ramification cycle is no longer a homogeneous polynomial
in A when computed beyond compact type. This was also seen in work of Buryak, Shadrin,
Spitz, and Zvonkine [3], who showed that the top degree intersections of double ramification
cycles with monomials in the psi classes are inhomogeneous polynomials of degree 2g inA.

4. Motivation for the formula

In this section we discuss various observations and ideas that come about when
one tries to extend Hain’s formula (3.2) to Mg;n to obtain a full double ramification cycle
formula.

4.1. Expanding Hain’s formula
Exponentiating a boundary divisor class can be done using the multiplication laws

for tautological classes [8, Appendix A]. Multiplying out Hain’s formula (3.2) in this way gives
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a nice sum over trees: DRct
g.A/ is the codimension g part ofX

T stable tree

1

jAut.T /j
.�T /�

"
nY

iD1

exp
�
1

2
a2

i  hi

�
�

Y
eD¹h;h0º2E.T /

1 � exp.� 1
2
w.h/w.h0/. h C  h0//

 h C  h0

#
; (4.1)

where the function w W H.T / ! Z is defined here by contracting all the edges in the tree T
other than the one containing h and then letting w.h/ be the sum of the ai for the legs i on
the same vertex as the half-edge h.

Extending this formula toMg;n requires us to provide a polynomial (or power series)
in the psi classes for every stable graph� , not just every stable tree. Thew.h/ definition above
does not naturally extend to non-separating edges, so it is not immediately clear how to do
this. Moreover, we know that this power series needs to be (3.3) for the single-loop graph,
so something quite new is going on even there.

4.2. Cohomological field theory axioms
A cohomological field theory (CohFT) is a collection of classes �g;n.1; : : : ; n/

on Mg;n for all g and n, where the inputs i belong to some finite set S (a basis for the
state space of the CohFT). These classes must satisfy certain compatibility axioms relat-
ing them to each other under pullback by natural maps between the Mg;n. For one basic
treatment of CohFTs and Givental’s R-matrix action, see [14]. The double ramification cycle
is not quite a CohFT, but it satisfies some subset of the properties of one. For example, if
j W Mg1;n1C1 � Mg2;n2C1 ! Mg;n is a separating gluing map where the marked points split
into sets I1; I2 with jIi j D ni , then we have

j � DRg.a1; : : : ; an/ D DRg1

�
¹ai j i 2 I1º; t

�
˝ DRg2

�
¹ai j i 2 I2º;�t

�
;

where t 2 Z is the unique insertion that makes the parameters sum to 0 in each DR term on
the right.

If the double ramification cycle were a CohFT, we would want a similar formula for
the pullback along the nonseparating gluing map k W Mg�1;nC2 ! Mg;n: the natural thing
to write down would be

k� DRg.a1; : : : ; an/ D

X
t2Z

DRg�1.a1; : : : ; an; t;�t /;

but it is not clear how one might make sense of this infinite sum—it will not converge in
any standard sense. What is going wrong here is that CohFTs are supposed to depend multi-
linearly on parameters from a finite-dimensional state space, but double ramification cycles
take inputs in Z so the state space appears to be infinite-dimensional.

So the double ramification cycle behaves like a CohFT as far as separating nodes
are concerned, but the state space would have to be infinite-dimensional and this makes it
unclear what to do at nonseparating nodes.
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4.3. Givental’s R-matrix action
Teleman [16] proved that semisimple CohFTs all have a very particular graph sum

form, given by applyingGivental’s R-matrix action to a CohFT that lives fully in codimension
zero. The rough shape of the resulting formula for a semisimple CohFT is

�g;n.1; : : : ; n/ D

X
� stable graph

X
wWH.�/!S

1

jAut.�/j
.��/�

"
Y

v2V.�/

.vertex factor/
nY

iD1

.leg factor/
Y

eD¹h;h0º2E.�/

.edge factor/

#
;

where the second sum is over functions w on the half-edges of the graph taking values in
some setS (a basis for the state space of the CohFT) and the values ofw on the legs h1; : : : ;hn

are given as w.hi /D i . The various factors are then power series (that depend on w) in the
corresponding kappa and psi classes. The expanded version of Hain’s compact type for-
mula (4.1) is of this shape: we take S D Z, the vertex factor is 0 unless all of the incident
w.h/ sum to zero, and the edge factor is 0 unless the two w.h/ along the edge sum to zero.
These vanishings effectively place the following constraints on w (to get a nonzero contri-
bution to DRct

g.A/):

(1) w.hi / D ai for i D 1; 2; : : : ; n, where hi is the i th leg;

(2) w.h/C w.h0/ D 0 if ¹h; h0º is an edge;

(3)
P

h!v w.h/ D 0 for each vertex v.

We sayw is balanced (with respect to A) if it satisfies these constraints. In other words,w is
a flow on � with sources/sinks at the legs (with specified values given there by A). When �
is a tree, there is a unique such balanced w and we recover the w.h/ used in (4.1).

From this perspective it is natural to just try to take (4.1) and extend it to be a
Givental-type sum over arbitrary graphs (not just trees), but then there will be infinitely
many choices of w and the resulting infinite sums will be nonconvergent. Moreover, careful
comparison with the exact form of Givental’s R-matrix action suggests that the vertex factor
should contribute a total factor of something like “jZj

�h1.�/.” Note that the set of balanced
w is a torsor overH1.�I Z/Š Zh1.�/, so this factor feels like some sort of infinite averaging
procedure.

4.4. Divergent averages
Returning to the simplest non-tree case, the graph with one vertex and one loop,

matching things up with (3.3) would then require making sense of the “infinite average”
identity

1

jZj

X
c2Z

c2k
D B2k : (4.2)

This is reminiscent of the zeta regularization sumX
c�1

c2k�1
D �.1 � 2k/ D �

B2k

2k
;
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but there is no obvious way to make sense of this similarity. Moreover, more complicated
graphs require much more complicated divergent sums; for example, a graph with two ver-
tices, a double edge between them, and one leg on each vertex gives rise to infinite sums
like

1

jZj

X
cCdDa

c2kd2l (4.3)

which must be interpreted.

4.5. Interpolating finite rank CohFTs
The problem with writing down a double ramification cycle formula of this type is

clearly that the state space is infinite-dimensional. If we replace Z with Z=rZ everywhere
then there is no difficulty with writing down a similar-looking finite rank CohFT. The result
might be something like the following (the case of a diagonal R-matrix—for an example of
a more complicated CohFT of this general type, see [15]):X

� stable graph

X
wWH.�/!Z=rZ

balanced

1

jAut.�/j
.��/�

"
1

rh1.�/

nY
iD1

exp
�
Fw.hi /. hi

/
�

�

Y
eD¹h;h0º2E.�/

1 � exp.Fw.h/. h/C Fw.h0/. h0//

 h C  h0

#
;

for power series Fa.Z/ for a 2 Z=rZ with F0.Z/ D 0 and F�a.�Z/ D �Fa.Z/.
If we takeFa.Z/D

1
2
a2Z for�

r
2
< a�

r
2
then this CohFT starts to look very much

like the expanded version of Hain’s formula, (4.1). In fact, if � is a tree then the �-term in
this sum agrees with that in Hain’s formula for all sufficiently large r . So it is tempting to try
to take the limit as r ! 1 of these CohFTs. But this is not quite right: the r-version of the
left side of (4.2) is then

1

r

X
� r

2 <c� r
2

c2k :

This certainly does not converge as r ! 1. However, if we restrict to even r then it is
polynomial in r , and if we examine the coefficients of this polynomial then we see that B2k ,
the desired value, is the constant coefficient in r .

This suggests a potential interpretation even of more complicated sums like (4.3):
1

jZj

X
cCdDa

c2kd2l
D

1

jZ=0Zj

X
c;d2Z=0Z

cCdDa .mod 0/

c2kd2l

WD

�
1

jZ=rZj

X
c;d2Z=rZ

cCdDa .mod r/

c2kd2l

�
rD0

;

where c and d must be interpreted inside c2kd2l as elements of Z via some choice of mod r
representatives (we used �r=2C 1; : : : ; r=2 before but 0; : : : ; r � 1 will give the same final
answer) and setting r D 0 at the end is done by polynomial interpolation.

2319 The double ramification cycle formula



4.6. Geometric interpretation from .k=r/-spin structures
An .k=r/-spin structure on a smooth curve C with marked points pi and weights

ai is a choice of line bundle L on C such that L˝r � !˝k
C .a1p1 C � � � C anpn/. If we take

k D 0 and assume the weights ai sum to zero then for any positive r any smooth curve will
have such “r th root structures.” But we can also interpret this construction as meaningful
when r D 0, when we get that a curve only admits a .0=0/-spin structure if it is in the double
ramification locus. This observation gives a vague geometric idea for what it might mean to
think of the double ramification cycle as given by specializing some parameter r to 0.

5. The double ramification cycle formula

We can now state the main result of [11], the double ramification cycle formula:

Theorem 1 ([11]). DRg.A/ is the codimension g part ofX
� stable graph

1

jAut.�/j
.��/�

"
1

jZjh
1.�/

X
wWH.�/!Z

balanced

nY
iD1

exp
�
1

2
a2

i  hi

�

�

Y
eD¹h;h0º2E.�/

1 � exp.� 1
2
w.h/w.h0/. h C  h0//

 h C  h0

#
;

where formal expressions of the form
1

jZj
h1.�/

X
wWH.�/!Z

balanced

P
�®
w.h/

¯�
(for P a polynomial) are evaluated by setting r D 0 in the corresponding r-polynomial

1

rh1.�/

X
wWH.�/!¹0;1;:::;r�1º

balanced mod r

P
�®
w.h/

¯�
:

The combinatorial result (necessary for this theorem statement to make sense) that
the expression in the final line is in fact a polynomial in r (for r sufficiently large) was proved
in [11, Appendix A].

The proof of Theorem 1 in [11] follows some of the motivation in Section 4. We first
explain the meaning of the additional r parameter. For each r > 0, let P 1Œr� denote the pro-
jective line with a BZr orbifold point at 0. One can then use C�-localization on the moduli
space of relative stable maps to P 1Œr�=¹1º to obtain complicated relations that entangle
double ramification cycles, classes coming from moduli of .0=r/-spin curves (discussed
briefly in the case of smooth curves in Section 4.6), and other basic tautological classes. The
relevant .0=r/-spin classes were previously computed by Chiodo [4] using Grothendieck–
Riemann–Roch.

These localization relations are too difficult to study effectively for specific values
of r , but it turns out that they have polynomial dependence on r . Taking the constant term
in r simplifies them greatly: most of the terms vanish, and the only remaining terms are a
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single double ramification cycle and the r D 0 interpolation of certain classes written in
terms of the Chern characters of the pushforward of the universal r th root line bundle on the
moduli space of .0=r/-spin curves. Chiodo’s formula [4] for these Chern characters gives
that these classes are CohFTs with formulas of the type described in Section 4.5. The power
series in psi classes appearing in these formulas do not look exactly like those appearing in
Theorem 1, but they have the same r D 0 interpolation. (In the language of Section 4.5, the
power series Fa.Z/ will be congruent to 1

2
a2Z mod r .) The result is a proof of Theorem 1.
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In this note we give a brief review on recent developments in the three-dimensional
minimal model program (MMP for short). Certainly, this is not a complete survey of all
advances in this area. For example, we do not discuss the minimal models of varieties of
nonnegative Kodaira dimension, as well as applications to birational geometry and moduli
spaces.

The aim of theMMP is to find a good representative in a fixed birational equivalence
class of algebraic varieties. Starting with an arbitrary smooth projective variety, one can
perform a finite number of certain elementary transformations, called divisorial contractions
and flips, and at the end obtain a variety which is simpler in some sense. Most parts of the
MMP are completed in arbitrary dimension. One of the basic remaining problems is the
following:

Describe all the intermediate steps and the outcome of the MMP.

The MMP makes sense only in dimensions � 2, and for surfaces it is classical and well
known. So the first nontrivial case is the three-dimensional one. It turns out that to proceed
with the MMP in dimension � 3, one has to work with varieties admitting certain types of
very mild, the so-called terminal, singularities. On the other hand, dimension 3 is the last
dimension where one can expect effective results: in higher dimensions, classification results
become very complicated and unreasonably long.

We will work over the field C of complex numbers throughout. A variety is either
an algebraic variety or a reduced complex space.

1. Singularities

Recall that a Weil divisorD on a normal variety is said to be Q-Cartier if its multi-
ple nD, for some n, is a Cartier divisor. For any morphism f W Y ! X , the pull-back f �D
of a Q-Cartier divisor D is well defined as a divisor with rational coefficients (Q-divisor).
A variety X has Q-factorial singularities if any Weil divisor on X is Q-Cartier.

Definition 1.1. A normal algebraic variety (or an analytic space) X is said to have terminal
(resp. canonical, log terminal, log canonical) singularities if the canonical Weil divisorKX

is Q-Cartier and, for any birational morphism f W Y ! X , one can write

KY D f �KX C

X
aiEi ; (1.1.1)

where Ei are all the exceptional divisors and ai > 0 (resp. ai � 0, ai > �1, ai � �1) for
all i . The smallest positive m such that mKX is Cartier is called the Gorenstein index of X .
Canonical singularities of index 1 are rational Gorenstein.

The class of terminal Q-factorial singularities is the smallest class that is closed
under the MMP. Canonical singularities are important because they appear in the canoni-
cal models of varieties of general type. A crucial observation is that terminal singularities
lie in codimension � 3. In particular, terminal surface singularities are smooth and termi-
nal threefold singularities are isolated. Canonical singularities of surfaces are called Du Val
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or rational double points. Any two-dimensional log terminal singularity is a quotient of a
smooth surface germ by a finite group [32]. Terminal threefolds singularities were classified
by M. Reid [65] and S. Mori [43].

Example. Let X � C4 be a hypersurface given by the equation

�.x1; x2; x3/C x4 .x1; : : : ; x4/ D 0;

where � D 0 is an equation of a Du Val (ADE) singularity. Then the singularity of X at 0 is
canonical Gorenstein. It is terminal if and only if it is isolated. Singularities of this type are
called cDV.

According to [65], any three-dimensional terminal singularity of index m > 1 is a
quotient of an isolated cDV-singularity by the cyclic group �m of order m. More precisely,
we have the following

Theorem 1.2 ([65]). Let .X 3 P / be an analytic germ of a three-dimensional terminal sin-
gularity of indexm� 1. Then there exist an isolated cDV-singularity .X] 3P ]/ and a cyclic
�m-cover

� W .X]
3 P ]/ �! .X 3 P /

which is étale outside P .

The morphism � in the above theorem is called the index-one cover. A detailed
classification of all possibilities for the equations of X] � C4 and the actions of �m was
obtained in [43] (see also [66]).

Example. Let the cyclic group �m act on Cn diagonally via

.x1; : : : ; xn/ 7! .—a1x1; : : : ; —
anxn/; — D —m D exp.2  i =m/:

Then we say that .a1; : : : ; an/ is the collection of weights of the action. Assume that the
action is free in codimension 1. Then the quotient singularity Cn=�m 3 0 is said to be of
type 1

m
.a1; : : : ; an/. According to the criterion (see [66, Theorem 4.11]), this singularity is

terminal if and only if
nX

iD1

kai > m for k D 1; : : : ; m � 1;

where is the smallest residue modm. In the threefold case this criterion has a very simple
form: a quotient singularityCm=�m is terminal if and only if it is of type 1

m
.1;�1;a/, where

gcd.m; a/ D 1. This is a cyclic quotient terminal singularity.

Example ([43,66]). Let the cyclic group�m act onC4 diagonally with weights .1;�1;a; 0/,
where gcd.m; a/ D 1. Then for a polynomial �.u; v/, the singularity at 0 of the quotient®

x1x2 C �.xm
3 ; x4/ D 0

¯
=�m

is terminal whenever it is isolated. The index of this singularity equals m.
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As a consequence of the classification, we obtain that the local fundamental group
of the (analytic) germ of a three-dimensional terminal singularity of index m is cyclic of
order m:

 1

�
X n ¹P º

�
' Z=mZ: (1.2.1)

In particular, for any Weil Q-Cartier divisor D on X , its mth multiple mD is Cartier
[32, Lemma 5.1].

The class of canonical threefold singularities is much larger than the class of termi-
nal ones. However, there are certain boundedness results. For example, it is known that the
index of a strictly canonical isolated singularity is at most 6 [31].

The modern higher-dimensional MMP often works with pairs, and one needs to
extend Definition 1.1 to a wider class of objects.

Definition. Let X be a normal variety and let B be an effective Q-divisor on X . The pair
.X; B/ is said to be plt (resp. lc) if KX C B is Q-Cartier and, for any birational morphism
f W Y ! X , one can write

KY C BY D f �.KX C B/C

X
aiEi ;

whereBY is the proper transform ofB ,Ei are all the exceptional divisors and ai >�1 (resp.
ai � �1) for all i . The pair .X;B/ is said to be klt if it is plt and bBc D 0.

2. Minimal model program

Basic elementary operations in the MMP are Mori contractions.
A contraction is a proper surjective morphism f W X ! Z of normal varieties with

connected fibers. The exceptional locus of a contraction f is the subset Exc.f / � X of
points at which f is not an isomorphism. A Mori contraction is a contraction f W X ! Z

such that the varietyX has at worst terminalQ-factorial singularities, the anticanonical class
�KX is f -ample, and the relative Picard number ¡.X=Z/ equals 1. A Mori contraction is
said to be divisorial (resp. flipping) if it is birational and the locus Exc.f / has codimen-
sion 1 (resp. � 2). For a divisorial contraction, the exceptional locus Exc.f / is a prime
divisor. A Mori contraction whose target is a lower-dimensional variety is called a Mori
fiber space. Then the general fiber is a Fano variety with at worst terminal singularities. In
the particular cases where the relative dimension of X=Z equals 1 (resp. 2), the Mori fiber
space f W X ! Z is called a Q-conic bundle (resp. Q-del Pezzo fibration). If Z is a point,
then X is a Fano variety with at worst terminal Q-factorial singularities and Pic.X/ ' Z.
For short, we call such varieties Q-Fano.

The MMP procedure is a sequence of elementary transformations which are con-
structed inductively [35,39]. LetX be a projective algebraic variety with terminalQ-factorial
singularities. If the canonical divisor KX is not nef, then there exists a Mori contraction
f W X ! Z. If f is divisorial, then Z is again a variety with terminal Q-factorial singular-
ities and, in this situation, we can proceed with the MMP replacing X with Z. In contrast,
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a flipping contraction takes us out the category of terminal Q-factorial varieties. To proceed,
one has to perform a surgery operation as follows:

X

f &&

// XC

f Cww
Z

where f C is a contraction whose exceptional locus has codimension � 2 and the divisor
KXC is Q-Cartier and f C-ample. Then the variety XC again has terminal Q-factorial sin-
gularities, and we can proceed by replacing X with XC.

The process described above should terminate, and at the end we obtain a variety
NX such that either NX has a Mori fiber space structure NX ! NZ or K NX is nef. One of the
remaining open problems is the termination of the program, to be more precise, termination
of a sequence of flips. The problem was solved affirmatively in dimension � 4 [35, 69], for
varieties of general type, for uniruled varieties [5], and in some other special cases. We refer
to [3] for more comprehensive survey of the higher-dimensional MMP.

The MMP has a huge number of applications in algebraic geometry. The most
impressive consequence of the MMP is the finite generation of the canonical ring

R.X;KX / WD

M
n�0

H 0
�
X;OX .mKX /

�
of a smooth projective variety X [5, 15]. Another application of the MMP is the so-called
Sarkisov program which allows decomposing birational maps between Mori fiber spaces
into composition of elementary transformations, called Sarkisov links [9, 16, 68]. Also the
MMP can be applied to varieties with finite group actions and to varieties over nonclosed
fields (see [63]).

As was explained above, the Mori contractions are fundamental building blocks in
the MMP. To apply the MMP effectively, one needs to understand the structure of its steps in
details. For a Mori contraction f W X ! Z of a three-dimensional variety X , there are only
the following possibilities:

• f is divisorial and the image of the (prime) exceptional divisor E WD Exc.f / is
either a point or an irreducible curve,

• f is flipping and the exceptional locus Exc.f / is a union of a finite number of
irreducible curves,

• Z is a surface and f is a Q-conic bundle,

• Z is a curve and f is a Q-del Pezzo fibration,

• Z is a point and X is a Q-Fano threefold.

Mori contractions of smooth threefolds to varieties of positive dimension where classified
in the pioneering work of S. Mori [42]. S. Cutkosky [12] extended this classification to the
case of Gorenstein terminal varieties. Smooth Fano threefolds of Picard number 1 where
classified by Iskovskikh [22,23] (see also [25]). Fano threefolds with Gorenstein terminal sin-
gularities are degenerated smooth ones [57]. Belowwe are going to discussMori contractions
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of threefolds. We are interested only in the biregular structure of a contraction f W X ! Z

near a fixed fiber f �1.o/, o 2 Z. Typically, we do not consider the simple case where X is
Gorenstein.

3. General elephant

A natural way to study higher-dimensional varieties is the inductive one. Typically,
to apply this method, we need to find a certain subvariety of dimension one less (divisor)
which is sufficiently good is the sense of singularities.

Conjecture 3.1. Let f W X ! .Z 3 o/ be a threefold Mori contraction, where .Z 3 o/ is a
small neighborhood. Then the general memberD 2 j�KX j is a normal surface with Du Val
singularities.

The conjecture was proposed byM. Reid who called a good member of j�KX j “ele-
phant.” We follow this language and call Conjecture 3.1 the General Elephant Conjecture.
The importance of the existence of a good member in j�KX j is motivated by many reasons:

• The general elephant passes through all the non-Gorenstein points of X and so it
encodes the information about their types and configuration (cf. Proposition 3.2
below).

• For flipping contractions, Conjecture 3.1 is a sufficient condition for the existence
of threefold flips [32].

• For a divisorial contraction f W X ! Z whose fibers have dimension � 1, the
imageDZ WD f .D/ of a Du Val elephantD 2 j�KX j must be again Du Val and
the image � WD f .E/ of the exceptional divisor is a curve onDZ . Then one can
reconstruct f starting from the triple .Z � DZ � �/ by using a certain bira-
tional procedure. Such an approach was successfully worked out in many cases
by N. Tziolas [71–74].

• If f WX ! .Z 3 o/ is aQ-del Pezzo fibration such that generalD 2 j�KX j is Du
Val, then, composing the projectionD !Z with minimal resolution QD !D, we
obtain a relatively minimal elliptic fibration whose singular fibers are classified
by Kodaira [36]. Then one can get a bound of multiplicities of fibers and describe
the configuration of non-Gorenstein singularities.

• For a Q-Fano threefold X , a Du Val general elephant is a (singular) K3 surface.
In the case where the linear system j�KX j is “sufficiently big,” this implies the
existence of a good Gorenstein model [1].

Shokurov [70] generalized Conjecture 3.1 and introduced a new notion which is
very efficient in the study of pluri-anticanonical linear systems. Omitting technicalities, we
reproduce a weak form of Shokurov’s definition.
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Definition. An n-complement of the canonical class KX is a member D 2 j�nKX j such
that the pair .X; 1

n
D/ is lc. An n-complement is said to be klt (resp. plt) if such is the pair

.X; 1
n
D/.

According to the inversion of adjunction [70], the existence of a Du Val general ele-
phantD 2 j�KX j is equivalent to the existence of a plt 1-complement. Shokurov developed
a powerful theory that works in arbitrary dimension and allows constructing complements
inductively (see [64,70] and references therein).

Note that Reid’s general elephant fails for Fano threefolds. For example, in [6,21] one
can find examples of Q-Fano threefolds with an empty anticanonical linear system. Because
of this, the statement of Conjecture 3.1 sometimes is called a “principle.” Nonetheless, there
are only a few examples of such Fano threefolds. In the case dim.Z/ > 0, Conjecture 3.1
is expected to be true without exceptions. The following should be considered as the local
version of Conjecture 3.1.

Proposition 3.2 (Reid [66]). Let .X 3 P / be the analytic germ of a threefold terminal sin-
gularity of index m > 1. Then the general member D 2 j�KX j is a Du Val singularity.
Furthermore, let � W X 0 ! X be the index-one cover and letD0 WD ��1.D/. Then the cover
D0 ! D belongs to one of the following six types:

.X 3 P / D0 ! D .X 3 P / D0 ! D

cA/m Ak�1
mW1

���! Akm�1 cAx/2 A2k�1
2W1

���! DkC2

cAx/4 A2k�2
4W1

���! D2kC1 cD/2 DkC1
2W1

���! D2k

cD/3 D4
3W1

���! E6 cE/2 E6
2W1

���! E7

4. Divisorial contractions to a point

In this section we treat divisorial Mori contractions of a divisor to a point. Such con-
tractions are studied very well due to works of Y. Kawamata [34], A. Corti [10], M. Kawakita
[26–30], T. Hayakawa [18–20], and others. In this case, General Elephant Conjecture 3.1 has
been verified:

Theorem 4.1 (Kawakita [28, 29]). Let f W X ! .Z 3 o/ be a divisorial Mori contraction
that contracts a divisor to a point. Then the general memberD 2 j�KX j is Du Val.

One of the main tools in the proofs is the orbifold Riemann–Roch formula [66]:
if X is a three-dimensional projective variety with terminal singularities and D is a Weil
Q-Cartier divisor on X , then for the sheaf L D OX .D/ there is a formula of the form

�.L / D �.OX /C
1

12
D � .D �KX / � .2D �KX /C

1

12
D � c2 C

X
P

cP .D/; (4.1.1)

where the sum rungs over all the virtual quotient singularities of X , i.e., over the actual
singularities of X that are replaced with their small deformations [66], and cP .D/ is a local
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contribution due to singularity at P , depending only on the local analytic type of D at P .
There is an explicit formula for the computation of cP .D/.

Except for a few hard cases, the classification of divisorial Mori contractions of a
divisor to a point has been completed. A typical result here is to show that a contraction is a
weighted blowup with some explicit collection of weights:

Theorem 4.2 (Y. Kawamata [34]). Let f W X ! .Z 3 o/ be a divisorial Mori contraction
that contracts a divisor to a point. Assume that o 2 Z is a cyclic quotient singularity of type
1
r
.a;�a; 1/. Then f is the weighted blowup with weights .a=r; 1 � a=r; 1=r/.

Theorem 4.3 (M. Kawakita [26]). Let f WX ! .Z 3 o/ be a divisorial Mori contraction that
contracts a divisor to a smooth point. Then f is the weighted blowup with weights .1; a; b/,
where gcd.a; b/ D 1.

These results are intensively used in the three-dimensional birational geometry, for
example, in the proof of birational rigidity of index-1 Fano threefold weighted hypersur-
faces [11].

5. Del Pezzo fibrations

Much less is known about the local structure of Q-del Pezzo fibrations. As was
explained in Section 3, the existence of a Du Val general elephant would be very helpful in
the study such contractions. However, in this case Conjecture 3.1 is established only in some
special situations.

An important question that can be asked in the Del Pezzo fibration case is the pres-
ence of multiple fibers.

Theorem 5.1 ([49]). Let f W X ! Z be a Q-del Pezzo fibration and let f �.o/DmoFo be a
special fiber of multiplicitymo. Thenmo � 6 and all the cases 1 �mo � 6 occur. Moreover,
the possibilities for the local behavior of Fo near singular points are described.

The main idea of the proof is to apply the orbifold Riemann–Roch formula (4.1.1)
to the divisor Fo and its multiples.

Example. Suppose that the cyclic group �4 acts on P 1
x � P 1

y � Ct via

.x; yI t / 7�! .y;�x;
p

�1t/:

Then the quotient
X D .P 1

� P 1
� C/=�4 �! Z D C=�4

is the germ of a Q-del Pezzo fibration with central fiber of multiplicity 4.

Another type of Q-del Pezzo fibrations which are investigated relatively well are
those whose central fiber F WD f �1.o/ is reduced, normal, and has “good” singularities.
ThenX can be viewed as a one-parameter smoothing of F . The total space of this smoothing
must be Q-Gorenstein and F can be viewed as a degeneration of a general fiber (smooth del
Pezzo surface) in a Q-Gorenstein family. The most studied class of singularities admitting
Q-Gorenstein smoothings is the class of singularities of type T.
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Definition (Kollár, Shepherd-Barron [40]). A two-dimensional quotient singularity is said
to be of type T if it admits a smoothing in a one-parameter Q-Gorenstein family X ! B .

In this case, by the inversion of adjunction [70], the pair .X; F / is plt and the total
family X is terminal. Conversely, if X 3 P is a Q-Gorenstein point and F is an effective
Cartier divisor at P such that the pair .X; F / is plt, then F 3 P is a T-singularity and the
point X 3 P is terminal. Singularities of type T and their deformations were studied by
Kollár and Shepherd-Barron [40]. In particular, they proved that any T-singularity is either a
Du Val point or a cyclic quotient of type 1

m
.q1; q2/ with

gcd.m; q1/ D gcd.m; q2/ D 1; .q1 C q2/
2

� 0 mod m:

Minimal resolutions of these singularities are also described [40, § 3].
Thus to study Q-del Pezzo fibrations whose central fiber has only quotient singular-

ities, one has to consider Q-Gorenstein smoothings of del Pezzo surfaces with singularities
of type T. The important auxiliary fact here is the unobstructedness of deformations:

Proposition 5.2 ([13, 41]). Let F be a projective surface with log canonical singularities
such that �KF is big. Then there are no local-to-global obstructions to deformations of F .
In particular, if F has T-singularities, then F admits a Q-Gorenstein smoothing.

Theorem 5.3 (Hacking–Prokhorov [13]). Let F be a projective surface with quotient singu-
larities such that �KF is ample, ¡.F / D 1, and F admits a Q-Gorenstein smoothing. Then
F belongs to one of the following:

• 14 infinite sequences of toric surfaces (see below);

• partial smoothing of a toric surface as above;

• 18 sporadic families of surfaces of index � 2 [2].

Toric surfaces appearing in the above theorem are determined by a Markov-type
equation. More precisely, for K2

F � 5 these surfaces are weighted projective spaces given
by the following table:

K2
F F Markov-type equation
9 P .a2; b2; c2/ a2 C b2 C c2 D 3abc

8 P .a2; b2; 2c2/ a2 C b2 C 2c2 D 4abc

6 P .a2; 2b2; 3c2/ a2 C 2b2 C 3c2 D 6abc

5 P .a2; b2; 5c2/ a2 C b2 C 5c2 D 5abc

and forK2 � 4 they are certain abelian quotients of the weighted projective spaces as above.
Note, however, that in general we cannot assert that, for central fiber F of a Q-del Pezzo
fibration, the condition ¡.F / D 1 holds. Some partial results in the case ¡.F / > 1 where
obtained in [60]. In particular, [60] establishes the existence of Du Val general elephant for
Q-del Pezzo fibrations with “good” fibers:

2332 Yu. Prokhorov



Theorem 5.4. Let f W X ! .Z 3 o/ be a Q-del Pezzo fibration over a curve germ Z 3 o.
Assume that the fiber f �1.o/ is reduced, normal, and has only log terminal singularities.
Then the general elephantD 2 j�KX j is Du Val.

Theorem 5.3 gives a complete answer to the question posed by M. Manetti [41]:

Corollary 5.5 ([13]). Let X be a projective surface with quotient singularities which admits
a smoothing to P 2. Then X is a Q-Gorenstein deformation of a weighted projective plane
P .a2; b2; c2/, where the triple .a; b; c/ is a solution of the Markov equation

a2
C b2

C c2
D 3abc:

Results similar to Theorem 5.3 were obtained for Q-del Pezzo fibrations whose
central fiber is log canonical [62]. However, in this case the classification is not complete.

6. Extremal curve germs

To study Mori contractions with fibers of dimension � 1, it is convenient to work
with analytic threefolds and to localize to situation near a curve contained in a fiber.

Definition 6.1. Let .X � C/ be the analytic germ of a threefold with terminal singularities
along a reduced connected complete curve. Then .X � C/ is called an extremal curve germ
if there exists a contraction

f W .X � C/ �! .Z 3 o/

such that C D f �1.o/red and �KX is f -ample. The curve C is called the central fiber of
the germ and Z 3 o is called the target variety or the base of .X � C/. An extremal curve
germ is said to be irreducible if such is its central fiber.

In the definition above, we do not assume that X is Q-factorial or ¡.X=Z/ D 1.
This is because Q-factoriality typically is not a local condition in the analytic category (see
[32, § 1]). There are three types of extremal curve germs:

• flipping if f is birational and does not contract divisors;

• divisorial if the exceptional locus is two-dimensional;

• Q-conic bundle germ if the target variety Z is a surface.

If a divisorial curve germ is irreducible, then the exceptional locus of the corresponding
contraction is a Q-Cartier divisor and the target variety Z has terminal singularities [51, §3].
In general, this is not true. It may happen that the exceptional locus is a union of a divisor
and some curves.

As an example, we consider the case where X has singularities of indices 1 and 2.

Theorem 6.2 ([47]). Let .X � C/ be a Q-conic bundle germ over a smooth base. Assume
thatX is not Gorenstein and 2KX is Cartier. ThenX can be embedded to P .1; 1; 1; 2/� C2
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and given there by two quadratic equations. In particular, the point P 2 X of index 2 is
unique, the curve C has at most 4 components, all of them pass through P .

Theorem 6.3 ([38]). Let .X � C/ be a flipping extremal curve germ and let

.X � C/

f

++

// .XC � CC/

f C

rr
.Z 3 o/

be the corresponding flip. Assume that 2KX is Cartier. Then .Z 3 o/ is the quotient of the
isolated hypersurface singularity®

x1x3 C x2�.x
2
2 ; x4/ D 0

¯
3 0

by the �2-action given by the weights .1; 1; 0; 0/. The contraction f (resp. f C) is the quo-
tient of the blowup of the plane ¹x2 D x3 D 0º (resp. ¹x1 D x2 D 0º) by �2. In particular,
X contains a unique point of index 2 and the central fiber C is irreducible. The variety XC

is Gorenstein.

A similar description is known for divisorial extremal curve germs of index 2
[38, § 4].

First properties. Let .X � C/ be an extremal curve germ and let f W .X � C/! .Z 3 o/

be the corresponding contraction. For any connected subcurve C 0 � C , the germ .X � C 0/

is again an extremal curve germ. If, moreover, C 0 ¤ C , then .X � C 0/ is birational. By the
Kawamata–Viehweg vanishing theorem,

R1f�OX D 0 (6.3.1)

(see, e.g., [35]). As a consequence, one has pa.C 0/� 0 for any subcurveC 0�C . In particular,
C D

S
Ci is a “tree” of smooth rational curves. Furthermore,

Pic.X/ ' H 2.X;Z/ ' Z˚n; (6.3.2)

where n is the number of irreducible components of C . For more delicate properties of
extremal curve germs, one needs to know the cohomology of the dualizing sheaf, see [44,47]:

R1f�¨X D

8<: 0; if f is birational;

¨Z ; if f is Q-conic bundle and Z is smooth:
(6.3.3)

Definition. An irreducible extremal curve germ .X � C/ is (locally) imprimitive at a point
P if the inverse image of C under the index-one cover .X] 3 P ]/ ! .X 3 P / splits.

Theorem 6.4 ([44, 47]). Let .X � C/ be an extremal curve germ and let C1; : : : ; Cn be
irreducible components of C .

• Each Ci contains at most 3 singular points of X .

• Each Ci contains at most 2 non-Gorenstein points ofX and at most 1 point which
is imprimitive for .X � Ci /.

2334 Yu. Prokhorov



• If X is Gorenstein at the intersection point P D Ci \ Cj , Ci ¤ Cj , then X is
smooth outside P and .X � C/ is a Q-conic bundle germ over a smooth base.

To prove the first assertion, one needs to analyze the conormal sheaf IC =I
2
C and use

the vanishing H 1.OX=J / D 0 for any J � OX with Supp.OX=J / D C (see [44, 55]). For
the second assertion, one can use topological arguments based on (1.2.1) (see [55]). For the
last assertion, we refer to [44, 1.15], [37, 4.2], and [55, 4.7.6]

The techniques applied in the proof of the above proposition allow obtaining much
stronger results. In particular, they alow classifying all the possibilities for the local behavior
of an irreducible germ .X � C/ near a singular point P [44]. Thus, according to [44] and
[47], the triple .X � C 3 P / belongs to one of the following types:

.IA/; .IC/; .IIA/; .IIB/; .IA_/; .II_/; .ID_/; .IE_/; .III/:

Here the symbol _ means that .X � C 3 P / is locally imprimitive, the symbol II means that
.X 3 P / is a terminal point of exceptional type cAx/4 (see Proposition 3.2), and III means
that .X 3 P / is an (isolated) cDV-point.

For example, a triple .X �C 3P / is of type (IC) if there are analytic isomorphisms

.X 3 P / ' C3
y1;y2;y4

=�m.2;m � 2; 1/; C '
®
ym�2

1 � y2
2 D y4 D 0

¯
=�m;

where m is odd and m � 5. For definitions other types, we refer to [44] and [47].

6.1. Construction of germs by deformations
Let .X � C/ be an extremal curve germ and let f W X ! .Z 3 o/ be the corre-

sponding contraction. Denote by jOZ j the infinite-dimensional linear system of hyperplane
sections passing through o and let jOX j WD f �jOZ j. The general hyperplane section of
.X � C/ is the general member H 2 jOX j. The divisor H contains much more informa-
tion on the total space than a general elephantD 2 j�KX j. However, the singularities ofH
typically are more complicated, in particular,H can be nonnormal.

The variety X (resp. Z) can be viewed as the total space of a one-parameter defor-
mation ofH (resp.HZ WD f .H/). We are going to reverse this consideration.

Construction (see [38, § 11], [44, § 1b]). Suppose we are given a normal surface germ
.H � C/ along a proper curveC and a contraction fH WH !HZ such that C is a fiber and
�KH is fH -ample. Let P1; : : : ; Pr 2 H be all the singular points. Assume also that near
each Pi there exists a small one-parameter deformation Hi of a neighborhood Hi of Pi in
H such that the total space Hi has a terminal singularity at Pi . The obstruction to globalize
deformations

‰ W Def.H/ �!

Y
Pi2Sing.H/

Def.H;Pi /

lies inR2f�TH , where TH D Hom .�H ;OH / is the tangent sheaf ofH . SinceR2f�TH D 0

due to dimension reasons, the morphism ‰ is smooth, and so there exists a global one-
parameter deformation H ofH inducing a local deformation of Hi near Pi .

2335 Effective results in the three-dimensional minimal model program



Then we have a threefold X WD H � C with H 2 jOX j such that locally near Pi

it has the desired structure and one can extend fH to a contraction f W X ! Z which is
birational (resp. a Q-conic bundle) ifHZ is a surface (resp. a curve).

Example. Consider a rational curve fibration f QH W QH ! HZ over a smooth curve germ
HZ 3 o, where QH is a smooth surface such that the fiber over o has the following weighted
dual graph:

�2
�

�1
�

�3
ı

�2
ı

�3
ı

�1
�

ı
�3

�
�1

Contracting the curves corresponding to the white vertices � and ı, we obtain a singular
surface H and a KH -negative contraction fH W H ! HZ whose fiber over o is a curve
C � H having three irreducible components that correspond to the black vertices �. The
singular locus of H consists of a Du Val point P0 2 H of type A1 and a log canonical
singularity P 2 H whose dual graph is formed by the white circle vertices ı. Both P0

and P have 1-parameter Q-Gorenstein smoothings [38, Computation 6.7.1]. Applying the
above construction to H � C , we obtain an example of a Q-conic bundle contraction
f W .X � C/ ! .Z 3 o/ with a unique non-Gorenstein point which is of type cD/3. If
we remove the .�2/-curve corresponding to � on the left-hand side of the graph, we get
a birational contraction of surfaces f 0H W H 0 ! H 0Z . Applying the same construction to
H 0 � C , we obtain an example of a divisorial contraction. Similarly, removing further one
of the .�1/-curves, we get a flip.

7. Extremal curve germs: general elephant

Theorem 7.1 (Mori [44], Kollár–Mori [38], Mori–Prokhorov [50]). Let .X � C/ be an irre-
ducible extremal curve germ. Then the general memberD 2 j�KX j has only Du Val singu-
larities.

The existence of a Du Val elephant for extremal curve germs with reducible central
fiber is not known at the moment. See Theorem 9.2 below for partial results in this direction.

Comment on the proof. Essentially, there are three methods to find a good elephant
D 2 j�KX j. We outline them below.

7.1. Local method
As in Proposition 3.2, near each non-Gorenstein point Pi 2 X take a local general

elephant Di 2 j�K.X3Pi /j. Since Di is general, we have Di \ C D ¹Pi º. Then we can
regardD WD

P
Di as a Weil divisor onX . By the construction,KX CD is a Cartier divisor

near each Pi , hence it is Cartier everywhere. In some cases it is possible to compute the
intersection numbersDi �C and show thatD �C <1. Thenwemay assume thatKX CD� 0

by (6.3.2) and so D is a Du Val anticanonical divisor. For example, this method works for
extremal curve germs described in Theorems 6.2 and 6.3, as well as in Example 7.3 below.
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7.2. Extension from S 2 j�2KX j

In some cases, the above approach does not work, but it allows showing the existence
of a klt 2-complement S 2 j�2KX j such that dim.D \ C/ D 0. Then one can try to extend
a good element from the surface S . The crucial fact here is that the natural map

� W H 0
�
X;OX .�KX /

�
�! H 0

�
S;OS .�KX /

�
D ¨S

is surjective if .X;C / is birational and surjective modulo�2
S if .X;C / is a Q-conic bundle.

This immediately follows from (6.3.3). Details can be found in [38, § 2] and [50].

7.3. Global method
Finally, in the most complicated cases, none of the above methods work. Then one

needs more subtle techniques which require detailed analysis of singularities and infinitesi-
mal structure ofX alongC [44, §§ 8–9]. Then, roughly speaking, the good sectionD 2 j�KX j

is recovered as the formal Weil divisor lim
 �

Cn of the completion X^ of X along C , where
Cn are subschemes with supportC constructed by using certain inductive procedure [44, § 9].

As a consequence of Theorem 7.1, in the Q-conic bundle case, one obtains the
following fact which proves Iskovskikh’s conjecture [24].

Corollary 7.2. Let .X � C/ be a Q-conic bundle germ over .Z 3 o/, where C can be
reducible. Then .Z 3 o/ is a Du Val singularity of type An (or smooth).

This result is very useful for applications to the rationality problem of three-dimen-
sional varieties having conic bundle structure [24,61] and some problems of biregular geom-
etry [58,59].

It turns out that the structure of Q-conic bundle germs over a singular base .Z 3 o/

is much simpler and shorter than others. In fact, these germs can be exhibited as certain
quotients of Q-conic bundles of index � 2 (see Theorem 6.2). A complete classification of
such germs was obtained in [47,48]. Here is a typical example.

Example 7.3. Let the group �n act on C2
u;v and P 1

x;y � C2
u;v via

.x W yIu; v/ 7�! .x W �ayI �u; ��1v/;

where � D �n D exp.2�i=n/ and gcd.n; a/ D 1. Then the projection

f W X D .P 1
� C2/=�n �! Z D C2=�n

is a Q-conic bundle. The varietyX has exactly two singular points which are terminal cyclic
quotients of type 1

n
.1;�1;˙a/. The surface Z has at 0 a Du Val point of type An�1.

McKernan proposed a natural higher-dimensional analogue of Corollary 7.2:

Conjecture 7.4. Let f W X ! Z be a K-negative contraction such that ¡.X=Z/ D 1 and
X is "-lc, that is, all the coefficients in (1.1.1) satisfy ai � �1C ". Then Z is ı-lc, where ı
depends on " and the dimension.

A deeper version of this conjecture which generalizes Theorem 5.1 and uses the
notion was proposed by Shokurov. He also suggested that the optimal value of ı, in the
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case where singularities of X are canonical and f has one-dimensional fibers, equals 1=2.
Recently, this was proved by J. Han, C. Jiang, and Y. Luo [17].

Once we have a Du Val general elephants, all extremal curve germs can be divided
into two large classes which will be discussed separately in the next two sections.

Definition 7.5. Let .X � C/ be an extremal curve germ and let f W X ! .Z 3 o/ be the
corresponding contraction. Assume that the general memberD 2 j�KX j is DuVal. Consider
the Stein factorization:

fD W D �! D0 �! f .D/ .putD0 D f .D/ if f is birational/:

Then the germ .X � C/ is said to be semistable if D0 has only (Du Val) singularities of
type An. Otherwise, .X � C/ is called exceptional.

8. Semistable germs

Let .X � C/ be an irreducible extremal curve germ. By Theorem 7.1, the general
memberD 2 j�KX j is DuVal. In this section we assume that .X �C/ is semistable. Exclud-
ing simple cases, we assume also thatX is not Gorenstein [12] and .X � C/ is not a Q-conic
bundle germ over a singular base [47,48]. According to Theorem 6.4, the threefold X has at
most two non-Gorenstein points. Thus the following case division is natural:

Case (k1A): the set of non-Gorenstein points consists of a single point P ;

Case (k2A): the set of non-Gorenstein points consists of exactly two points P1, P2.

Proposition 8.1. In the above hypothesis, for the general member H 2 jOX j, the pair
.X; H C D/ is lc. If, moreover, D � C , then H is normal and has only cyclic quotient
singularities. In this case the singularities ofH are of type T.

The proof uses the inversion of adjunction [70] to extend a general hyperplane section
fromD to X (see [51, Proposition 2.6]).

For an extremal curve germ of type (k2A), any member D 2 j�KX j contains C
[38]. Hence the general hyperplane sectionH 2 jOX j has only T-singularities and X can be
restored as a one-parameter deformation space ofH . In this caseX has no singularities other
than P1, P2. Moreover, .X � C/ cannot be a Q-conic bundle germ [47,50]. The birational
germs of type (k2A) were completely described by Mori [46]. He gave an explicit algorithm
for computing divisorial contractions and flips in this case.

The structure of extremal curve germs of type (k1A) is more complicated. They
were studied in [51]. In particular, the general hyperplane section H 2 jOX j was computed.
However, [51] does not provide a good description of the infinitesimal structure of X along
C or an algorithm similar to [46]. This was done only in a special situation in [14]. Note that
in the case (k1A) a general memberH 2 jOX j can be nonnormal.
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Examples. Similar to the example in Section 6.1, consider a surface germ H � C ' P 1

whose dual graph has the following graph of the minimal resolution:

�1
�

�7
ı

�2
ı

�2
ı

�2
ı

where � is a .�1/-curve. The chain formed by white circle vertices ı corresponds to a T-
singularity of type 1

25
.1; 4/. The whole configuration can be contracted to a cyclic quotient

singularityHZ 3 o of type 1
21
.1; 16/. Since this is not a T-singularity, the induced threefold

contraction must be flipping.

9. Exceptional curve germs

In this section we assume that .X � C/ is an exceptional irreducible extremal curve
germ. As in the previous section we also assume that X is not Gorenstein and .X � C/ is
not a Q-conic bundle germ over a singular base. According to the classification [38,44,50],
the germ .X � C/ belongs to one of following types:

• X has a unique non-Gorenstein point P which is of type cD/2, cAx/2, cE/2, or
cD/3 and .X � C/ is of type (IA) at P ;

• X has a unique non-Gorenstein point P which is of exceptional type cAx/4 and
.X � C/ is of type (IIA), .II_/, or (IIB) at P ;

• X has a unique singular point P which is a cyclic quotient singularity of index
m � 5 (odd) and .X � C/ is of type (IC) at P ;

• X has two singular points of indices m � 3 (odd) and 2, then .X � C/ is said to
be of type (kAD);

• X has three singular points of indicesm � 3 (odd), 2 and 1, then .X � C/ is said
to be of type (k3A).

In each case the general elephant is completely described in terms of its minimal resolution:

Theorem 9.1 ([38,50]). In the above hypothesis assume that the general elementD 2 j�KX j

contains C . Then the dual graph of .D � C/ is one of the following, where white vertices
ı denote .�2/-curves on the minimal resolution ofD and the black vertex � corresponds to
the proper transform of C :

.IC/ ı � � � � � ı„ ƒ‚ …
m�3�2

ı ı

�

.IIB/ ı

ı ı ı ı �

.kAD/ ı

ı � � � � � ı � ı � � � ı ı

.k3A/ ı

ı � � � � � ı � ı
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Exceptional irreducible extremal curve germs are well studied (see [38,55], and ref-
erences therein). For flipping ones, the general hyperplane sectionH 2 jOX j is normal and
has only rational singularities. It is computed in [38] and the flip is reconstructed as a one-
parameter deformation space ofH . For divisorial andQ-conic bundle germs, the situation is
more complicated. Then the general hyperplane sectionH can be nonnormal (see, e.g., [54]).
Nevertheless, in almost all cases, except for types (kAD)and (k3A), there is a description of
H 2 jOX j and infinitesimal structure of these germs. For convenience of reference, in the
table below we collect the known information on the exceptional irreducible extremal curve
germs.

Type .X; C / References
index 2 germs divisorial, Q-conic bundle [38, § 4], [47, § 12], [51, § 7]

cD/3 flip, divisorial [38, § 6], [51, § 4]

(IC) flip, Q-conic bundle (only for m D 5) [38, § 8], [52]
(IIA) flip, divisorial, Q-conic bundle [38, § 7], [53,54]
(IIB) divisorial, Q-conic bundle [52]

.II_/ divisorial, Q-conic bundle [38, 4.11.2], [47]
(kAD) flip, divisorial, Q-conic bundle [38, § 9], [45,47,50]
(k3A) divisorial, Q-conic bundle [38, § 5], [47,50]

Detailed analysis of the local structure of exceptional extremal curve germs allows extending
the result of Theorem 7.1 to the case of reducible central fiber containing an exceptional
component:

Theorem 9.2 (Mori–Prokhorov [56]). Let .X � C/ be an extremal curve germ such that C
is reducible and satisfies the following condition:

(*) each component Ci � C contains at most one point of index > 2.

Then the general member D 2 j�KX j has only Du Val singularities. Moreover, for each
irreducible component Ci � C with two non-Gorenstein points or of types (IC) or (IIB), the
dual graph of .D;Ci / has the same form as the irreducible extremal curve germ .X � Ci /.

The proof uses the extension techniques of sections of j�KX j from a good member
S 2 j�2KX j (see Section 7.2).

10. Q-Fano threefolds

In arbitrary dimension, Q-Fano threefolds are bounded, i.e., they are contained in
fibers of a morphism of schemes of finite type. This is a consequence of the much more
general fact [4]. In dimension 3, there are effective results based on the orbifold Riemann–
Roch formula (4.1.1) and Bogomolov–Miyaoka inequality applied to the restriction of the
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reflexive sheaf .�1
X /
__ to a sufficiently general hyperplane section [33]. In particular, com-

bining (4.1.1) with Serre duality, we obtain

�.OX / D
1

24

�
�KX � c2.X/C

X
P

�
mP �

1

mp

��
where mP is the index of a virtual quotient singularity of X [66]. Since X is Q-Fano,
by Kawamata–Viehweg vanishing theorem [35], one has �.OX / D 1. Arguments based on
Bogomolov–Miyaoka inequality show that �KX � c2.X/ is positive (see [33]). This gives an
effective bound of the indices of singularities of X . Similarly, one can get an upper bound
of the anticanonical degree �K3

X . Moreover, analyzing the methods of [33], it is possible to
enumerate Hilbert series of all Q-Fano threefolds. This information is collected in [6] in a
form of a huge computer database of possible “candidates.” It was extensively explored by
many authors, basically to obtain lists of examples representing Q-Fano threefolds as subva-
rieties of small codimension in a weighted projective space (see, e.g., [7, 21] and references
therein).

Examples. • There are 130 (resp. 125) families of Q-Fano threefolds that are
representable as hypersurfaces (resp. codimension 2 complete intersections) in
weighted projective spaces [6,21].

• Toric Q-Fano threefolds are exactly weighted projective spaces P .3; 4; 5; 7/,
P .2; 3; 5; 7/, P .1; 3; 4; 5/, P .1; 2; 3; 5/, P .1; 1; 2; 3/, P .1; 1; 1; 2/, P 3 D P .1; 1;

1;1/, and the quotient ofP 3 by�5 that acts diagonally with weights .1;2;3;4/ [6].

Although the classification is very far from completion, there are several systematic
results. For example, the optimal upper bound of the degree �K3

X of Q-Fano threefolds was
obtained in [58]. IfX is singular, it is equal to 125=2 and achieved for the weighted projective
space P .1; 1; 1; 2/. The lower bound of the degree equals 1=330 [8] and is achieved for a
hypersurface of degree 66 in P .1; 5; 6; 22; 33/. It is known that, under certain conditions,
General Elephant Conjecture 3.1 holds for Q-Fano threefolds modulo deformations [67].
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1. Introduction

Let X be an algebraic variety over a field k and X.k/ the set of its rational points.
The search for explicit descriptions of the set X.k/ when k is a number field is one

of the oldest themes of number theory. A modern point of view on this problem consists
in embedding X.k/ diagonally into the topological space X.Ak/ of adelic points of X and
attempting to identify its topological closure. By general principles that were formulated
by Lang after the works of Mordell, Weil, and Siegel, the answer is expected to depend
in a crucial manner on the geometry of X . For instance, assuming that X is smooth and
projective and that an embedding k ,! C is given, the set X.k/ is conjectured to be finite if
the complex varietyXC is hyperbolic (see [71]). One may then seek to count, list, or bound its
elements. At the other end of the spectrum, ifXC is a rationally connected smooth projective
variety in the sense of Campana [12] and Kollár–Miyaoka–Mori [69], then one expects that
the setX.k/ is Zariski dense inX whenever it is nonempty; more precisely, by a conjecture of
Colliot-Thélène, the closure of X.k/ in X.Ak/ should coincide in this case with the Brauer–
Manin set X.Ak/Br.X/ defined by Manin [76]. This far-reaching conjecture encompasses in
particular the inverse Galois problem, and its refinement the Grunwald problem (see [28,33,

36], [95, §3.5]).
Criteria for the existence of rational points on X are also of relevance outside of

number theory, when k is no longer assumed to be a number field. For instance, the Graber–
Harris–Starr theorem [34], a central result in the theory of rational curves on complex alge-
braic varieties, is equivalent to the statement that X.k/ ¤ ¿ if k is the function field of a
complex curve and X is a rationally connected variety. (We say that X is rationally con-
nected to mean that for any algebraically closed field extension K of k, the variety XK

over K is rationally connected in the sense of [12, 69].) As another example, if X is a real
algebraic variety with no real point and k denotes the function field of the real conic given by
x2 C y2 D �1, the existence of a geometrically rational curve onX—a property conjectured
by Kollár to hold whenever X is a positive-dimensional rationally connected variety—is
equivalent to the statement that X.k/ ¤ ¿.

The results we discuss in this expository article concern the existence of rational
points in two very distinct contexts, leading to the following two concrete theorems, obtained
in collaboration with Yonatan Harpaz and with Olivier Benoist, respectively. As we shall see,
their proofs roughly follow, perhaps somewhat surprisingly, a common general strategy.

Theorem A (see [50]). Let G be a finite nilpotent group. Let k be a number field.

(1) There exist Galois extensions K=k with Galois group G.

(2) If v1; : : : ; vn are pairwise distinct places of k none of which is a finite place
dividing the order of G, and w1; : : : ; wn are places of K above v1; : : : ; vn,
then in (1), one can require that the extensions Kwi

=kvi
be isomorphic to any

prescribed collection of Galois extensions of kv1 ; : : : ; kvn whose Galois groups
are subgroups of G.
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Theorem B (see [6]). Let X be a smooth, proper variety over R. Let " W S1 ! X.R/ be
a continuous map. Assume that X is birationally equivalent to a homogeneous space of a
linear algebraic group over R. Then there exist morphisms of algebraic varieties P1

R ! X

that induce maps P1.R/ D S1 ! X.R/ arbitrarily close to " in the compact-open topology.

Theorem A (1) was first proved by Shafarevich in his seminal work on the inverse
Galois problem for solvable groups (see [82, Chapter IX, § 6]; it should be noted that nilpotent
groups form the most difficult case in his proof); the proof given in [50] is independent from
his and has a geometric flavour. Theorem A (2), on the other hand, was new in [50] and was
not accessible with Shafarevich’s methods.

As far as we know, Theorem B might hold under the sole assumption that X is
rationally connected. This is a question we raise in [6]. TheoremB provides the first examples
of a positive answer to it for varieties that are not R-rational (indeed, not even C-rational).
For R-rational varieties, the conclusion of Theorem B was previously shown, by Bochnak
and Kucharz [8], to follow from the Stone–Weierstrass theorem.

The first step in the proofs of Theorems A and B consists in strengthening and
reformulating the desired conclusion in terms of the existence of suitable rational points
on suitable varieties over suitable fields. In the case of Theorem A, the varieties in ques-
tion are homogeneous spaces of SLn over number fields; for the proof, though not for the
statement, it is crucial to not restrict to homogeneous spaces that have rational points (i.e., to
homogeneous spaces of the form SLn=G). In the case of TheoremB, the varieties in question
are homogeneous spaces of linear algebraic groups, over the rational function field R.t/; for
the proof, though not for the statement, it is crucial to not restrict to homogeneous spaces
or algebraic groups that are defined over R. In the remainder of the proofs of Theorems A
and B, one establishes the validity of these strengthened formulations by combining geo-
metric dévissages of the underlying algebraic varieties with two general tools: the descent
method and the fibration method. The fibration method, whose first instance can be found in
the work of Hasse on the local–global principle for quadratic forms, consists in reducing the
desired property for a variety V endowed with a morphism p W V ! B with geometrically
irreducible generic fibre to the same property forB and for a collection of smooth fibres of p.
The descent method, which goes back to Fermat, attempts to reduce the desired property for
a variety V endowed with a torsor p W W ! V under a (possibly disconnected) linear alge-
braic group over k to the same property forW and for all of its twists. It was developed in the
context of elliptic curves, for torsors under finite abelian groups, by Mordell, Cassels, and
Tate, and the setup was later extended to torsors under positive-dimensional linear algebraic
groups by Colliot-Thélène and Sansuc, Skorobogatov, Harari.

We take Theorems A and B as excuses leading us to the general study of rational
points on rationally connected varieties defined over number fields or over function fields of
real curves. We discuss recent advances in the fibration and descent methods in these two
contexts in Sections 2 and 3, stating along the way the main open questions that surround
Theorems A and B and their proofs. We then turn, in Section 4, to function fields of p-adic
curves, and speculate about the existence of a p-adic analogue of the “tight approximation”
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property discussed in Section 3 that would enable one to exploit fibration and descent meth-
ods in the study of rational curves over p-adic fields and more generally of rational points
over function fields of p-adic curves.

2. Solvable groups and the Grunwald problem in inverse

Galois theory

2.1. Homogeneous spaces
It is the following general theorem about the arithmetic of homogeneous spaces of

linear algebraic groups that underlies Theorem A.

Theorem 2.1. Let V be a homogeneous space of a connected linear algebraic group L over
a number field k. Let X be a smooth compactification of V . Let Nv 2 V. Nk/. Assume that the
group of connected components G of the stabiliser of Nv is supersolvable, in the sense that it
possesses a normal series 1 D G0 C � � � C Gm D G such that the quotients GiC1=Gi are
cyclic while the subgroups Gi are normal in G and are stable under the natural outer action
of Gal. Nk=k/ on G. Then the subset X.k/ is dense in X.Ak/Br.X/.

Here and elsewhere, by “compactification of V ,” we mean a proper variety over k

that contains V as a dense open subset; we do not require that the algebraic group L act
on the compactification. Examples of supersolvable groups with respect to the trivial outer
action of Gal. Nk=k/ include finite nilpotent groups and dihedral groups. With a nontrivial
outer action of Gal. Nk=k/, however, even abelian groups need not be supersolvable. Previous
work of Borovoi [10] nevertheless establishes the conclusion of Theorem 2.1 in many cases
where the stabiliser of Nv is abelian but not necessarily supersolvable.

Theorem 2.1 can be found in [50, Théorème B] in the particular case where L is
semi-simple simply connected and the stabiliser of Nv is finite, and in [51, Corollary 4.5] in
general. To deduce Theorem A from it, embed G into SLn.k/ for some n, take L D SLn

and V D SLn=G and let H denote the set of points of V above which the fibre of the étale
cover � W L ! V is irreducible. The function field of the fibre of � above any rational
point contained in H is a Galois extension of k with Galois group G. On the other hand,
by a theorem of Ekedahl [33], the density of X.k/ in X.Ak/Br.X/ implies that of X.k/ \ H

in X.Ak/Br.X/. Thus, Theorem 2.1 ensures the existence of Galois extensions K=k with
Galois groupG having a local behaviour prescribed by any element of the Brauer–Manin set
X.Ak/Br.X/; that is, one may freely prescribe the completions of K at any finite set of places
of k, as long as these prescriptions satisfy a certain global reciprocity condition determined
by Br.X/. By a theorem of Lucchini Arteche [75, § 6], this reciprocity condition imposes, in
fact, no restriction at the places indicated in Theorem A (2).

2.2. Geometry
In the special case where L D SLn and the stabiliser of Nv is a finite group G, the

geometry behind the proof of Theorem 2.1 can be summarised with the following assertion:
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there exist an algebraic torus T over k and a torsor NY ! X Nk under T Nk whose isomorphism
class is invariant under Gal. Nk=k/, such that for any torsor Y ! X under T whose base
change to X Nk is isomorphic to NY , there exist a dense open subset W � Y and a smooth
morphism p W W ! Q to a quasitrivial torus Q (i.e., a torus of the form RE=kGm for a
nonzero étale k-algebra E) whose fibres are homogeneous spaces of SLn with geometric
stabiliser isomorphic to Gm�1. In addition, the morphism p admits a rational section over Nk.

This geometry is the key to a proof of Theorem 2.1 by an induction on m, at each
step of which one applies the descent method and the fibration method, in the form of The-
orems 2.2 and 2.3 below. It should be noted that even if G is embedded into SLn.k/ and
V D SLn=G, the homogeneous spaces of SLn that arise as fibres of p need not possess
rational points. Thus, for the induction to be possible, one cannot restrict the statement of
Theorem 2.1 to homogeneous spaces of the form SLn=G, even though only homogeneous
spaces of this form are relevant for Theorem A.

2.3. Descent
The following theorem, which was established in [50] and can also be deduced

from [13], is the definitive statement of descent theory in the case of smooth and proper
rationally connected varieties over number fields. For geometrically rational X , this theo-
rem is due to Colliot-Thélène and Sansuc [25]. The homogeneous spaces of Theorem 2.1 are
not geometrically rational in general (Saltman, Bogomolov; see [26]).

Theorem 2.2. Let X be a smooth and proper rationally connected variety over a number
field k. Let T be a torus over k and NY ! X Nk a torsor under T Nk whose isomorphism class is
invariant under Gal. Nk=k/. Then

X.Ak/Br.X/
D

[
f WY !X

f 0
�
Y 0.Ak/Br.Y

0/
�
;

where the union ranges over the torsors f W Y ! X under T whose base change to X Nk is
isomorphic to NY , and Y 0 denotes a smooth compactification of Y such that f extends to a
morphism f 0 W Y 0 ! X . In particular, if Y 0.k/ is dense in Y 0.Ak/Br.Y

0/ for every such f ,
then X.k/ is dense in X.Ak/Br.X/.

(To bridge the gap between Theorem 2.2 and [50, Théorème 2.1], one needs to know
that X.Ak/Br.X/ ¤ ¿ implies the existence of at least one f . This goes back to [25] and
follows from [102, Theorem 3.3.1], [25, Proposition 2.2.5], [103, (3.3)].)

2.4. Fibration
The following fibration theorem suffices for the proof of Theorem 2.1. It results from

combining a descent with the work of Harari [35] on the fibration method.

Theorem 2.3. Let p W Z ! B be a dominant morphism between irreducible, smooth, and
proper varieties over a number field k, with rationally connected generic fibre. Assume that
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(1) there exist dense open subsets W � Z and Q � B such that Q is a quasitrivial
torus over k and p induces a smooth morphism W ! Q with geometrically
irreducible fibres;

(2) the morphism p admits a rational section over Nk;

(3) for all b 2 B.k/ in a dense open subset of B , the set Zb.k/ is dense in
Zb.Ak/Br.Zb/.

Then Z.k/ is dense in Z.Ak/Br.Z/.

The assumptions of Theorem 2.3 imply that B is k-rational. Under the condition
that B is k-rational, the first two assumptions of Theorem 2.3 are expected to be superfluous
(even under weaker hypotheses on the generic fibre of p than rational connectedness, see [48,

Corollary 9.23 (1)–(2)]), but removing them altogether is a wide-open problem,well connected
with analytic number theory (see [48, § 9], [47]). Removing (2) while keeping (1) might be
within reach, though:

Question 2.4. In the statement of Theorem 2.3, can one dispense with the assumption that p
admit a rational section over Nk?

This would allow one to replace “supersolvable” with “solvable” in the statement
of Theorem 2.1. Indeed, in Section 2.2, the cyclicity of the quotient Gm=Gm�1 plays a rôle
only to ensure the existence of a rational section of p over Nk (see [50, Proposition 3.3 (ii)]).

2.5. An application to Massey products
Theorem 2.1 has concrete applications, over number fields, beyond the inverse

Galois problem: for the homogeneous spaces that appear in its statement, it turns the prob-
lem of deciding the existence of a rational point into the much more approachable question
of deciding the non-vacuity of the Brauer–Manin set. In this way, Theorem 2.1 can be
used to confirm, in the case of number fields, the conjecture of Mináč and Tân on the
vanishing of Massey products in Galois cohomology (see [49]). Indeed, this conjecture—
which posits that for any field k, any prime number p, any integer m � 3 and any classes
a1; : : : ; am 2 H 1.k; Z=pZ/, the m-fold Massey product of a1; : : : ; am vanishes if it is
defined (see [78, 79])—can be reinterpreted, according to Pál and Schlank [83], in terms of
the existence of rational points on appropriate homogeneous spaces of SLn over k (with
n � 0), and it so happens that the geometric stabilisers of these homogeneous spaces are
finite and supersolvable.

3. Rational curves on real algebraic varieties

3.1. A few questions
Let X be a smooth variety over R. The interplay between the topology of the C 1

manifold X.R/ and the geometry of the algebraic variety X lies at the core of classical
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real algebraic geometry. One of the fundamental problems in this area consists in investi-
gating which submanifolds of X.R/ can be approximated, in the Euclidean topology, by
Zariski closed submanifolds. Even for 1-dimensional submanifolds, i.e., disjoint unions
of C 1 loops, various phenomena—of a topological, Hodge-theoretic, or yet more subtle
nature—can obstruct the existence of algebraic approximations (see [4, § 4]). In the case
of 1-dimensional submanifolds, however, all known obstructions vanish when X is ratio-
nally connected. One can thus raise the following questions, in which H

alg
1 .X.R/; Z=2Z/

denotes the image of the cycle class map CH1.X/ ! H1.X.R/; Z=2Z/ defined by Borel
and Haefliger [9].

Questions 3.1. Let X be a smooth, proper, rationally connected variety, over R.

(1) Can all C 1 loops in X.R/ be approximated, in the Euclidean topology, by real
loci of algebraic curves? or even by real loci of rational algebraic curves?

(2) Is H1.X.R/;Z=2Z/ D H
alg
1 .X.R/;Z=2Z/? Is H1.X.R/;Z=2Z/ generated by

classes of rational algebraic curves on X?

The first parts of Questions 3.1 (1) and (2) are in fact equivalent to each other, by
the work of Akbulut and King (see [5, Theorem 6.8]), and were studied in a systematic fash-
ion in [4, 5]. The second part of Question 3.1 (1) is, however, as far as we know, genuinely
stronger than the second part of Question 3.1 (2). We note that in order to formulate the
second part of Question 3.1 (1) precisely, it is better to work with possibly noninjective C 1

maps P1.R/ ! X.R/ rather than with submanifolds of X.R/. Indeed, there are examples
of R-rational surfaces X and of C 1 loops in X.R/ such that the desired rational algebraic
curves necessarily have singular real points (see [68, Theorem 3]).

A specific motivation for Question 3.1 (2) is its analogy with the following questions
in complex geometry raised by Voisin [101] and by Kollár [67]:

Questions 3.2. LetX be a smooth, proper, rationally connected variety, overC. Is the group
H2.X.C/;Z/ generated by homology classes of algebraic curves? Is it generated by homol-
ogy classes of rational algebraic curves?

The two parts of Questions 3.2 are in fact equivalent: Tian and Zong [100] have
shown that the homology class of any algebraic curve on a rationally connected variety overC
is a linear combination of homology classes of rational curves. The real analogue of their
result remains unknown in general. Its validity is an interesting open problem.

The first parts of Questions 3.1 (2) and of Questions 3.2 are in fact related by more
than an analogy: if X is a smooth, proper, rationally connected variety over R such that
X.R/ ¤ ¿ and such that Questions 3.2 admit a positive answer for XC, then the equality
H1.X.R/;Z=2Z/ D H

alg
1 .X.R/;Z=2Z/ is equivalent to the real integral Hodge conjecture

for 1-cycles on X , a property formulated and studied in [4,5].
In a different line of investigation around the abundance of rational curves on ratio-

nally connected varieties, many authors have considered the problem of finding rational
curves through a prescribed set of points, or more generally through a prescribed curvilinear
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0-dimensional subscheme, on any smooth, proper, rationally connected variety X . Over the
complex numbers, such curves exist unconditionally (Kollár, Miyaoka, Mori, see [63, Chap-

ter IV.3]). Over the real numbers, such curves exist under the necessary condition that all the
prescribed points that are real belong to the same connected component of X.R/ (Kollár,
see [64,66]). This problem can be generalised to one-parameter families: given a morphism
f W X ! B with rationally connected generic fibre between smooth and proper varieties,
where B is a curve, one looks for sections of f whose restriction to a given 0-dimensional
subscheme of B is prescribed, thus leading to Questions 3.3 below. For simplicity of nota-
tion, in the statement of Question 3.3 (2), this 0-dimensional subscheme of B is assumed to
be reduced; there is, however, no loss of generality in doing this, since jets of sections can
be prescribed at any higher order by replacing X with a suitable iterated blow-up (see [52,

Proposition 1.4]).

Questions 3.3. Let B be a smooth, proper, connected curve over a field k0. Let X be a
smooth, proper variety over k0, endowed with a flat morphism f W X ! B with rationally
connected generic fibre. Let P � B be a reduced 0-dimensional subscheme. Let s W P ! X

be a section of f over P .

(1) If k0 D C, can s be extended to a section of f ?

(2) If k0 DR and the map sjP.R/ W P.R/ ! X .R/ can be extended to aC 1 section
of f jX .R/ W X .R/ ! B.R/, can then s be extended to a section of f ?

Let X be the generic fibre of f and k the function field of B . The existence of
sections extending any given s as above is equivalent to the density ofX.k/ in the topological
space X.Ak/ D

Q
b X.kb/ of adelic points of X , where the product runs over the closed

points b of B and kb denotes the completion of k at b. This is the weak approximation
property.

TheGraber–Harris–Starr theorem [34] provides a positive answer toQuestion 3.3 (1)
when P D ¿ and it is a conjecture of Hassett and Tschinkel that the answer to this ques-
tion is in the affirmative in general (see [17,52,53,99] for known results). Particular cases of
Question 3.3 (2) were first studied by Colliot-Thélène [14], who conjectured the validity of
weak approximation (i.e., a positive answer to Question 3.3 (2) even without assuming that
sjP.R/ can be extended to a C 1 section of f jX .R/) when X is birationally equivalent to a
homogeneous space of a connected linear algebraic group over k, and proved his conjecture
when the geometric stabilisers are trivial. Scheiderer [94] then proved the same conjecture
when the geometric stabilisers are connected. Ducros [30,31] stated Question 3.3 (2) in these
exact terms, and gave a positive answer when X is a conic bundle surface, or more generally
when there exists a dominant map X ! P1

k
whose generic fibre is a Severi–Brauer variety.

3.2. Tight approximation
The main insight behind the proof of Theorem B is the observation that formulat-

ing a suitable common strengthening of Questions 3.1 and 3.3, through the notion of tight
approximation, can render all of these questions fully amenable to both the descent method
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and the fibrationmethod.We note that Questions 3.1 andQuestions 3.3 are somewhat orthog-
onal in spirit, insofar as the former consider global constraints on curves lying on X , while
the latter are aimed at local constraints.

The idea of establishing a descent method (resp. fibration method) for Question 3.3
(2) already appeared in [31] (resp. [84]), though in [31] and [84] the implementations are sub-
ject to miscellaneous restrictions. The possibility of a descent method and a fibration method
for studying Questions 3.1, however, is new and turns out to require a shift in perspective
from single rationally connected varieties to one-parameter families of such.

Let us illustrate how Questions 3.1 need to be strengthened for a fibration argument
to go through. We start with a dominant morphism p W X ! Y with rationally connected
generic fibre between smooth, proper, rationally connected varieties, over R, and a C 1 loop
 W S1 ! X.R/ that we want to approximate, in the Euclidean topology, by a Zariski closed
submanifold ofX , assuming that we can solve the same problem on Y as well as on the fibres
of p. By assumption, we can approximate p ı  W S1 ! Y.R/ by a C 1 map � W S1 ! Y.R/

with Zariski closed image. The best we can hope to find, then, is a C 1 loop Q W S1 ! X.R/

arbitrarily close to  and such that p ı Q D �. We draw two conclusions:

(1) If such a Q exists, the next and final step is not finding an algebraic approxima-
tion for a C 1 loop in a fibre of p, but, rather, considering the algebraic curve B

underlying �.S1/, viewing Q as a C 1 section of the projection

.X �Y B/.R/ ! B.R/;

and looking for an algebraic section of X �Y B ! B approximating Q . Thus,
even when we start with just two real varieties X and Y , we need to consider
one-parameter algebraic families of fibres of p, rather than single fibres.

(2) Consider the example where p is the blow-up of a surface Y at a real point b

and  meets p�1.b/.R/, transversally. Then for any Q sufficiently close to 

in the Euclidean topology, the loop p ı Q has to go through b. Hence � has to
be required to go through b for a loop Q as above to exist. Thus, a condition of
weak approximation type must be considered in conjunction with Questions 3.1
(as was already noted by Bochnak and Kucharz [8]).

Let us now similarly contemplate a fibration argument in the context of Question 3.3 (2).
We assume that X

f
�! B can be factored as X

p
�! Y

g
�! B , where the variety Y is smooth

and proper over R, the morphism p is dominant with rationally connected generic fibre,
and g is flat. Starting from a section s W P ! X of f over P such that sjP.R/ can be
extended to a C 1 section s0 of f jX .R/, a positive answer to Question 3.3 (2) for g pro-
duces for us a section � of g that extends p ı s. Let Z D p�1.�.B// and let h W Z ! B

denote the restriction of f . At this point, one would like to apply a positive answer to Ques-
tion 3.3 (2) for h to obtain a section of h extending s, thus completing the argument, as
Z � X . In order to do so, one needs to know that sjP.R/ W P.R/ ! Z .R/ can be extended
to a C 1 section of hjZ .R/ W Z .R/ ! B.R/. However, the map hjZ .R/ in general even fails

2354 O. Wittenberg



to be surjective. To correct this problem, one should require, at the very least, that �.B.R//

approximate, in the Euclidean topology, the image of p ı s0 W B.R/ ! Y .R/. Thus, all in all,
an approximation condition in the Euclidean topology has to be considered in conjunction
with Question 3.3 (2).

The above discussion leads to the following definition. (This definition slightly dif-
fers from that given in [6], which considers the more general question of approximating
holomorphic maps by algebraic ones, à la Runge, and which, as a consequence, is useful
also for studying complex curves on complex varieties, without reference to the reals; how-
ever, all of the statements we make below are true with respect to either of the definitions.)

Definition 3.4. Let B be a smooth, proper, connected curve over R. A variety X over
k D R.B/ satisfies the tight approximation property if for any proper model f W X ! B

of X over B with X smooth over R, any reduced 0-dimensional subscheme P � B , any
section s0 W P ! X of f over P and any C 1 section s W B.R/ ! X .R/ of f jX .R/ such
that sjP.R/ D s0jP.R/, there exists a section � W B ! X of f such that � jP D s0jP and such
that � jB.R/ lies arbitrarily close to s in the compact-open topology.

Given a smooth, proper, rationally connected variety X over R, the validity of the
tight approximation property for the variety obtained from X by extension of scalars fromR
to R.t/ implies positive answers to Questions 3.1 for X .

The tight approximation property is (tautologically) a birational invariant, and it
holds for Pn

k
by a theorem of Bochnak and Kucharz [8]. (In [8], weak approximation condi-

tions at complex points are ignored, but they create no additional difficulty.) The next two
results provide more examples of varieties satisfying tight approximation.

3.3. Descent
The following theorem implements the descent method for the tight approximation

property, in full generality (including non-abelian descent, as formalised by Harari and Sko-
robogatov). Its proof, given in [6], builds on the work of Scheiderer [94] and, in the case
where G is finite, on an argument of Colliot-Thélène and Gille [17].

Theorem 3.5. Let k be the function field of a real curve. Let X be a smooth variety over k.
Let G be a linear algebraic group over k. Let f W Y ! X be a left torsor under G. Consider
twists f 0 W Y 0 ! X of f by right torsors under G, over k. If every such Y 0 satisfies the tight
approximation property, then so does X .

3.4. Fibration
The next theorem implements the fibration method for the tight approximation prop-

erty, in full generality. Its proof, contained in [6], makes essential use of the weak toroidal-
isation theorem of Abramovich, Denef, and Karu [1] to establish a version of the Néron
smoothening process (as in [11, 3.1/3]) for higher-dimensional bases—the point being that
in the discussion at the beginning of Section 3.2, the loop Q is easily seen to exist once the
morphism p is smooth along  (see [5, Lemma 6.11]).
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Theorem 3.6. Let k be the function field of a real curve. Let p W Z ! B be a dominant
morphism between smooth varieties over k. If B and the fibres of p above the rational points
of a dense open subset of B satisfy the tight approximation property, then so does Z.

3.5. Homogeneous spaces
We are now in a position to sketch the proof of the following theorem, which in the

“constant case,” i.e., when the algebraic group and the homogeneous space are both defined
over R, immediately implies Theorem B.

Theorem 3.7. Homogeneous spaces of connected linear algebraic groups over the function
field of a real curve satisfy the tight approximation property.

The proof of Theorem 3.7 starts by noting that quasitrivial tori over k are k-rational,
hence satisfy the tight approximation property (since so does Pn

k
). Any torus T can be

inserted into an exact sequence 1 ! S ! Q ! T ! 1 where S is a torus and Q is a
quasitrivial torus. As any twist of Q as a torsor remains isomorphic to Q (Hilbert’s The-
orem 90) and hence satisfies the tight approximation property, we deduce, by the descent
method (Theorem 3.5), that all tori over k satisfy the tight approximation property. Next, as
every connected linear algebraic group over k is birationally equivalent to a relative torus
over a k-rational variety (namely over the variety of maximal tori, when the algebraic group
is reductive), we deduce, by the fibration method (Theorem 3.6), that connected linear alge-
braic groups over k satisfy the tight approximation property. By descent (Theorem 3.5 again),
it follows that homogeneous spaces of connected linear algebraic groups over k satisfy the
tight approximation property when they have a rational point. Finally, it is a theorem of
Scheiderer that homogeneous spaces of connected linear algebraic groups over k satisfy the
Hasse principle with respect to the real closures of k, so that if X denotes such a homoge-
neous space, then X.k/ ¤ ¿ whenever a C 1 section s W B.R/ ! X .R/ as in Definition 3.4
exists. This completes the proof of Theorem 3.7.

3.6. Further comments
Theorem 3.7 implies that homogeneous spaces of connected linear algebraic groups

over the function field of a real curve satisfy weak approximation, as conjectured by Colliot-
Thélène. Indeed, in the notation of Definition 3.4, if X is such a homogeneous space and P

contains the locus of singular fibres of f , Scheiderer’s work implies that f �1.b/.R/ is
nonempty and connected for all b 2 B.R/ n P.R/, so that a C 1 section s W B.R/ ! X .R/

with sjP.R/ D s0jP.R/ always exists.
The main open problem surrounding the notion of tight approximation is the fol-

lowing.

Question 3.8. Let k be the function field of a real curve. Do all rationally connected varieties
over k satisfy the tight approximation property?

Building on Theorems 3.5 and 3.6, the tight approximation property is shown in [6]

to hold for various classes of rationally connected varieties beyond homogeneous spaces
of connected linear algebraic groups. For instance, it holds for smooth cubic hypersurfaces
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of dimension � 2 that are defined over R, thus yielding, for such hypersurfaces, a positive
answer to (the second part of) Question 3.1 (1).

Question 3.8 is open for cubic surfaces over k. EvenQuestion 3.3 (2) is openwhenX

is a cubic surface, although Question 3.3 (1) has an affirmative answer in this case, by a
theorem of Tian [99].

In another direction, Question 3.8 is open for surfaces defined over R, and so is (the
second part of) Question 3.1 (1). By inspecting the birational classification of geometrically
rational surfaces and using the fibration method (Theorem 3.6), one can see that a positive
answer to these questions for surfaces defined over R would follow from a positive answer
for del Pezzo surfaces of degree 1 or 2 defined over R. In these cases, it would suffice, by
an application of the descent method (Theorem 3.5), to know that for any real del Pezzo
surface X of degree 1 or 2, the universal torsors of X , in the sense of Colliot-Thélène and
Sansuc [25], areR-rational whenever they have a real point. This last question, unfortunately,
is verymuch open—even the unirationality of real del Pezzo surfaces of degree 1 is unknown.
In fact, not a single example of a minimal real del Pezzo surface of degree 1 is known to be
unirational. For a description of these surfaces, see [93, § 5].

Naturally, one hopes for the answer to Question 3.8 to be in the affirmative in gen-
eral. This conjecture would have a host of interesting consequences, among which: a version
of the Graber–Harris–Starr theorem over the reals (i.e., a positive answer to Question 3.3 (2)
whenP D ¿); Lang’s widely open conjecture from [70] that the function field of a real curve
with no real point is C1 (see [55, Corollary 1.5] for the implication); and the existence of a
geometrically rational curve on any smooth, proper, rationally connected variety of dimen-
sion � 1 over R.

This last consequence is a conjecture of Kollár, who showed the existence of ratio-
nal curves on those real rationally connected varieties of dimension � 1 that have real points
(see [2, Remarks 20]). For real rationally connected varieties with no real point, it is interest-
ing to consider a weaker property: the existence of a geometrically irreducible curve of even
geometric genus. The latter can be reinterpreted in terms of the real integral Hodge conjec-
ture (see [4]). Using Hodge theory and a real adaptation of Green’s infinitesimal criterion for
the density of Noether–Lefschetz loci, such curves of even genus can be shown to exist on
all real Fano threefolds (see [5]). However, even on smooth quartic hypersurfaces in P4

R, the
existence of geometrically rational curves remains a challenge, as well as the mere existence
of an absolute bound, independent of the chosen quartic hypersurface, on the minimal geo-
metric genus of a geometrically irreducible curve of even geometric genus lying on such a
hypersurface.

4. Function fields of curves over p-adic fields

4.1. Some motivation: rational curves over number fields
Even though the main questions about rational points of rationally connected vari-

eties over number fields and over function fields of real curves are still wide open, the
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Brauer–Manin obstruction and the tight approximation property at least provide rather sat-
isfactory conjectural answers. It would be highly desirable to obtain a similar conjectural
picture for rational points over other fields, for significant classes of varieties—including, at
a minimum, concrete criteria for the existence of rational points.

Over the fieldQ.t/, this would encompass questions about rational curves on ratio-
nally connected varieties overQ, about which very little is known. For example, it is unknown
whether any rationally connected variety of dimension � 1 over Q that possesses a rational
point also contains a rational curve defined over Q. Much more ambitiously, it is unknown
whether any such variety contains enough rational curves to imply the finiteness of the set
of R-equivalence classes of rational points, a question asked in [16, Question 10.12]. (Known
results on this problem are listed after Question 10.12 in [16].) As another example, the reg-
ular inverse Galois problem over Q, which asks for the construction of a regular Galois
extension of Q.t/ with specified Galois group, and which can be reinterpreted as a problem
about the existence of appropriate rational curves on the homogeneous space SLn=G overQ,
is open even for finite nilpotent groups G. All of these problems are currently out of reach.

As a first step towards these questions, let us replace Q with its completions and
turn to rational points over the field Qp.t/ or over its finite extensions.

4.2. Rational curves on varieties over p-adic fields
In the constant case (that is, for varieties obtained by scalar extension from varieties

defined over ap-adic field, i.e., a finite extension ofQp), various existence results are known:

(1) the regular inverse Galois problem over Qp has a positive solution (first proved
by Harbater [39], by “formal patching”; reproved and generalised in different
directions by Pop [91] and by Colliot-Thélène [15]; see also [65,74,80]);

(2) for any smooth, proper, rationally connected variety X over a p-adic field k,
Kollár [64, 66] has shown that the rational points of X fall into finitely many
R-equivalence classes, and that there exist rational curves onX , defined over k,
passing through any finite set of rational points of X that belong to the same
R-equivalence class (with prescribed jets of any given order at these points).

This last statement concerns conditions of weak approximation type that can be imposed on
rational curves on rationally connected varieties over p-adic fields. It would be interesting
to formulate an analogue, in this p-adic context, of the surjectivity of the Borel–Haefliger
cycle class map CH1.X/ ! H1.X.R/;Z=2Z/ (i.e., of Questions 3.1 (2)).

We saw in Section 3 that in order to answer questions about homology classes of
rational curves on real varieties, it can be useful to consider more generally the tight approxi-
mation property, for nonconstant varieties over the function field of a real curve. By analogy,
this gives incentive to investigate the possibility of a p-adic analogue of the tight approx-
imation property for nonconstant varieties over the function field of a curve over a p-adic
field, the validity of which would have consequences for a likely easier to formulate p-adic
integral Hodge conjecture for 1-cycles on varieties over p-adic fields.
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4.3. Quadrics and other homogeneous spaces
In the nonconstant case, even the simplest varieties overQp.t/ lead to difficult prob-

lems when it comes to their rational points. For instance, it is only a relatively recent theorem
of Parimala and Suresh [86], for p ¤ 2, and of Leep [72], based on work of Heath-Brown [54],
for arbitrary p, that every projective quadric of dimension � 7 overQp.t/ possesses a ratio-
nal point. (In the language of quadratic forms, “the u-invariant ofQp.t/ is equal to 8.”) Many
other articles have been devoted to local–global principles for varieties over function fields
of curves over p-adic fields (e.g., [19–21,23,24,37,38,40–46,56–58,77,85,87,88,92,98]).

A patching technique was developed by Harbater, Hartmann and Krashen (“patch-
ing over fields,” a successor to formal patching), and was applied to study rational points
of homogeneous spaces over such fields. It was used, in [42], to give another proof of the
aforementioned theorem of Parimala and Suresh, and, in [23], to establish, more generally,
the local–global principle for the existence of rational points on smooth projective quadrics
of dimension � 1 overQp.t/ (or over a finite extension ofQp.t/), with respect to all discrete
valuations on this field, when p is odd.

4.4. Reciprocity obstructions
Let k be a finite extension of Qp.t/. Let � denote the set of equivalence classes of

discrete valuations (of rank 1) on k and, for v 2 �, let kv denote the completion of k at v.
Let X be an irreducible, smooth and proper variety over k. We embed X.k/ diagonally into
the product topological space

Q
v2� X.kv/, which we shall also denoteX.Ak/ (recall thatX

is proper).
We now explain how, building on the work of Bloch–Ogus and of Kato, an analogue

of the Brauer–Manin obstruction can be set up in this context. These ideas, which are due
to Colliot-Thélène, appear in print, and are put to use, in [24, § 2.3], in a very slightly dif-
ferent (equicharacteristic) situation. We refer the reader to [24, § 2.3] for more details. (The
“reciprocity obstructions” of [37, § 4] are weaker than those we discuss here.)

Our goal is thus to define, in complete generality, a closed subsetX.Ak/rec � X.Ak/

containing X.k/, using on the one hand a reciprocity law coming from k and on the other
hand an analogue of the Brauer group of X .

Grothendieck’s purity theorem for the Brauer group equates Br.X/ with the unram-
ified cohomology group H 2

nr.X=k; Q=Z.1//. We recall the definition of unramified coho-
mology: for any irreducible smooth variety V over a field K of characteristic 0 and any
torsion Galois module M over K, the group H

q
nr.V=K; M/ is the subgroup of the Galois

cohomology groupH q.K.V /;M/ consisting of those classes whose residues along all codi-
mension 1 points of V vanish. It is the unramified cohomology group H 3

nr.X=k;Q=Z.2//

that will serve as a substitute for Br.X/ here. (The shift in degree is explained by the fact that
the field k has cohomological dimension 3 while number fields have virtual cohomological
dimension 2.) For any field extension K=k, Bloch–Ogus theory provides an evaluation map
H 3

nr.X=k;Q=Z.2// ! H 3.K;Q=Z.2//, ˛ 7! ˛.x/ along any K-point x of X (see [7]).
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Let B denote an irreducible normal proper scheme over Zp with function field k.
In contrast with what happens over number fields, here it is not one reciprocity law that will
play a rôle, but infinitely many of them: one for each closed point of B, for each such B.
Namely, given any closed point b 2 B, Kato [61, § 1] has constructed a complex

H 3.k;Q=Z.2// !

M
�2B1;b

Br.�.�// ! Q=Z; (4.1)

where � ranges over the set B1;b of 1-dimensional irreducible closed subsets of B that
contain b, and where �.�/ denotes the function field of � (which is either a global field of
characteristic p or a local field of characteristic 0). The second arrow in (4.1) is the sum of
the invariant maps from local class field theory at the finitely many places of �.�/ that lie
over b. The first arrow of (4.1) is induced by residue maps @v W H 3.kv;Q=Z.2// ! Br.�.�//

constructed by Kato in [61], where v denotes the discrete valuation of k defined by �.
For any ˛ 2 H 3

nr.X=k; Q=Z.2//, there are only finitely many 1-dimensional irre-
ducible closed subsets � ofB such that the map X.kv/ ! Br.�.�//, x 7! @v.˛.x// does not
identically vanish, if we denote by v the discrete valuation of k defined by � (see [24, Propo-

sition 2.7 (ii)] and note that for the proof given there, it is enough to assume that a dense open
subset of B, rather than B itself, is a scheme over a field—an assumption satisfied here).
As a consequence, it makes sense to define X.Ak/rec to be the set of .xv/v2� 2 X.Ak/

such that for any irreducible normal proper scheme B over Zp with function field k, for any
closed point b 2 B, and for any ˛ 2 H 3

nr.X=k;Q=Z.2//, the family .@v.˛.xv///�2B1;b
2L

�2B1;b
Br.�.�// belongs to the kernel of the second arrow of (4.1). The fact that (4.1) is a

complex immediately implies that X.k/ � X.Ak/rec.

4.5. Sufficiency of the reciprocity obstruction
Although evidence is scarce, the answer to the following question might always be

in the affirmative, as far as one knows:

Question 4.1. Let k be a finite extension of Qp.t/. Let X be a smooth, proper, rationally
connected variety over k. If X.Ak/rec ¤ ¿, does it follow that X.k/ ¤ ¿?

Question 4.1 has a positive answer whenX is a quadric and p ¤ 2. Indeed, we recall
from Section 4.3 that even X.Ak/ ¤ ¿ then implies X.k/ ¤ ¿ (see [23]). It also has a pos-
itive answer when X is birationally equivalent to a torsor under a torus over k. This follows
from the work of Harari, Scheiderer, Szamuely, Tian [38, Theorem 5.1], [97, § 0.3.1] (modulo
the comparison between the reciprocity obstruction defined here and the reciprocity obstruc-
tion considered in these articles; the latter is weaker, but turns out to suffice to detect rational
points on torsors under tori). We note that there are examples of torsors under tori over k

whose smooth compactificationsX satisfyX.Ak/rec D ¿whileX.Ak/ ¤ ¿ (see [24, Remar-

que 5.10]). Positive answers to Question 4.1 are known in various other cases in which X is
birationally equivalent to a homogeneous space of a connected linear algebraic group over k.
For specific statements, we refer the reader to the articles quoted in Section 4.3. Question 4.1
remains open in general for smooth compactifications of torsors under connected linear alge-
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braic groups over k, for smooth compactifications of homogeneous spaces of SLn with finite
stabilisers, and for conic bundle surfaces over P1

k
.

Question 4.1 focuses on the existence of rational points rather than on the density
of X.k/ in X.Ak/rec as the latter property is only known for projective space (see [3, Theo-

rem 1]) and hence for varieties that are rational as soon as they possess a rational point, such
as quadrics. For smooth compactifications of tori, the density of X.k/ in X.Ak/rec is known
to hold off the set of discrete valuations of k whose residue field has characteristic p (see [37,

Theorem 5.2]; for the meaning of “off” here, see [103, Definition 2.9]).
To obtainmore positive answers toQuestion 4.1, it is natural towish for flexible tools

such as general descent theorems and fibration theorems. In the same way that introducing
the tight approximation property and replacing Question 3.3 (2) with Question 3.8 was a key
step to obtain a problem that behaves well with respect to fibrations into rationally connected
varieties (see the discussion in Section 3.2), it is likely that in order to obtain compatibility
with descent and fibrations, one will have to strengthen Question 4.1 by incorporating into
it a p-adic analogue of the approximation condition in the Euclidean topology that appears
in Definition 3.4. The main challenge, here, is to provide the correct formulation for such a
p-adic tight approximation property.

We note that in any case, a general fibration theorem has to lie deep, as it would pre-
sumably give a direct route to the local–global principle for the existence of rational points
on smooth projective quadrics over k (so far unknown when p D 2) and hence to the com-
putation of the u-invariant of k (equal to 8; see Section 4.3). Indeed, in the case of conics
over k, this local–global principle follows from Tate–Lichtenbaum duality [73]; applying a
fibration theorem to a general pencil of hyperplane sections of a fixed smooth projective
quadric of dimension n � 2 would allow one to deduce the general case by induction on n.

4.6. Further questions
A good understanding of rational points of rationally connected varieties over func-

tion fields of curves over p-adic fields, be it via Question 4.1 or otherwise, should shed light
on concrete test questions such as the following:

Questions 4.2. Let p be a prime number and k be a finite extension of Qp.t/.

(1) Does the conjecture of Mináč and Tân on the vanishing of Massey products in
Galois cohomology hold for k? (See Section 2.5 and [78,79].)

(2) Is there an algorithm that takes as input a smooth, projective, rationally con-
nected variety X over k and decides whether X has a rational point?

Onemight approach the first of these questions by trying to mimic [49] over k, which
would requiremaking progress on the arithmetic, over k, of homogeneous spaces of SLn with
finite supersolvable geometric stabilisers.

To put the second question in perspective, let us recall what is known about algo-
rithms for deciding the existence of rational points on arbitrary varieties (“Hilbert’s tenth
problem”) over various fields of interest. OverQ or C.t/, the existence of such an algorithm
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is an outstanding open problem. Denef [29] showed that overR.t/, such an algorithm does not
exist. His method was extended to prove that there is no such algorithm overQp.t/ (Kim and
Roush [62], completed by Degroote and Demeyer [27]), over any finite extension of R.t/ that
possesses a real place (Moret-Bailly [81]), or, when p ¤ 2, over any finite extension ofQp.t/

(Eisenträger [32], Moret-Bailly [81]). In addition, over number fields, it is known that restrict-
ing from arbitrary varieties to smooth projective varieties makes no difference (see [96, § II.7],
[90, Theorem 1.1 (i)]). Restricting to smooth, projective, rationally connected varieties, how-
ever, does make a drastic difference: Question 4.2 (2) might well have an affirmative answer
for all of the fields just mentioned. OverC.t/, this is trivially so, by the Graber–Harris–Starr
theorem. Over R.t/, a positive answer to Question 4.2 (2) would follow from a positive
answer to Question 3.8. Indeed, in the notation of Definition 3.4, if X satisfies the tight
approximation property, then X has a rational point if and only if f jX .R/ admits a C 1 sec-
tion, a property that can be decided algorithmically. Over number fields, as was observed
by Poonen [89, Remark 5.3], a positive answer to Question 4.2 (2) would follow from the
conjecture that rational points are always dense in the Brauer–Manin set. It seems likely
that a positive answer to Question 4.1 would similarly imply a positive answer to Ques-
tion 4.2 (2). To mimic Poonen’s argument, one runs into the difficulty that the elements of
H 3

nr.X=k;Q=Z.2// are harder to describe than those ofH 2
nr.X=k;Q=Z.1// DBr.X/, whose

interpretation in terms of Azumaya algebras is a key point in [89, Remark 5.3]; however, this
can be remedied by viewing H 3

nr.X=k;Q=Z.2//, using Bloch–Ogus theory, as the group of
global sections of the Zariski sheaf associated with the presheaf U 7! H 3

ét.U;Q=Z.2//, and
describing H 3

ét.U;Q=Z.2// via Čech cohomology.

4.7. Other fields
There are a number of other fields over which a better understanding of rational

points of rationally connected varieties would be valuable. One of the simplest example is
the fraction field k DC..x;y// of the ring of formal power seriesCŒŒx;y��, which can be seen
as a first step before considering function fields of complex surfaces. This field presents both
local and global features, and a reciprocity obstruction can again be defined (in terms of the
unramified Brauer group—recall that k has cohomological dimension 2). This obstruction
was used in [24] to produce the first example of a torsor Y under a torus, over k, such that
Y.k/ D ¿ but Y.kv/ ¤ ¿ for every discrete valuation v on k. The analogues of Question 4.1
and of Questions 4.2 can be asked over this field, too. It is not known, however, whether the
reciprocity obstruction explains the absence of rational points on smooth proper varieties
that are birationally equivalent to torsors under tori over k (though see [59, Corollaire 4.4]

for a closely related result involving possibly ramified Brauer classes).We refer the interested
reader to [18,22,59,60] for the state of the art.
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